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On the sign of the adaptive passive fathometer impulse
response (L)

James Traer,a� Peter Gerstoft, H. C. Song, and William S. Hodgkiss
Scripps Institution of Oceanography, La Jolla, California 92093-0238

�Received 15 June 2009; revised 27 July 2009; accepted 28 July 2009�

Harrison �J. Acoust. Soc. Am. 125, 3511–3513 �2009�� presented a mathematical explanation for a
sign-inversion induced to the passive fathometer response by minimum variance distortionless
response �MVDR� beamforming. Here a concise mathematical formulation is offered, which
decomposes the cross-spectral density matrix into coherent and incoherent components and allows
the matrix inversion to be obtained exactly by eigendecomposition. This shows that, in the region
containing the bottom reflection, the MVDR fathometer response is identical to that obtained with
conventional processing multiplied by a negative factor.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3206696�

PACS number�s�: 43.30.Pc, 43.30.Re, 43.30.Wi, 43.30.Nb �AIT� Pages: 1657–1658

I. INTRODUCTION

A drifting vertical array can be used as a passive fath-
ometer by cross-correlating up- and down-ward beams.1 A
more detailed analysis and an introduction to the application
of adaptive beamforming to the passive fathometer are given
in Ref. 2. Recently it was found that adaptive processing
induced a sign change in the fathometer cross-correlation. An
explanation was given in Ref. 3 using the Woodbury matrix
identity to invert the cross-spectral density matrix �CSDM�.
Here we offer a simple explanation using eigendecomposi-
tion to perform this matrix inversion. This approach is exact
given the idealized noise model described below.

A simple physical model is used consisting of a verti-
cally downward propagating signal and its vertically upward
propagating reflection in the presence of incoherent back-
ground noise. It should be noted that this is an idealization
and a realistic ocean environment would likely contain a
more complicated spatial structure. The passive fathometer
requires the reflected signal to be coherent with the down-
ward propagating signal to extract the depths of the reflecting
layer boundaries. Consequently the two coherent signals are
not separable and act as a single coherent component in con-
structing the CSDM. We show that, in the region of interest
for the fathometer attributed to this coherent component, the
adaptive response obtained using the minimum variance dis-
tortionless response �MVDR� beamformer is identical to that
obtained using the conventional beamformer multiplied by a
negative factor.

II. THEORY

Consider the response of the fathometer to a single fre-
quency plane wave. The conventional response is given by2

C��� = wTRw , �1�

where w is the downward directed steering vector, the super-
script T denotes the matrix transpose, and R is the CSDM.
The MVDR adaptive response is given by3

CMVDR��� = ����wTR−1w , �2�

where �= �wHR−1w�−2 is a positive normalization factor and
the superscript H denotes the complex conjugate transpose.
Thus, excluding the normalization factor, MVDR processing
is of the same functional form as conventional processing
with the CSDM inverse in place of the CSDM.

Decomposing the CSDM into coherent and incoherent
components,

R = ddH + �2I , �3�

where d=ddown+dup is the sum of the downward propagating
signal and the upward propagating reflection. ddown is pro-
portional to the steering vector w. �2I is the component due
to incoherent background noise, with I designating the iden-
tity matrix. This allows the CSDM to be expanded by eigen-
decomposition to yield

R = ��2 + a�u1u1
H + �2�

j=2

N

u ju j
H, �4�

where N is the number of array elements, a is the eigenvalue
component corresponding to the coherent signal, and u j are
the normalized eigenvectors. The CSDM inverse is

a�Author to whom correspondence should be addressed. Electronic mail:
jtraer@ucsd.edu
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�2�
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1
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1

��2 + a�2ddH +
1

�2I , �5�

where we have utilized �u ju j
H=I. Thus the CSDM inverse

contains the same terms as the CSDM with different coeffi-
cients. The component due to the coherent signal has been
multiplied by a negative coefficient. The term due to back-
ground noise remains positive and the effect of this term is
examined separately in both the frequency and time domains.

In the conventional case,

Cnoise = �2wTIw . �6�

The effect of this term depends on the choice of reference
element. For convenience, the lowermost element of the ar-
ray is defined as the reference �see Fig. 1�a��. Thus the kth
term of the steering vector is ei��k, where �k is the vertical
propagation time to the kth element. Substituting this yields

Cnoise = �2�
k=1

N

e2i��k. �7�

In the time domain, assuming infinite bandwidth, Eq. �7�
corresponds to a series of delta functions at t=−2��N−1 ,
�N−2 , . . . ,�2 ,0�. For an equispaced array with inter-element
vertical travel time �, this becomes t=−2��N−1,N−2,
. . . ,1 ,0�. The adaptive case is identical except the scalar
coefficient � /�2 replaces �2. Note that defining the lower-
most element as the reference ensures that these delta func-
tions due to the background noise appear at negative times.

Equations �1� and �2� are cross-correlations of down- and
up-ward propagating beams. In this model, the upward beam
is a sum of time-delayed reflections of the downward beam.
As the reflections lag the downward beam, the correlation
peaks will appear at positive times. Thus the seabed response
will not be obscured by the contribution from background
noise.

Neglecting the background noise component and substi-
tuting Eqs. �3� and �5� into Eqs. �1� and �2�, respectively,
reduces the fathometer response to

C��� = wTddHw �8�

CMVDR��� = −
�

��2 + a�2wTddHw . �9�

where � / ��2+a�2 is a positive factor.

III. NUMERICAL SIMULATION

A simulation was constructed with a 32-element array
with 0.5 m spacing �design frequency of 1500 Hz� over three
reflection layers 60, 100, and 130 m below the bottom of the
array with reflection coefficients of 0.1, 0.05, and 0.03, re-
spectively �see Fig. 1�a��. A boxcar function with a signal-
to-noise ratio of −10 dB and a width of 1.3 ms was used as
the down-going signal. The processing was done in the fre-
quency domain with 1024 frequency bins from 0 to 750 Hz.
A 40 Hz high pass filter was applied and the two responses
were normalized such that the first reflection peak has an
absolute magnitude of one.

The conventional and MVDR responses are shown in
Fig. 1�b� against the depth associated with a two-way travel
time in a medium with sound speed of 1500 m /s. At depths
greater than 0, the conventional and MVDR traces are mirror
images. In the region between −32 and 0 m, the conventional
and MVDR responses are similar. This is the region domi-
nated by the incoherent noise term. The delta functions pre-
dicted in Eq. �7� are twice convolved with the box car signal
which obscures the individual peaks.

IV. SUMMARY

This analysis shows that adaptive processing will induce
a negative sign to the seabed response given by conventional
passive fathometer processing. In addition, it has been shown
that the component from incoherent noise which obscures
both conventional and adaptive processing can be confined
to negative times by referencing the array elements relative
to the bottom hydrophone.

1M. Siderius, C. H. Harrison, and M. B. Porter, “A passive fathometer
technique for imaging seabed layering using ambient noise,” J. Acoust.
Soc. Am. 120, 1315–1323 �2006�.

2P. Gerstoft, W. S. Hodgkiss, M. Siderius, C. F. Huang, and C. H. Harrison,
“Passive fathometer processing,” J. Acoust. Soc. Am. 123, 1297–1305
�2008�.

3C. H. Harrison, “Anomalous signed passive fathometer impulse response
when using adaptive beam forming,” J. Acoust. Soc. Am. 125, 3511–3513
�2009�.

�100 0 100 200
�1

�0.5

0

0.5

1

conv

adap

� �

��� �

�� �

��� �

��� �

� �

��	
��� ���

�
�
�
��

�
�
�

FIG. 1. �Color online� �a� A schematic of the model environment. The array
is shown between −16 and 0 m �only every fourth hydrophone is shown�
and the reflection layers with the associated reflection coefficients, r. �b� The
conventional �solid� and MVDR �dashed� fathometer responses from simu-
lated data.
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Time domain visualization using acoustic holography
implemented by temporal and spatial complex envelope (L)

Choon-Su Parka� and Yang-Hann Kim
Department of Mechanical Engineering, Center for Noise and Vibration Control (NOVIC),
Korea Advanced Institute of Science and Technology (KAIST), 373-1 Guseong-dong, Yuseong-gu,
Daejeon 305–701, Korea

�Received 2 April 2009; revised 15 July 2009; accepted 16 July 2009�

Spatial envelope was proposed to show the location of acoustic sources and overall radiation pattern
by the authors �C.-S. Park and Y.-H. Kim, J. Acoust. Soc. Am. 125, 206–211 �2009��. The envelope
can provide sufficient information on where the sources are and how the energy propagates into
space. This concept is certainly useful for time domain acoustic holography since one can utilize not
only spatial envelope to envisage what one needs to know but also temporal envelope to reduce the
number of data. A holographic process to obtain spatial envelope is therefore introduced and
verified, and how much one can reduce the processing time by implementing envelopes is compared
with the conventional holography. © 2009 Acoustical Society of America.
�DOI: 10.1121/1.3203919�

PACS number�s�: 43.60.Sx, 43.60.Ac, 43.60.Jn, 43.60.Gk �EJS� Pages: 1659–1662

I. INTRODUCTION

Acoustic holography is a method to reconstruct sound
fields in prediction plane using acoustic pressure measured in
hologram plane �for instance, see Ref. 1�. Time domain
sound visualization using acoustic holography has been used
particularly to show time-variant sound fields, for example,
transient sound field radiated from automobile tire2 or non-
stationary sound field from engine during run-up test.3 Vari-
ous papers also have been published on the sound visualiza-
tion in time domain.4–7 The time domain sound visualization
can exhibit the time-variant sound fields by convolving time
data or taking Fourier transform on time and space, which is
well summarized by Rochefoucauld et al.7

The time domain sound visualization is certainly useful
in displaying sound fields as fast as possible and also in
analyzing the results when it depicts only what we need to
know �e.g., the locations of sources, etc.�. The time domain
visualization, however, usually takes a great deal of data to
reconstruct the sound fields. In addition, the sound fields in
the prediction plane often contain much more information
than we want to know. For example, if we want to observe
information from the visualized sound field for dealing with
noise, where noise sources are and how the sound radiate
would be the very information we want to know. In such a
case, the whole variation in the sound field is often sufficient
rather than the reconstructed sound field itself. The authors,
therefore, raised these problems associated with processing
time issue and analysis problem8 in the previous paper,9 and
spatial envelope was proposed as a solution method for the
analysis problem of sound visualization.

We propose a means to implement the complex enve-
lope in time and space for visualizing the information where
sound sources are and how the sound energy propagates into

space with shorter calculation time than the conventional ho-
lography. The temporal envelope is used as a way for reduc-
ing calculation time by using less number of data and the
spatial envelope9 for showing the information we want to
see. To obtain temporal and spatial envelopes, modulations
in time and space are needed. The modulation of time data
should be processed before sampling by analog modulation
device to obtain reduced number of data, but the spatial
modulation can be completely processed by data processing
in the wavenumber domain as the propagation process of
acoustic holography. Two-dimensional Fourier transform of
the sound field gives wavenumber spectra for the sound field,
and the spatial modulation is applied for each wavenumber
�spatial frequency� in the band of interest. Then, spatial en-
velope for the given sound field is obtained by inverse Fou-
rier transform of both space and time.

The proposed method can be applied to sound visualiza-
tion devices overlaid with camera image for recognizing
sound field easily, for example, devices for visualizing sound
field which was induced by malfunctions of machinery for
diagnosis or visual assist devices for the deaf. The users want
to see not spatial fluctuation of sound field in detail, but
simple sound field that can clearly give where and how loud
the sound sources are for preparing possible dangers.

II. COMPLEX ENVELOPE IN TIME DOMAIN AND
SPACE DOMAIN

A. Time domain complex envelope

The envelope of a narrow band signal shows overall
change of the signal; for instance, see the fluctuating thick
solid line along t-axis as depicted in Fig. 1. The envelope
does not depend on where it is placed in frequency domain,
as shown in Fig. 1, because an envelope is only associated
with the bandwidth and its components within the band �for
instance, see Ref. 10�. This means that the envelope does not
change by shifting �modulating in time domain� the narrow

a�Author to whom correspondence should be addressed. Electronic mail:
cs_park@kaist.ac.kr
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band spectrum. This enables us to obtain the signal of inter-
est with lower sampling rate. Low sampling rate allows us to
acquire less data when we measure the same record length.

Complex modulation,11 shifting the band signal into low
frequency region and then low pass filtering the signal, pro-
vides us with a complex envelope of the signal. The modu-
lation has to be realized with analog signal, and this can be
realized by the quadrature modulation method.12 In short, by
introducing the concept of temporal envelope and using ana-
log modulation circuit, we can make use of less data for time
domain sound visualization.

B. Space domain complex envelope

Although the spatial envelope is an extension of the tem-
poral envelope into the space domain, the spatial envelope
has its own distinct feature distinguished from the temporal
one: the geometric information.9 The information inherently
exists in the radiated sound field. The geometric information,
of course, smeared out as the sound propagates owing to
evanescent wave components which constitute the geometric
information. Therefore, it is assumed that sound fields are
measured in near field with respect to the wavelength of
interest. Then, although the sound field varies complicatedly,
the spatial envelope can show not only overall distribution of
the sound field but also sources’ geometric information.
When we use the sound visualization as a way of providing
information of noise sources, it is of importance to find out
where the noise sources and how the energy transmits to
space. The spatial envelope can envisage energy propagation
of the acoustic pressure distribution and the geometric infor-
mation of sources as well.

In addition, it is assured that the spatial envelope is
acoustic pressure distribution. Therefore, other acoustic vari-
ables �particle velocity, intensity distribution, etc.� are ob-
tainable from the spatial envelope, which is discriminated
from other sound source localization methods that only esti-
mate the location of sources �e.g., beamforming method�.

III. MODIFIED HOLOGRAPHIC PROCESS TO OBTAIN
A SPATIAL ENVELOPE

The spatial envelope of a sound field is obtained by the
spatial modulation.9 Therefore, to obtain the envelope in the
prediction plane, the spatial modulation process should be
added to the conventional holographic procedure, as shown

in Fig. 2. To develop and verify this process mathematically,
let us consider the simplest case, an acoustic monopole
source in the free field. A sound field radiated from the
source radiating a center frequency fc is placed at �xs ,ys ,0�,
and the source has a slowly varying amplitude, which is
composed of much lower frequencies ��fn , �n
=1,2 , . . . ,N�� compared to the center frequency ��fn� fc�,

a�r,t� = �
n=1

N

cne−j�2��fnt−�knR�, �1�

where cn is the coefficient of each frequency component and
R=��x−xs�2+ �y−ys�2+z2. �kn�=2��fn /c� is corresponding
wavenumber deviation. That is, the wavenumber �kc� of cen-
ter frequency plus the deviation ��kn� indicates the wave-
numbers �kn� of the narrow band signal. Then, the acoustic
pressure at an arbitrary z plane can be formulated as

ph�x,y,z,t� = −
j�0cq

4�
�
n=1

N

cnkn
e−j�2�fnt+knR�

R
, �2�

where �0c is the characteristic impedance of the media and q
is the volume velocity. The complex envelope of Eq. �2� is
given by

pCE�x,y,z,t� = −
j�0cq

4�
�
n=1

N

cnkn
e−j�2��fnt+�knR�

R
, �3�

without the terms associated with fc.
9

Then, let us follow the holographic procedure. The pres-
sure in a hologram plane zh is

ph�x,y,zh,t� = −
j�0cq

4�
�
n=1

N

cnkn
e−j�2�fnt+knRh�

Rh
, �4�

where Rh=��x−xs�2+ �y−ys�2+zh
2. The wavenumber spectra

for each frequency are obtained by spatial Fourier transform
as �see Ref. 9 in detail�,

Ph
ˆ �kx,ky,zh� = �0cqcnkn

ejzh
�kn

2−kx
2−ky

2

�kn
2 − kx

2 − ky
2

, �5�

which are obtained with respect to N numbers of frequency,

and hat � ˆ � means the variables are in the wavenumber do-
main. To obtain the pressure in the prediction plane, zp, the
propagator which satisfy the Dirichlet boundary condition1 is

FIG. 1. �Color online� A narrow band signal �thin dotted line� and its com-
plex envelope �thick solid line� in time with respect to its position in fre-
quency domain. t and f represent time and frequency, respectively. x�t� is the
narrow band signal, and �X�f�� is the magnitude of the frequency spectrum
of x�t�.

FIG. 2. The modified holographic process to get spatial envelope.
ph�x ,y ,zh , t� is a pressure distribution on the hologram plane at specified zh,
pp�x ,y ,zp , t� is a pressure distribution on the prediction plane at specified zp,

GD
ˆ �kx ,ky ,zp−zh , f� is a propagator satisfying Dirichlet boundary condition,

the superscript m indicates that the variables are modulated, the bold-faced
font for complex value and capital letters are for the variables in frequency

domain, and a hat � ˆ � expresses the value at wavenumber domain.
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used. Then, the wavenumber spectra in the prediction plane
are obtained. After obtaining the wavenumber spectra, the
spatial modulation is applied to each wavenumber spectrum.
Then, the modulated wavenumber spectra are obtained as

P̂p
m�kx,ky,zp� = �0cqcnkn

ejzp
��kn

2−kx
2−ky

2

��kn
2 − kx

2 − ky
2

�6�

by the spatial modulation method.9 Eventually, the spatial
envelope in the prediction plane is obtained by inverse spa-
tial and temporal Fourier transform. That is,

pp
m�x,y,zh,t� = −

j�0cu0q

4�
�
n=1

N

cnkn
e−j�2��fnt−�knRp�

Rp
, �7�

where Rp=��x−xs�2+ �y−ys�2+zp
2. Equation �7� shows that

the envelope in the prediction plane is obtained correctly,
which is the same with the complex envelope of Eq. �3�.

As a more general case, sound fields governed by Ray-
leigh’s first integral formula,

P�x,y,z� = −
j�0ck

2�
�

ys

�
xs

ejk��x − xs�
2+�y − ys�

2+z2

��x − xs�2 + �y − ys�2 + z2

�u�xs,ys,0�dxsdys, �8�

are also available for the above process because the integral
formula tells us that the sound from the velocity source at
each source point propagates like monopole �ejkR /R�. The
other Rayleigh formula �for instance, see Ref. 13� describing
sound field radiated from acoustic pressure sources has dif-
ferent type propagator, namely, dipole. This propagator re-
quires different modulator proposed in Ref. 9 because the
wavenumber spectra are dissimilar from the modulator for
monopole type. The wavenumber spectrum and correspond-
ing modulator are given in the Appendix.

IV. THE ROLE OF COMPLEX ENVELOPES IN
HOLOGRAPHIC PROCESS

A. Processing time reduction by using temporal
envelope

In spite of the additional process �step 4 in Fig. 2�, we
can reduce calculation time for the whole process because of
less data by temporal modulation. Although we stated pro-
cessing time issue, the processing time is not adequate as a
parameter to estimate how the computation is fast because
the processing time can be varied according to hardware con-
figurations �for instance, CPU or data transfer rate, etc.�. The
number of multiplication therefore can be an appropriate pa-
rameter to estimate how fast the process is because all the
processes of holography are made up of multiplication, and
the number of multiplication is fixed with respect to the fast
Fourier transform algorithm used. For example, for “radix-2”
algorithm, the number of multiplication for N numbers of
data is �N /2�log2 N�e.g., see Ref. 14�.

Then, let us assess how many times the number of mul-
tiplication needed for the modified process compared with
the conventional one in case of the radix-2 algorithm. To
compare the modified procedure with the conventional one,
let us have Nx�Ny measurement points in space and for

simplicity, Nx=Ny =Ns �i.e., square measurement�. In addi-
tion, we assumed to sample Nt points in time domain, and the
number of the band of interests is NB=Nt /B. B represents the
ratio between initial number of data and the reduced number
of data. Then the number of multiplication is summarized in
Table I. For steps 1 and 6 and 2 and 5, the number of mul-
tiplication should be the same since they are Fourier trans-
form pair. In steps 2 and 3, the constant “2” is for two-
dimensional Fourier transform, and therefore 2
� �Ns /2 log2 Ns�� �Ns /2� number of multiplication is
needed with respect to NB for the modified process and Nt /2
for the conventional process. In addition, the propagation
and modulation should be calculated whole spatial points
with respect to each frequency of interest. Therefore, the
number of multiplication is Ns

2�NB for the modified process
and Ns

2� �Nt /2� for the conventional process. Finally, the
ratio between the total number of multiplication �TNM� of
the modified and conventional procedure is obtained as

TNMm

TNMc
=

1

B

2 log2 Nt +
4

Ns
log2 Ns + 2�2 − log2 B�

2 log2 Nt +
4

Ns
log2 Ns + 1

, �9�

where the subscript m means modified procedure and c indi-
cates the conventional one. As you can see in Eq. �9�, the
ratio is dominantly proportional to 1 /B because another term
composed of logarithmic values in the right-hand side has
around 1. This result is reasonable since we handle the pro-
posed process with less data with approximately 1 /B during
the procedure.

B. Spatial complex envelope for analysis problem

The spatial envelope is considered as a solution method
for the analysis problem of acoustic holography. In other
words, it is needed for the reconstructed sound field to pro-
vide correct location or distribution of sources because sound
visualization for engineering problem is usually used to dis-
play where sound sources are and how they radiate. The
complex envelope of the reconstructed sound field can there-

TABLE I. The number of multiplication of the conventional and modified
holographic procedures.

Process
Modified
process

Conventional
process

1
Temporal Fourier
transform

	NB

2
log2 NB
� Ns

2 	Nt

2
log2 Nt
� Ns

2

2
Spatial Fourier
transform

2 � 	Ns

2
log2 Ns
� NB 2 � 	Ns

2
log2 Ns
�

Nt

2

3 Propagation Ns
2�NB

Ns
2 �

Nt

2
4 Modulation Ns

2�NB ·

5 Inverse SFT
2 � 	Ns

2
log2 Ns
� NB 2 � 	Ns

2
log2 Ns
�

Nt

2

6 Inverse TFT
	NB

2
log2 NB
� Ns

2
	Nt

2
log2 Nt
� Ns

2
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fore be a possible candidate to show not only the geometric
information of sources but also overall radiation pattern as-
sociated with energy propagation in space.

Figure 3 shows the reconstructed pressure field com-
posed of three monopoles and its spatial complex envelope
in prediction plane. Figure 3�a� shows the result of the con-
ventional holography, and Fig. 3�b� is the spatial envelope of
the reconstructed sound field. Comparing the results, spatial
envelope shows the locations of the sources more clearly,
and the radiated pattern is less complicated than the pressure
field reconstructed by the conventional holography process.

V. CONCLUSIONS

The authors reviewed the temporal and spatial complex
envelopes as a solution method to resolve the analysis prob-
lem and processing time issue for time domain sound visu-
alization by acoustic holography. The temporal envelopes
contribute to reduce the number of data. Therefore, the pro-
cessing time to get results in prediction plane can be de-
creased by 1 /B compared with the conventional process. In
addition, by using the spatial envelope, the reconstructed pic-
tures provide us the information we need: the geometric in-
formation and overall radiation pattern. We also examined
the modified holographic procedure, and it should not be
missed that the modulation must be applied after the propa-
gation process to prevent elimination of the propagating
waves.
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APPENDIX: A WAVENUMBER SPECTRUM OF A
DIPOLE SOURCE AND ITS SPATIAL MODULATOR

A dipole source is composed of two adjacent monopole
sources. The wavenumber spectrum of a dipole is obtained
differently according to its direction of polarization, which is
the inclined direction between the two monopoles. The
wavenumber spectrum of a dipole source at an origin is de-
rived in Ref. 15. That is,

P̂di�kx,ky,z� = 2��nxkx + nyky + nzkz�
e−jz�k2−kx

2−ky
2

�k2 − kx
2 − ky

2
, �A1�

where nx, ny, and nz denote the directional cosine of the
inclined direction �nx

2+ny
2+nz

2=1�. For example, if the direc-
tion of polarization is on x-axis, then the spectrum is

P̂di,x�kx,ky,z� = 2�kx
e−jz�k2−kx

2−ky
2

�k2 − kx
2 − ky

2
. �A2�

However, if the direction is on z-axis, the spectrum is

P̂di,z�kx,ky,z� = 2�kz
e−jz�k2−kx

2−ky
2

�k2 − kx
2 − ky

2
= 2�e−jz�k2−kx

2−ky
2
.

�A3�

This concludes that the authors can modulate the wavenum-
ber spectra of dipole sources when the direction of polariza-
tion is without regard to the z-direction, but they have to use
another modulator for z-directional polarization. That is,

Mk1→k2
�kx,ky,z� = ejz��k2

2−kx
2−ky

2−�k1
2−kx

2−ky
2� �A4�

when the authors want to change the wavenumber from k1 to
k2. The Rayleigh’s second integral formula uses this type of
propagator. Therefore, the modulator of �A4� should be used
for the case.
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Octave-shifted pitch matching in nonword imitations: The
effects of lexical stress and speech sound disorder (L)a)
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Perceptual similarities of musical tones separated by octave intervals are known as octave
equivalence �OE�. Peter et al. ��2008�. Proceedings of the Fourth Conference on Speech Prosody,
edited S. Maduerira, C. Reis, and P. Barbosa, Luso-Brazilian Association of Speech Sciences,
Campinas, pp. 731–734� found evidence of octave-shifted pitch matching �OSPM� in children
during verbal imitation tasks, implying OE in speech tokens. This study evaluated the role of lexical
stress and speech sound disorder �SSD� in OSPM. Eleven children with SSD and 11 controls
imitated low-pitched nonwords. Stimulus/response f0 ratios were computed. OSPM was expressed
preferentially in stressed vowels. SSD was associated with reduced expression of OSPM in
unstressed vowels only. Results are consistent with the psycholinguistic prominence of lexical stress
and prosodic deficits in SSD. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3203993�

PACS number�s�: 43.66.Hg, 43.70.Fq, 43.70.Dn, 43.66.Lj �DD� Pages: 1663–1666

I. INTRODUCTION

The perceptual similarity between two musical tones
separated by one or more octave intervals is referred to as
octave equivalence �OE�. Musical tuning systems in different
cultures around the world vary widely in the way scales are
arranged, yet all utilize octave-based perceptual similarities
�Burns and Ward, 1978�. Psychophysical evidence for OE
has been found in a small number of studies in adults and
infants, and even animals, although results have been some-
what controversial �Burns, 1999�.

The biological basis for perceptual OE in musical tones
is unclear. Several theoretical approaches �reviewed in
Burns, 1999� have attempted to account for OE, including
the place code theory, which posits that octave-separated
tones activate the same place on the basilar membrane in the
cochlea because they share harmonic frequencies. Langner
�2007� pointed out that neurons in the inferior colliculus re-
spond not only to characteristic frequencies but also to their
integer multiples.

While OE has been documented in the music literature,
it is unknown whether it exists in speech signals as well.
Evidence of pitch matching at an octave interval in a spoken
imitation task would imply the presence of perceptual simi-
larity in the speech tokens. To evaluate pitch matching in
imitation tasks, the vocal pitch levels in the target speaker
and the respondent must be considered because these vary by
age and gender. In 4- and 5-year-old children, mean funda-
mental frequency �f0� levels were estimated at 286 and 289
Hz, respectively �Eguchi and Hirsh, 1969�. Typical f0 mean
values for male and female adults between 25 and 50 years

range between 100 and 120 Hz and between 240 and 245 Hz,
respectively; with advancing age, f0 tends to rise in men and
to drop slightly in women �Hollien and Shipp, 1972; Mysak
and Hanley, 1959; Saxman and Burk, 1967�.

In conversational speech, f0 adjustments have been de-
scribed as a function of discourse mechanics, for instance, in
the form of pitch matching between speakers to convey
agreement �Brazil et al., 1985; Wennerstrom, 2001�. Pitch is
usually described relative to a speaker’s vocal range �e.g.,
high, mid, or low key�, not physical scales. In the context of
an imitation task, Peter et al. �2008� unexpectedly found evi-
dence of octave-shifted pitch matching �OSPM�. They ana-
lyzed pitch in a study designed originally to evaluate the role
of temporal aspects of speech and hand tasks in children
�Peter and Stoel-Gammon, 2008�. In two imitation tasks,
nonwords and sentences, where the target voice was an adult
male’s, the participants tended to imitate the tokens one oc-
tave above the target level.

The purpose of the present study was to evaluate the role
of lexical stress and speech sound disorder �SSD� in the ex-
pression of OSPM in a nonword imitation task. Stressed syl-
lables appear to be associated with psycholinguistic promi-
nence. Newborn infants demonstrate an awareness of
language-specific stress patterns �reviewed in Echols et al.,
1997� and the ability to use stressed syllables as cues to
segment words �Jusczyk et al., 1993�. Young children tend to
omit unstressed syllables more frequently than stressed syl-
lables �Ingram, 1974; Kehoe and Stoel-Gammon, 1997�. In
individuals who stutter, stressed syllables are affected pre-
dominantly �Hahn, 1942�. Some children with SSD have dif-
ficulty speaking with appropriate prosody, which includes
not only temporal aspects such as vowel durations and inten-
sity levels but also aspects related to vocal pitch �Shriberg et
al., 2003�. Lower expression of OSPM is therefore predicted
in unstressed syllables and in participants with SSD.

a�
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II. PARTICIPANTS, PROCEDURES, AND RELIABILITY

This study was conducted with the approval of the Uni-
versity of Washington Human Subjects Division and in com-
pliance with the Code of Ethics of the World Medical Asso-
ciation �Declaration of Helsinki�. Eleven children, ages 4
years and 7 months to 6 years and 6 months, with a diagnosis
of a moderate to severe SSD of unknown origin and 11 age-
and gender-matched controls with typical development �TD�
participated in this study. All participants were required to
fulfill the following criteria: age 4 years and 6 months to 7
years; monolingual English home environment; hearing
screen passed at 25 dB sound pressure level �SPL�; no his-
tory of any developmental or acquired disorder interfering
with hearing, speech fluency, or neuropsychologic function-
ing. The participants with SSD additionally were required to
have a diagnosis of moderate to severe speech disorder of
unknown origin, documented with standardized speech test
�articulation and/or phonology� scores of 1.5 standard devia-
tions below the mean or lower.

The imitation task was based on the “Tennessee test of
rhythm and intonation patterns” �T-TRIP; Koike and Asp,
1981�, a nonstandardized test of prosody. During the Rhythm
subtest, the participant hears 14 prerecorded sequences of the
syllable “ma” and imitates them. Items 13 and 14 were ex-
cluded from analysis because they contain pauses. Items
1–12 contain a total of 45 syllables, of which 43, 18 stressed
and 25 unstressed, were available for analysis; a reliable
pitch measurement could not be obtained for two of the mod-
eled syllables. The voice on the CD provided by the manu-
facturer was a male adult, with f0 in the stressed vowels
averaging 133 Hz and, in the unstressed vowels, 105 Hz
�overall average f0=116 Hz�. Table I shows the metric
structures of the test items.

Customary f0 measures were measured in 5–12 utter-
ances obtained from conversational speech samples collected
during the study sessions. Acoustic analyses were performed
by a team consisting of the first author and seven under-

graduate or postbaccalaureate students in the Department of
Speech and Hearing Sciences at the University of Washing-
ton using PRAAT, Version 4.2.09 �Boersma and Weenink,
2004� or more recent versions, measuring f0 in Hz.

The octave equivalence range �OER� was defined as any
pitch that fell within one semitone above or below twice the
stimulus frequency. As the adult targets were, on average 116
Hz, the average OER was 220–247 Hz. For individual vowel
imitations, a child/adult f0 ratio was calculated. Ratios be-
tween 1.887:1 and 2.119:1 represented the range within one
semitone of twice the adult target’s f0 level, following the
formula

OER = 2�f02−1/12�,2�f021/12� . �1�

Statistical analyses included paired t tests, t tests with
adjustments for unequal variances, and the nonparametric
Wilcoxon signed-rank test. The acoustic measurements were
checked for reliability by remeasuring approximately 15% of
the tokens. The average discrepancy was 5.36 Hz for vowels
and 5.05 Hz for the conversational samples. This was con-
sidered acceptable for the purposes of this study.

III. RESULTS

As a group, the participants with SSD produced an av-
erage of 35.6 syllables with correctly placed stress out of the
43 available model syllables �N=368�. The participants with
TD produced an average of 40.7 syllables with correctly
placed stress �N=422�. The participants with SSD had an
average conversational f0 of 285 Hz �standard deviation
�SD�=42 Hz�, and the participants with TD averaged 292 Hz
�SD=43 Hz�, which closely approximates conversational
values expected for the participants’ ages. Table II summa-
rizes participant characteristics and f0 measures.

107 of 421 �25%� unstressed and 160 of 368 �43%�
stressed imitated vowels fell within the OER. Differences
were statistically significant �paired t test using per-
participant averages: t=9.11, p�0.0001; t test with adjust-
ments for unequal variances using all vowel measurements:
t=14.16, p�0.0001�.

The SSD group included two participants whose average
conversational f0 levels fell within the defined OER. Of the
remaining nine, whose conversational f0 levels all fell above
that range, one participant downshifted the conversational f0

levels to the OER in the imitations; four participants lowered
their conversational f0 levels by at least 32 Hz without reach-
ing the OER, and four did not adjust their conversational f0

levels appreciably during the imitation task �difference
�8 Hz�. The TD group included one participant with both
conversational and imitated f0 levels within the OER, five
participants who downshifted their conversational f0 levels
to fall within the OER during the imitations, four who low-
ered their conversational f0 levels substantially during the
imitations without reaching the OER, and one participant
who did not adjust the conversational f0 levels appreciably.
Figure 1 shows conversational and imitated f0 values for
each participant, in relationship to the adult target and the
OER.

124 of 368 �34%� vowels in the SSD group and 143 of
422 �34%� in the TD group fell into the OER. Nonparametric

TABLE I. Schematics of stimuli in the nonword imitation task. Note: Capi-
tal letters indicate stressed syllables, lower-case letters indicate unstressed
syllables, and periods mark syllable boundaries. Items 13 and 14 contain
pauses and were not administered.

Item no. Rhythm pattern

1 MA.ma
2 ma.MA
3 MA.ma.MA
4 ma.MA.ma
5 MA.ma.ma
6 MA.ma.MA.ma
7 ma.MA.MA.ma
8 ma.ma.MA.ma
9 ma.MA.ma.ma
10 ma.MA.ma.MA
11 MA.ma.ma.MA.ma.ma
12 ma.MA.ma.ma.MA.ma
13 MA.�pause�MA.ma
14 MA.ma.�pause�MA

1664 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Peter et al.: Letters to the Editor



testing for paired data, inputting the per-participant mean
scores, did not show statistically significant SSD-TD group
differences �z=1.16, p=0.2477�. Parametric testing based on
t testing for matched data, inputting the child/adult f0 ratios
from all analyzed vowels, showed a significant group differ-
ence �t=6.24, p�0.0001�. Both participant groups deviated
from the 2:1 ratio in both directions, but the distributions
were skewed toward overshoots in the direction of the par-
ticipants’ conversational f0 levels. The distribution in the
SSD group showed a wider range and greater variability
compared to the TD group.

Because OSPM was more robust in the stressed than in
the unstressed vowels, the two groups were compared using

data from the two stress types separately. For the unstressed
vowels, the SSD group produced 38 of the 193 vowels �20%�
within the OER, whereas the TD group produced 69 of the
228 vowels �30%� in the OER. For the stressed vowels, the
SSD group produced 86 of 174 vowels �49%� within the
OER, whereas the TD group produced 74 of the 194 vowels
�38%� in the OER. Nonparametric testing failed to detect
statistically significant differences between the SSD and TD
groups in the unstressed vowels �z=1.43, p=0.1549� and in
the stressed vowels �z=0.98, p=0.3281�. Parametric testing
showed a statistically significant difference between the SSD
and TD groups for both the unstressed �t=6.38, p�0.0001�

FIG. 1. Target adult f0, double target adult f0, upper and lower bounds of the
OER, and mean conversational and imitated f0 for each participant. Data
points shown separately for each participant group, sorted by conversational
f0 level.

TABLE II. Summary of participant gender, age, mean conversational and imitated f0 levels, and child/adult f0

ratios. Child/adult f0 ratios within one semitone of twice the stimulus f0 levels �range: 1.888, 2.119� are
indicated with a *. �Table adapted with permission from Peter and Stoel-Gammon �2008�.�

Code Gender
Age in
months

Conversational
f0

Imitated
f0

Mean C/A
f0 ratio

C/A f0 ratio
�unstressed
syllables�

C/A f0 ratio
�stressed
syllables�

D01 M 73 222 224 *1.933 *2.103 1.744
D02 M 60 288 248 *2.095 2.246 *1.961
D03 M 72 256 259 2.260 2.531 *1.930
D04 M 67 269 268 2.323 2.681 *1.988
D05 M 78 238 254 2.133 2.266 *1.990
D06 M 61 318 286 2.453 2.712 *2.116
D07 F 67 283 223 *1.929 *2.000 1.842
D08 M 55 313 268 2.224 2.421 *2.062
D09 F 59 355 262 2.251 2.398 *2.081
D10 F 59 331 328 2.806 2.993 2.596
D11 M 76 258 251 2.157 2.340 *1.934
T01 M 74 283 265 2.230 2.244 2.216
T02 M 61 312 236 *2.040 2.171 1.867
T03 M 72 325 249 2.164 2.369 *1.895
T04 M 63 279 223 *1.915 *1.956 1.869
T05 M 81 265 235 *2.054 2.216 1.839
T06 M 61 303 238 *2.018 2.108 *1.918
T07 F 73 229 232 *1.961 *2.064 1.857
T08 M 58 330 282 2.375 2.480 2.245
T09 F 58 353 283 2.391 2.650 2.170
T10 F 59 316 233 *2.002 2.131 *1.877
T11 M 76 214 220 *1.925 *1.988 1.838

FIG. 2. Distributions of child/adult f0 ratios by participant group and stress
type. Reference lines bracket the OER.
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and stressed �t=2.01, p=0.0186� vowels. Figure 2 shows the
distributions of child/adult f0 ratios for the two participant
groups and stress types.

IV. SUMMARY AND DISCUSSION

This study addresses the role of lexical stress and pres-
ence of SSD in OSPM in imitated speech tokens, produced
by 11 children with SSD and 11 controls. A shift from con-
versational f0 levels to double the adult’s f0 level, as opposed
to no pitch adjustment or direct pitch matching toward the
actual adult f0 level, is supported by several observations.
First, none of the three participants whose conversational f0

levels fell within one semitone of the doubled adult’s f0 lev-
els dropped f0 levels during the imitation task. This indicates
that direct pitch matching at the adult’s actual f0 levels did
not occur in these participants. Second, seven participants
lowered their conversational f0 levels to fall within one semi-
tone of the doubled adult’s f0 levels. Third, the distributions
of child/adult f0 ratios in both participant groups show peaks
near a ratio of 2:1, which would not necessarily be expected
where direct pitch matching was attempted or no pitch
matching occurred. Whether or not the eight participants
who lowered their f0 levels substantially but failed to reach
the OER were aiming for this range or for the direct target
pitch cannot be ascertained.

OSPM was preferentially expressed in stressed vowels.
The distributions of the child/adult f0 ratios showed that par-
ticipants tended to lower their f0 to a level equivalent to
twice the targets’ f0 when the syllable was stressed while
speaking closer to their conversational f0 when the syllables
were unstressed. This result is consistent with the literature
on the psycholinguistic prominence of lexical stress and in-
troduces a new manifestation of this phenomenon.

The participants with SSD did not adjust their conversa-
tional f0 levels in the direction of twice the stimulus f0 levels
as frequently as their peers with TD. The distributions of the
child/adult f0 ratios show that this group difference resulted
from a difference in spread, not average values, with the
imitations in the SSD group being more variable. The obser-
vation that nonparametric testing did not show the group
differences that were evident in parametric testing is consis-
tent with this outcome. An important observation resulted
from considering the joint effects of SSD and lexical stress.
In the stressed vowels, the SSD group reached the OER
slightly more frequently than the TD group, while showing
much less evidence of OSPM in the unstressed vowels. This
is consistent with the finding that children with SSD tend to
omit unstressed syllables more frequently than peers with TD
and allows the interpretation that unstressed syllables have
even less psycholinguistic prominence in SSD than in TD.

An established literature on the perceptual aspects of OE
in speech tokens and on direct pitch matching and OSPM in
imitation tasks does not yet exist. Therefore, future studies
should be conducted to corroborate these experimental re-
sults and to evaluate a number of hypotheses in speech-
related tasks. They should address �1� the perceptual salience
of octave-related speech stimuli, which are implied in this
study but were not explicitly quantified; �2� direct pitch

matching in contexts where the target f0 is within the partici-
pants’ conversational f0 range but offset from their average
f0 values, for instance, in an imitation task where the target
speaker is an adult female and the participants are children;
�3� a variety of speech stimuli beyond nonwords, for in-
stance, single words of varying phonologic complexity,
pseudowords with varied word and syllable structures, and
story retelling; and �4� other types of communication deficits
seen in children with autism and other psychiatric disorders
where prosody is affected, and the speech disfluencies in
children who stutter.
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Recent papers have demonstrated that acoustic standing waves can be inhibited by
frequency-modulated spread-spectrum excitation. An alternative method is studied here that is
designed to be more practical for implementation in phased arrays. The method operates using
phase-shift-keying �PSK�, which introduces phase shifts into the driving signal to break wave
symmetry. Sequential and random binary-PSK �BPSK� and quadrature-PSK �QPSK� excitations are
studied in water, using a carrier frequency of 250 kHz and a time segment of 10 cycles. The
resulting acoustic field is measured with a transducer inside a plastic-walled chamber and compared
with continuous wave excitation. Results indicate that both the random BPSK and QPSK methods
can reduce time-averaged spatial intensity variation caused by standing waves by approximately six
times. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3203935�

PACS number�s�: 43.80.Sh, 43.20.Ks �CCC� Pages: 1667–1670

I. INTRODUCTION

Standing waves clearly play an important role in many
applied acoustic techniques,1 however, in certain areas of
acoustics, standing waves are undesirable. For example, in
our laboratory’s concentration on high intensity focused ul-
trasound �HIFU�, standing waves have been identified as a
possible source of undesirable energy concentrations in tran-
scranial ultrasound therapy.2–5 Motivated by this problem,
we have investigated several techniques for eliminating
standing waves using practical methods.6,7 Previous works
demonstrated that time-averaged acoustic standing wave ef-
fects can be reduced by sweeping the acoustic driving
frequency.8–12 We recently verified that this technique suc-
cessfully reduces standing wave effects during transcranial
ultrasound sonication and further demonstrated that random
frequency modulation has superior performance in standing
wave suppression than its swept-frequency counterpart.6,7

However, the use of frequency variation introduces a
number of potential problems. In therapy, narrowband trans-
ducers are generally used in order to maximize power at a
given frequency. The electrical impedance of the transducer
and its matching network components are also frequency-
dependent, and maximum power transfer can only be
achieved at a single frequency. Furthermore, phased-array
beam steering uses superposition at a given frequency, so
that steering a signal with continuously changing frequency
would be quite complicated.

In this study, we hypothesize that standing wave sym-
metry can be broken by randomly changing the phase over
discrete time segments while keeping the signal frequency
constant. This phase-varying method, known as phase-shift-
keying �PSK�, was originally used in digital
communication.13 To test this method for standing wave re-

duction, experiments are performed with four different PSK
signal excitations, including sequential and random binary-
PSK �BPSK� and sequential and random quadrature-PSK
�QPSK�. To assess efficacy, partial standing waves are set up
in a water tank, and measurements using the various PSK
excitations are compared. While the sequential BPSK and
sequential QPSK approaches show only marginal reduction
in standing waves, both random BPSK and random QPSK
signals show significant reduction.

II. MATERIALS AND METHODS

A. PSK signal generation

BPSK and QPSK signals were generated with a custom-
made PSK generator �Fig. 1� to demonstrate and compare the
efficacy of the standing wave suppression. The carrier signal
frequency was set to the transducer resonance �250 kHz�.
The PSK signals are described by s=Ao sin��t+��t��, where
Ao is the signal amplitude, � is the angular frequency, and �
is the phase angle shifted from the carrier signal.

The BPSK signal phase was switched between 0° and
180°, and the QPSK signal was shifted among 0°, 90°, 180°,
and 270° from the carrier signal. The PSK signals were time-
segmented over a length of 10 carrier cycles. The random-
ized BPSK and QPSK were achieved using a random noise
generator to randomly select the phase shift of each segment.
Figure 2 shows representative waveforms of the random
BPSK and QPSK signals. The randomized PSK signals were
filtered by a 300 kHz low-pass filter and excited the 250 kHz
transducer through a radio frequency linear amplifier �240L,
E&I, NY�. The efficacy of standing wave suppression using
random PSK excitations was compared to sequential PSK
excitations, in which the segment phase shift for the BPSK
and QPSK were given regular patterns of 0°, 180°, 0°,
180°,… and 0°, 90°, 180°, 270°, 0°, 90°,…, respectively. The
sequential PSK signals were generated by replacing the noise
generator with a binary counter.

a�Author to whom correspondence should be addressed. Electronic mail:
sct@bwh.harvard.edu
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B. Experiments

Raster scans of the acoustic field were performed for
each type of excitation. Measurements took place inside a
tank filled with room temperature degassed, de-ionized water
�Fig. 3�. A PZT transducer �250 kHz, 50 mm diameter,
10 cm radius of curvature� was driven at a voltage set to
10 Vrms. Two acrylic plates �150�90�5 mm3� were sepa-
rated by 129 mm and aligned parallel to the transducer. The
parallel plates are used to mimic the skull to setup the stand-
ing waves. The distance between the plate closest to the
transducer and the transducer surface was 13 mm. A 2 mm
diameter planar transducer �XMS-310-B, Olympus NDT,
MA� was scanned by a personal computer controlled three-
axis position system and its signal was recorded with an
oscilloscope �TDS 3014B, Tektronix, OR�. Acoustic line
scans were first performed along the transducer axis of sym-
metry �x=0, y=0� with a step size of 0.5 mm from z
=20 mm to 70 mm, where z represented the distance be-
tween the transducer faces. Two-dimensional �2D� raster
scans were then performed on the x-z plane �y=0� from
�x ,z�= �−30,20� to �30,70� at 1 mm steps.

III. RESULTS

The square of the acoustic pressure was used for analy-
sis, as it is proportional to acoustic intensity. For the specific
application of thermal ablation, acoustic intensity, in turn, is
proportional to absorptive temperature rise. The z-axis and
the x-z plane scans of the normalized square of the pressure
field are shown in Figs. 4 and 5. Figure 4 shows the line
scans of the square of the acoustic pressure from excitation
by the sequential and random BPSK, sequential and random
QPSK, and sinusoidal CW �no PSK�. Corresponding plots on
the x-z plane are shown in Fig. 5. The plots in Figs. 4 and 5
are normalized to their respective average values between z
=40 mm and 60 mm for comparing the standing wave sup-
pression efficacy. Results from the line scans and the 2D
plots reveal partial standing waves when sinusoidal CW �no

PSK� and sequential PSK excitations were used. These
standing waves are effectively diminished with the random
BPSK and QPSK excitations. We quantify the standing wave
contribution to the signal by a comparison of the peak, pmax

2 ,
to minimum, pmin

2 , over a region with the average amplitude
of pav

2 ,

R =
pmax

2 − pmin
2

pav
2 . �1�

This ratio �in percentage� is provided along the z-axis from
z=40–60 mm in Table I. Both the sequential modes were
found to slightly reduce the standing wave effect by less than
10% in R over this distance. The random BPSK and QPSK
modes suppressed the standing wave effectively, reducing
the ratio from 44% to 7% and 8%, respectively.

IV. DISCUSSION AND CONCLUSIONS

This study verified our hypothesis that randomly chang-
ing phase in time segments can break the symmetry of inci-
dent and multi-path reflected waves, thereby inhibiting
standing waves. We examined and compared the perfor-
mance of four potential methods for shifting phase, including
sequential and random BPSK and QPSK methods. It was
determined that the random PSK methods are more effective
in standing wave suppression than their sequential counter-
parts. We also determined that the performance of BPSK is
similar to that of QPSK. However, in practical system imple-
mentation, generation of BPSK is generally simpler and
more cost-effective than that of QPSK, as the BPSK can be
achieved by merely combining an inverter �for 180° phase-
shift� and a 2-to-1 multiplexer.

Further investigation on the choice of PSK segment
length still must be performed to optimize the efficacy of

FIG. 1. A block diagram of the randomized PSK signal generator.

FIG. 2. Representative random BPSK and random QPSK signals with time
segment of 10 signal cycles. The phase angles are relative to the carrier
signal.

FIG. 3. An experimental setup for the acoustic field scan.
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standing wave suppression while considering application
specific operating conditions. The PSK signals used in this
work are continuous waves �cws� as indicated in Fig. 2. Al-
ternatively, phase shift in each time segment could be

TABLE I. Standing wave effect with different excitations quantified in
terms of the R value which is defined as the comparison of the peak, pmax

2 ,
over a region with the average amplitude of pav

2 as described in Eq. �1�.

Excitation R value

No PSK 44%
Sequential BPSK 35%
Random BPSK 7%
Sequential QPSK 38%
Random QPSK 8%

FIG. 4. Normalized square of the acoustic field pressure along the transmit-
ting transducer axis of symmetry with sinusoidal excitation �no PSK� and
excitations with random and sequential BPSK and QPSK.

FIG. 5. Normalized square of the acoustic field pressure on the x-z plane �y=0�: �a� sinusoidal CW �no PSK�, �b� sequential BPSK, �c� random BPSK, �d�
sequential QPSK, and �e� random QPSK.
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achieved by time delay, relative to the carrier signal. While
this delay time is equivalent to a phase shift in the CW PSK
signal, during this delay the transducer is not actuated, and
this time period can be lengthened for the purpose of time-
averaged power control.

In a previous study,7 acoustic standing waves within an
ex-vivo human skull were significantly reduced using fre-
quency randomization. With PSK excitations, only the phase
of the segmented signal changes and the transducer driving
frequency is kept constant. The PSK method avoids the po-
tential problems caused by frequency-varying “spread-
spectrum” techniques for standing wave suppression. Since
the present study in a parallel-walled chamber represents an
extreme case for standing waves, it is reasonable to suggest
that the PSK method could have benefit to cw applications
within the human skull. Future work will apply randomized
PSK to the problem of transcranial propagation using phased
arrays.
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Raichel’s “The Science and Applications of Acoustics” �Springer-Verlag, Berlin, 2000� has
extensive material that appears to have been extracted from four other texts without proper
attribution. The material so used extends to figures, detailed structure of entire sections and
developments, and phrasing of individual passages. While in some instances like material between
the texts has been paraphrased to some extent, in others it appears almost unaltered. © 2009
Acoustical Society of America. �DOI: 10.1121/1.3177255�
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I. INTRODUCTION

This paper is intended to bring to the attention of the
community a potential issue of integrity in scholarship with
respect to Daniel R. Raichel’s “The Science and Applications
of Acoustics.”1 Raichel’s textbook was reviewed in the Jour-
nal of the Acoustical Society of America in 2003 �Ref. 2� and
in the Journal of Audio Engineering Society in 2000.3 I have
discovered that Raichel’s book appears to use material from
at least four other texts without adequate attribution and ci-
tation as is required in scholarly works. As will be explored
in greater detail below, I have found that Raichel’s text con-
tains passages and developments traceable to Fundamentals
of Acoustics by Kinsler et al.,4 Noise Control by Wilson,5

Music, Physics, and Engineering by Olson,6 and Principles
of Underwater Sound by Urick.7 The degree of duplication
extends to figures �including what appear to be scans of fig-
ures�, detailed structure of entire sections and developments,
and phrasing of individual passages. While in some instances
like material between the texts has been paraphrased to some
extent, in others it appears almost unaltered.

While the texts of Kinsler et al., Olson, Wilson, and
Urick are listed as references at the back of individual chap-
ters of the Raichel text, the degree to which Raichel appears
to have borrowed from these sources probably should have
warranted explicit citation to the material, and even the use
of quotation marks; this was not done. Further, there are
instances of figures in the Raichel text that appear to be scans
from other texts yet the Raichel figures lack attribution in
their captions or in the associated written discussion.

Raichel’s book is a textbook, and it would appear to be
commonly accepted within the scholarly community that
there is less an expectation of original scholarship for text-
books as compared to, for example, an archival journal pub-
lication. Discussion of this issue with respect to plagiarism

may be found in Ref. 8 and in the American History Asso-
ciation’s Standards of Professional Conduct.9 Nonetheless, it
is also commonly accepted that extensive paraphrasing and
incorporation of material down to the structure of passage or
section without attribution constitutes plagiarism. When con-
sidering a case of possible plagiarism, it is important to keep
in mind that such is determined by the similarities between
texts, and not the differences.

Sections II through V provide examples extracted from
the texts Kinsler et al., Wilson, Olson, and Urick and com-
pared to like material extracted from Raichel. The examples
range from brief sections of prose and end-of-chapter prob-
lems, to descriptive listings of material that is of such exten-
sive nature that its replication here would be excessive; the
reader is invited to compare these sections for themselves.
The former are provided as examples that the problem exists,
while the latter are provided as indications of the extent of
the problem. Again, recall that in matters such as are of con-
cern here, it is not the differences that are significant; rather,
it is the similarities. In the following, KFCS will be used to
denote the Kinsler, Frey, Coppens, and Sanders text �which
appears to be the text that was used most extensively�, while
Olson, Wilson, Urick, and Raichel will be used to denote
the texts by these respective authors. The examples below
are relevant to the first edition of Raichel’s text. While a
second edition was published in 2006, most of the deficien-
cies remain in the second edition. Further, it must be under-
stood that the following does not constitute a comprehensive
listing of all instances of possible plagiarism within the Ra-
ichel text; rather, it is a listing derived from comparing a
subset of the Raichel text against a subset of material from
such other texts as I was readily able to recognize, and even
then, only bringing forward a subset of what was found. The
structure employed below to bring out the matter at hand
would appear to be a common approach; the side-by-side
comparison of like material from the subject texts.

II. COMPARISONS BETWEEN RAICHEL AND KFCS

Raichel appears to extensively use material from the
KFCS text. Material from KFCS Chaps. 2, 3, 4, 9, and 10a�Electronic mail: ken.cunefare@me.gatech.edu
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may be found in Raichel’s Chaps. 4–7. The similarities ex-
tend from order of presentation, through structure of sec-
tions, structure of developments, structure of paragraphs, ex-
amples, prose, figures, and end-of-chapter problems. The
following represents a sampling of this material.

A. Brief examples of like prose

In each of the following paired comparisons, note the
high degree of similarity between the KFCS prose and the
Raichel prose, with the differences suggesting an effort to
paraphrase KFCS.

KFCS Chap. 3.11, p. 74. “If a bar is struck in such a
manner that the amplitudes of vibration of some of the over-
tones are appreciable, the sound produced has a metallic
quality. However, these high-frequency overtones are rapidly
damped out, so that the initial sound is soon mellowed into a
nearly pure tone, whose frequency is that of the fundamental.
A struck tuning fork exhibits the above characteristics of an
initial metallic sound, which rapidly dies out leaving a nearly
pure tone.”

Raichel Chap. 5.8, p. 105. “When a metal bar is struck
in such a manner that the amplitudes of the vibration of some
of the overtones are fairly strong, the sound produced has a
metallic cast. But these overtones die out rapidly, and the
initial sound soon evolves into a mellower pure tone whose
frequency is the fundamental. This is characteristic of the
behavior of a tuning fork that emits a short metallic sound
upon being struck before emitting a pure tone.”

KFCS Chap. 4, p. 95. “The most important utilization of
the vibrating thin plate is in the diaphragms of ordinary tele-
phone microphones and receivers. Although the response of
these devices is not uniform over a wide range of frequen-
cies, they give adequate intelligibility and are simple and
rugged in their construction. Another application is in sonar
transducers used for producing sounds in water at frequen-
cies below 1 kHz; sound is generated by the motion of rela-
tively thin circular steel plates driven by alternations in the
magnetic field of an adjoining electromagnet.”

Raichel Chap. 6.8, p. 127. “The most apparent use of the
vibrating thin plate is that of the telephone diaphragms �both
receiver and microphone�. While these diaphragms do not
provide the flatter frequency response or frequency range of
membranes in condenser microphones, they do provide ad-
equate intelligibility, are generally far more rugged in their
construction and cheaper to manufacture. Sonar transducers
used to generate underwater sounds less than 1 kHz consti-
tute another class of vibrating plates; the signals are pro-
duced by the variations of an electromagnetic field in an
electromagnet positioned closely to a thin circular steel
plate.”

B. Specific example of parallel development

The following presents a portion of a development in
Raichel and a corresponding development in KFCS. Note
the identical sequence of equations and paraphrased prose.
This is but one example of instances where it appears that
large segments of KFCS have been used in Raichel.

KFCS 9.8 The waveguide of constant cross-
section

Raichel 7.8 wave guide with constant cross-section

Consider a waveguide with a rectangular cross-
section, as shown in Figure 9.7. Assume the side
walls to be rigid and the boundary z=0 to be a
source of acoustic energy. The absence of another
boundary on the z axis allows energy to propagate
down the waveguide. This suggests a wave pattern
consisting of standing waves in the transverse di-
rections �x and y� and a traveling wave in the z
direction.

In Fig. 7.3 a waveguide of rectangular cross-section
is assumed to have rigid side walls and source of
acoustic energy located at its boundary z=0. There
is no other boundary on the z-axis, which permits
energy to propagate down the waveguide. This
results in a situation where the wave pattern consists
of standing waves in the transverse directions x and
y and a traveling wave in the z-direction. The
mathematical solution that contains applicable
eigenfunctions isSince the cross-section is rectangular and the

boundaries are rigid, it can be seen intuitively and
verified mathematically that acceptable eigenfunc-
tions are

plm = Alm cos kxlx cos kymyej��t−kzz� . �7.38�

plm = Alm cos kxlx cos kymyej��t−kzz�, �9.53�
Upon substitution equation �7.38� in the wave
equation �7.31�, we obtain the relationship

where substitution into the wave equation shows
that ��

c
�2

= k2 = kxl
2 + kym

2 + kz
2 �7.39�

��/c�2 = k2 = kxl
2 + kym

2 + kz
2 . �9.54a� with permitted values of kxl and kym, resulting from

the boundary conditions of rigidity, these being
The allowed values of kxl and kym are found from
the rigid boundary conditions to be

kxl = l�/Lx, l = 0,1,2, . . . ,

kym = m�/Ly, m = 0,1,2, . . . .
�7.40�
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kxl = l�/Lx, l = 0,1,2, . . . ,

kym = m�/Ly, m = 0,1,2, . . . ,
�9.54b�

We can rearrange equation �7.39� to find kz:

and kz is therefore by kz =���

c
�2

− kxl
2 − kym

2 . �7.41�
kz = ���/c�2 − kxl

2 − kym
2 . �9.55� Because � may have any value, equation �7.38�

comprises a solution for all values of �, in contrast
to the totally enclosed cavity which allows for only
quantized frequencies.

Since � can now have any value, plm is a solution
for all values of �, in contrast with the cavity for
which the allowed frequencies are quantized. Thus
k� is not fixed, and neither is kz. It is convenient to
define the transverse component klm of the propa-
gation vector k�. For this rectangular cross-section, Setting

klm = �kxl
2 + kym

2 �9.65a� klm = �kxl
2 + kym

2 , �7.42�
so that equation �9.55� can be written more suc-
cinctly as

we can shorten equation �7.41� to

kz = ���/c�2 − klm
2 . �9.56b�

kz =���

c
�2

− klm
2 . �7.43�

When � /c�klm, then kz is real. The wave ad-
vances in the +z direction and the eigenfunction is
called a propagating mode. The limiting value for
� /c for which klm remains real is given by � /c
=klm, and defines the cutoff frequency

The value kz is real when � /c�klm. We then obtain
a propagating mode, as the wave moves in the +z
direction. The cutoff frequency, which occurs when
� /c=klm so defining the limit for which kz remains
real, is given by

�lm = cklm �9.57� �lm = cklm �7.44�
for the �l, m� mode. If the input frequency is low-
ered below cutoff, the argument of the square root
in �9.56b� becomes negative and kz must be pure
imaginary

for the �l, m� mode. A frequency below the threshold
value of �lm results in a purely imaginary value of
kz:

kz = � j�klm
2 − ��/c�2 . �9.58� kz � � j�klm

2 − ��/c�2 . �7.45�
The minus sign must be taken on physical grounds
so that p→0 as z→�, and the eigenfunctions have
the form

We need to include the negative sign in equation
�7.45� so that p→0 as z→�, and the eigenfunctions
assume the form

plm = Alm cos kxlx cos kymy � exp�

− �klm
2 − ��/c�2z�ej�t, �9.59�

plm = Alm cos kxlx cos kymy � e−��klm
2 −��

c
�2�zej�t . �7.46�

which represents a standing wave that decays expo-
nentially with z.

Equation �7.46� represents a standing wave that
decays exponentially with z.

C. Sections of parallel/identical development

KFCS Chaps. 3.11 and 3.12, pp. 72–75. Also, com-
pare KCFS Figs. 3.7–3.9 to Raichel Figs. 5.8–5.10.

Raichel Chap. 5.8, “Case 1” and “Case 2,”
pp. 103–107.

KFCS Chaps. 4.6 and 4.7, pp. 87–95. Raichel Chap. 6.6, pp. 119–128.

KFCS Chap. 9.8, p. 216, through discussion of Eq.
�9.64b�, p. 220 and material on circular waveguide
starting at bottom of p. 221. Also, compare KFCS
Figs. 9.8 and 9.9 to Raichel Figs. 7.4 and 7.5.

Raichel Chaps. 7.8, 7.9, and 7.10, pp. 140–143.

KFCS Chaps. 10.1, 10.2, pp. 225–228. Raichel Chap. 711, pp. 143–147

D. Example of matched figures
The following depicts an example of a figure in Raichel

that appears to have been derived from KFCS. The figures
address constant wavefronts in a rigid-walled waveguide �the
figures may be found in Sec. 9.8 of KFCS, and Sec. 7.8 of

Raichel; these are the sections a portion of which were pre-
sented above in “Sections of parallel/identical develop-
ment”�. While not a scan of KFCS Fig. 9.8, one finds in
Raichel Fig. 7.4 the identical angles for the wavefronts, and
the identical number of wavefronts and the style of how they
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are depicted would suggest that the figure was generated by
some manner of overlay or redrawing of the KFCS figure.

E. Examples of parallel homework problems

The following exemplar segments of end-of-chapter
problems from KFCS and Raichel demonstrates that certain
of Raichel’s problem sections are of the same structure, se-
quence, and content as KFCS. For these parallels in structure
and sequence to have occurred serendipitously would be un-
likely. The numbering of the problems from the KFCS and
Raichel texts is as in the original; problems from KFCS that
do not appear in Raichel have been omitted from the follow-
ing. As with other material considered in this document, the
following represents only a subset of the subject material.

KFCS Chap. 2, problems 2.2–2.10, formatted as in KFCS.

2.2. By direct substitution show that each of the following are solutions of the wave equation: �a� f1�x−ct�, �b�
ln �a�ct−x��, �c� a�ct−x�2, and �d� cos�a�ct−x��. Similarly, show that each of the following are not solutions of
the wave equation: �e� a�ct−x2� and �f� at�ct−x�.

2.3. Sketch y=A exp�−a 	ct−xl� for t=0, t=1, and t=2 s. Let c=5 cm /s, a=3 cm−1, and A=1 cm. What is the
significance of the displacement of these curves?

2.4. Consider the waveform y=4 cos�3tt−2x� propagating on a string of density 0.1 g /cm, where y and x are in
centimeters and t is in seconds. �a� What is the amplitude, phase speed, frequency, wavelength, and wave number?
�b� What is the particle speed of the element at x=0 at t=0?

2.5. Evaluate the mechanical impedance seen by the applied force driving a semi-infinite string at a distance L from
a rigid end. Interpret the individual terms in the mechanical impedance.

2.7. A string is stretched between rigid supports a distance L apart. It is driven by a force F cos �t located at its
midpoint. �a� What is the mechanical impedance at the midpoint? �b� Show that the amplitude of the midpoint is
�F /2kT� tan�kL /2�. �c� What is the amplitude of the displacement of the point x=L /4?

2.8. A string of density 0.01 kg /m is stretched with a tension of 5 N from a rigid support at one end to a device
producing transverse periodic vibrations at the other end. The length of the string is 0.44 m, and it is observed that,
when the driving frequency has a given value, the nodes are spaced 0.1 m apart and the maximum amplitude is
0.02 m. What are the �a� frequency and �b� amplitude of the driving force?

2.9. �a� Assume that a forced, fixed string is driven by a source that has constant speed amplitude u�0, t�=U0 exp�j�t�,
where U0 is independent of frequency. Find the frequencies of maximum amplitude of the standing wave. �b� Repeat
for a source that has a constant displacement amplitude y�0, t�=Y0=Y0 exp�j�t�. �c� Contrast the results of �a� and �b�
with the frequencies of mechanical resonance for the forced, fixed string. �d� Does mechanical resonance always
coincide with maximum amplitude of the motion?

2.10. Given a string, fixed at both ends, with �L, c, L, f , and T specified so that c and f are known numbers, obtain
the phase speed c� in terms of c and the fundamental resonance f� in terms of f if another string of the same material
is used but �a� the length is doubled, �b� the density/length is quadrupled, �c� the cross-sectional area is doubled, �d�
the tension is reduced to half, and �e� the diameter of the string is doubled.

Raichel Chap. 4, problems 1–9, formatted as in Raichel. Note that the content of each question matches to questions
in KFCS, and in almost the same order. Minor changes have been made between the problems. Of this sample,
KFCS 2.6 does not appear in Raichel. Notes in bold link the Raichel problems to the corresponding KFCS problem:
1. Show by direct substitution that each of the following expressions constitutes solutions of the wave equation:
�KFCS No. 2.2�

�a� f�x−ct�
�b� ln�f�x−ct��
�c� A�ct−x�3,
�d� sin�A�ct−x��

2. Show which of the following are solutions and not solutions to the wave equation: �KFCS No. 2.2�
�a� B�ct−x2�
�b� C�ct−c�t
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�c� A+B sin�ct+x�
�d� A cos2�ct−x�+B sin�ct+x�

3. Plot �by computer if possible� the expression y=Ae−B�ct−x� for times t=0 and t=1.0, with A=6 cm, B=4 cm−1,
and c=3 cm /s. Discuss the physical significance of these curves. �KFCS No. 2.3�
4. Consider a string of density 0.05 g /cm, in which a wave form y=4 cos�5t−3x� is propagating. Both x and y are
expressed in centimeters, and time t in seconds. �KFCS No. 2.4�

�a� Determine the amplitude, phase speed, frequency, wavelength, and the wave number.
�b� Find the particle speed of the string element at x=0 at time t=0.

5. A string is stretched with tension T between two rigid supports located at x=0 and x=L. It is driven at its
midpoint by a force F cos�t. �KFCS No. 2.7�

�a� Determine the mechanical impedance at the midpoint.
�b� Establish that the amplitude of the midpoint is given by F tan�kL /2� / �2kT�.
�c� Find the amplitude of displacement at the quarter point x=L /4.

6. Determine the mechanical impedance with respect to the applied force driving a semi-infinite string at a distance
L from the rigid end. What is the significance of the individual terms in the expression for mechanical impedance?
�KFCS No. 2.5�
7. Consider a string of density 0.02 kg /m that is stretched with a tension of 8 N from a rigid support to a device
producing transverse periodic vibrations at the other end. The length of the string is 0.52 m. It is noted that for a
specific driving frequency, the nodes are spaced 0.1 m apart and the maximum amplitude is 0.022 m. What are the
frequency and the amplitude of the driving force? �KFCS No. 2.8�
8. A device that has a constant speed amplitude u�O , t�=Uoei�t, where Uo is a constant, drives a forced, fixed string.
�KFCS No. 2.9�

�a� Find the frequencies of maximum amplitude of the standing wave.
�b� Repeat the problem for a constant displacement amplitude y�0, t�=Y0ei�t.
�c� Compare the results of �a� and �b� with the frequencies of mechanical resonances for the forced fixed string.

Does the mechanical amplitude coincide with the maximum amplitude of the motion?
9. Consider a string fixed at both ends, with specified values of �L, c, L, f , and T. Express the phase speed c� in
terms of c and the fundamental resonance f� in terms of f if another string of the same materials is used, but
�KFCS No. 2.10�

�a� the length of the string is doubled;
�b� the density per unit length is doubled;
�c� the cross-sectional area is doubled;
�d� the tension reduced by half;
�e� the diameter of the string is doubled.

As another example, compare KFCS problems 4.1, 4.2, 4.4, 4.5, 4.8, 4.9, 4.10, and 4.11 to Raichel Chap. 6,
problems 1–8. As above, the problems in Raichel appear to be substantially the same as in KFCS, and in the same
sequence.

III. COMPARISONS BETWEEN RAICHEL AND WILSON

As compared to the volume of material apparently from
KFCS, the use of material from Wilson within Raichel is to
a lesser extent. Nonetheless, material from Wilson Chaps. 3,
6, and 7 may be found in Raichel Chaps. 9, 12, and 14,
respectively.

A. Brief examples of like prose

Wilson Chap. 3.10, “Data Windows,” p 119. “Consider a
steady pure tone signal of unknown frequency. If this signal
was to be analyzed, it would ordinarily be sampled over a
short time interval �called the window duration�. A rectangu-
lar window passes a segment of the original signal without
adjustment. It might be assumed that the short segment so
obtained was representative of the original signal. The as-

sumption would be true of the segment contained an integer
number of periods of the original signal.”

Raichel Chap. 9.14. “If a steady pure-tone of an un-
known frequency is to be analyzed, it would usually be
sampled over a short timer interval that is termed window
duration. A rectangular window will pass a portion of the
input signal without adjustment. That short segment obtained
is presumably representative of the original signal, and this
would hold true if that segment embodies an integer number
of periods of the original signal.”

Wilson Chap. 6.1, p. 239. “When airborne sound reaches
a wall, some of the sound energy is reflected, some energy is
absorbed, and some energy is transmitted through the wall.
…Sound pressure incident on one side of a wall can cause
the wall to vibrate and transmit sound energy to the other
side. The fraction of incident sound energy transmitted to the
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wall depends on the impedance of the wall relative to the
air.”

Raichel Chap. 12.2, p. 261. “When airborne sound im-
pinges on a wall, some of the sound energy is reflected, some
energy is absorbed within the wall structure, and some en-
ergy is transmitted through the wall. Sound pressure against
one side of the wall may cause the wall to vibrate and trans-
mit sound to the other side. The amount of incident energy
transmitted to the wall depends on the impedance of the wall
relative to the air.”

Wilson Chap. 7.2, p. 308. “Electric motors and internal
combustion engines are ordinarily designed to operate at
speeds of one-thousand to several thousand revolutions per

minute. High-speed operation usually produces the greatest
ratio of power to weight and the greatest ratio of the power to
initial cost. Geared transmissions and other speed reducers
are used when the driven machinery has high torque and low
speed requirements.”

Raichel Chap. 14.8, p. 349. “Internal combustion en-
gines and electrical motors generally operate at speeds of one
to several thousand revolutions per minute. These high
speeds help maximize the power-to-weight and power-to-
initial cost ratios. Gearing and other speed reducers are ap-
plied when the driven machinery requires high torque and
low speeds.”

B. Sections of parallel/identical development

Wilson Chaps. 6.1 and 6.2, pp. 239–249. Also, com-
pare figures throughout.

Raichel Chaps. 12.2 and 12.3, pp. 261–271.

Wilson Chap. 6.2, pp. 252–253. Also, compare Wil-
son Figs. 6.2.8–6.2.9 to Raichel Figs. 12.8, 12.9.

Raichel Chap. 12.8, pp. 273–274.

Wilson Chap. 7.2, p. 317, “Contact Ratio” paragraph. Raichel Chap. 14.8, p. 354, “Contact Ratio” paragraph.

Wilson Chap. 7.2, p. 321, “Other Considerations…”
section.

Raichel Chap. 14.8, p. 355, “Other aspects…” section.

IV. COMPARISONS BETWEEN RAICHEL AND OLSON

The volume of material that appears to be from Olson is
less than KFCS. In contrast to Raichel’s apparent use of
re-drawn figures from KFCS, Raichel appears to have used
numerous figures scanned from Olson. The use is not re-
stricted to figures, and includes prose.

A. Brief examples of like prose

Olson ChAP. 2.2, p. 25. “One of the principal reasons for
the definite and unique frequencies of musical tones is that
musical instruments are inherently resonant systems and
therefore respond to only certain frequencies. Except for cer-
tain instruments, as for example, the trombone and the violin
family, the resonant frequencies are fixed and cannot be al-
tered at will.”

Raichel Chap. 17.2, p. 474. “A principal reason that we

can identify a musical instrument is that the musical instru-
ments are essentially resonant instruments and therefore ex-
hibit a response only certain frequencies. These resonant fre-
quencies are fixed and cannot be altered, except for certain
instruments such as members of the violin family and trom-
bones.

Olson Chap. 5, p. 163. “A tuning slide or bit is provided
so that the resonant frequencies of the trumpet can be made
to coincide with other instruments. A mute in the form of a
pear-shaped piece of metal or plastic which fits into the bell
is used to change quality and attenuate the sound output.”

Raichel Chap. 17.10, p. 511. “A tuning slide or bit is
provided so that the resonant frequencies can be matched
with other instruments…. A mute in the form of pear-shaped
piece of metal or plastic can be inserted into the bell in order
to change the quality of the tone and attenuate the output.”

B. Sections of parallel/identical development

Olson Chap. 2 and its figures throughout, pp. 25–36. Raichel Chaps. 17.2–17.6, pp. 473–484. Some of the
figures are scans of the Olson figures, as may be seen
by identical flaws in like figures, e.g., Raichel Fig.
17.7 is a scan of Olson 2.9 �this is demonstrated in the
following�.

Olson Chap. 5 through material on lip reed instru-
ments, pp. 108–167.

Raichel Chaps. 17.8–17.10, pp. 485–512. Note that
some figures from Olson were explicitly cited, while
others were not. Some of the figures are scans of the
Olson figures, e.g., Raichel Fig. 17.14 is a scan of
Olson Fig. 5.5.

Olson Chaps. 5.7, 5.8, pp. 191–192. Raichel Chap. 17.14, pp. 522–523.
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C. Examples of seemingly duplicated figures
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V. COMPARISONS BETWEEN RAICHEL AND URICK

Material from Urick Chaps. 2, 5, and 6 may be found in
Raichel Chap. 15. The use extends to prose and figures, with
some figures in Raichel appearing to be scans of figures
from Urick.

A. Brief examples of like prose

Urick Chap. 5.5, and figures, p. 116–120. “Just below
the sea surface is the surface layer, in which the velocity of
sound is susceptible to daily and local changes of heating,
cooling, and wind action. The surface layer may contain a
mixed layer of isothermal water that is formed by the action
of the wind as it blows across the surface above.”

Raichel Chap. 15.4, p. 390–293. “The surface layer lies
just below the sea surface. The speed of sound in that layer is
responsive to daily and local changes of heating, cooling,
and action of the winds. The surface layer may consist of a
mixed layer of isothermal water that is caused by action of
the wind as it blows across the surface of the water.”

Urick Chap. 5.3, p. 107. “The boric acid…ionization
process is by no means a simple one, since the ionic interac-
tion mechanism appears to depend in a complicated way on
the other chemicals present in the seawater solution.”

Raichel Chap. 15.5, p. 397. “The boric acid ionization
process is not a simple one, because its mechanism seems to
rely in a complicated way on the presence of other chemicals
in the seawater solution,…”

B. Sections of parallel/identical development

Urick Chaps. 5.2, 5.3, pp. 100–111. Raichel Chaps. 15.5, 15.6. Some figures appear to be
scans from Urick, e.g., Raichel Fig. 15.5 appears to be
identical
to Urick Fig. 5.7.

Urick Chap. 2.1–2.8, pp. 18–29. Raichel Chaps. 15.12–15.16, pp. 404–414. Some
figures appear to be scans from Urick, e.g., Raichel
Fig. 15.13 is a relabeled scan of Urick Fig. 2.5.

C. Examples of scanned figures
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VI. CONCLUSION

As illustrated above, the degree to which the Raichel
text appears to use material without attribution is, in my
opinion, at worst, plagiarism, or at best, flawed scholarship.
In light of what I have discovered with the Raichel text, the
authorship of the Raichel text appears to go against the very
practices we seek to inculcate within our students.
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Propagation of nonlinear acoustic plane waves in an elastic
gas-filled tube
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This paper deals with modeling of nonlinear plane acoustic waves propagating through an elastic
tube filled with thermoviscous gas. A description of the interactions between gas and an elastic tube
wall is carried out by the continuity equation of a wall velocity. Simplification on the basis of the
local reaction assumption enables to model an acoustic treatment on the tube wall by using a wall
impedance. Because there are considerable losses due to wall friction, the influences of the acoustic
boundary layer were also considered. Using certain assumptions a special form of the Burgers
equation was derived which enables to describe the propagation of nonlinear waves in the elastic
tube. This model equation takes into account nonlinear, dissipative, and dispersion effects which
compete each other. Characteristic lengths of the supposed effects and numerical results with respect
to the source frequency were used for a qualitative analysis of the model equation. Applicability of
this model equation was demonstrated by series of measurements. By application of the long-wave
approximation the Korteweg–de Vries–Burgers and Kuramoto–Sivashinsky equations were derived
from the modified Burgers equation.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3203936�
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I. INTRODUCTION

The problems concerning with the interactions between
acoustic oscillations in a fluid-filled tube and the vibrations
of its wall have received the attention of many investigators.
Since time of Young who first found the pulse wave speed in
human arteries, a number of scientists dealt with propagation
of acoustic waves through elastic tubes filled with fluids.
Their works differ each other by various assumptions, in
particular, as far as media, wave modes, wave amplitudes,
and tube walls are concerned.

Fay et al.1 carried out an analytical and experimental
investigation of a water-filled acoustic impedance tube. Their
work was motivated by the fact that water-filled tube walls
cannot be assumed to be rigid for acoustic waves. The paper
by Jacobi2 was also focused on the problems regarding the
sound transmission through tubes filled with ideal liquid;
however, in addition he considered the higher wave modes.
In contrast to the above mentioned authors who considered
only inviscid fluids, Morgan and Kiely3 took into account
also viscosity of the liquid and internal damping in the tube
wall. Sondhi4 for investigation of wave propagation in a
lossy vocal tract used an approach which was based on a
local wall admittance model. Guelke and Bunn5 presented
work which deals with application of the transmission line
theory to linear acoustic wave propagation through tube with
yielding walls. They limited themselves to vibrations only in
the radial direction and considered only the breathing cir-
cumferential motion. In a similar spirit, Fredberg et al.6 mod-
eled mechanic oscillations of the respiratory system at high

frequencies. Elvira-Segura7 dealt with the study of speed and
attenuation of an acoustic wave propagating inside a cylin-
drical elastic tube filled with a viscous liquid. This author
extended influence of the liquid viscosity by the boundary
layer effects. Because the flaws in the roundness of a tube
induce coupling between the structural and acoustic modes
which do not exist in the case where the cross-section is
perfectly circular, Pico and Gautier8 presented a model
which allows us to take into account the small imperfections
in the tube circularity. Gautier et al.9 besides a well-arranged
bibliographical review presented a study on cylindrical mem-
branes submitted to a static tension. The authors of the
above-cited papers supposed only the thin-walled tubes.
Grosso10 considered the exact longitudinal and shear wave
equations for the multimode axial acoustic propagation in
tubes of arbitrary wall thickness filled with inviscid liquid.
Nonlinear effects were taken into account, e.g., by Yomosa11

who described the propagation of weakly nonlinear waves in
an infinitely long distensible thin-walled elastic tube filled
with an ideal fluid. Erbay and Dost12 investigated the propa-
gation of weakly nonlinear waves in an infinitely long non-
linear viscoelastic thin tube filled with incompressible, invis-
cid fluid. By means of the long-wave approximation they
derived a number of nonlinear evolution equations represent-
ing various regimes. Kamakura and Kumamoto13 presented a
work which concerned with investigation of nonlinear plane
acoustic waves through an elastic tube. The authors assumed
that an elastic tube wall reacts locally to the inner pressure.
On the basis of their assumptions they derived a model equa-
tion. Validation of the model equation was justified experi-
mentally. Unfortunately, the comparison of theoretical and
experimental results was not presented in a way enabling to
evaluate measure of the validation of their model equation

a�Author to whom correspondence should be addressed. Electronic mail:
bednarik@fel.cvut.cz
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rigorously. Though the problems concerning propagation of
acoustic waves through tubes were widely studied by many
authors, investigation seems to be missing which would si-
multaneously include most of effects that influence acoustic
waves. A model equation, which takes into account more
effects at the same time, can offer qualitatively new results.
This fact determines the main object of this work.

Hence this work is focused on the description of nonlin-
ear plane acoustic waves propagating through an elastic tube
filled with thermoviscous gas. For this purpose, a special
form of the Burgers equation was derived on the basis of the
local wall reaction hypothesis. This model equation extends
the standard Burgers equation by terms which represent dis-
persion and dissipative effects caused by the wall elasticity
and acoustic �Stokes� boundary layer which plays an impor-
tant role in the course of wave forming, in particular, for
lower frequencies. Theoretical results were verified experi-
mentally. The Korteweg–de Vries–Burgers �KdVB� and
Kuramoto–Sivashinsky equations are derived from the modi-
fied Burgers equation by means of the long-wave approxima-
tion. These equations are supplemented by the term which
takes into account boundary layer effects.

Section II is dedicated to derivation of the model equa-
tions. Analysis of numerical solutions of the modified Bur-
gers equation is presented in Sec. III. Then in Sec. IV we
compare theoretical and experimental data to justify applica-
bility of the model equations.

II. MODEL EQUATIONS AND DISPERSION RELATIONS

A. Derivation of the modified Burgers equation
for a gas-filled elastic tube

If we take into account the acoustic boundary layer ef-
fects we can write the following one-dimensional continuity
equation �see Ref. 14�:

��

�t
+

���v�
�x

=
2

r0
� �

�
�1 +

� − 1
�Pr

���
0

� �v�x,t − ��
�x

d�

��
.

�1�

Here x is space coordinate in the direction of the tube axis, t
is time, �=��+�0 is density of fluid, where �� is the acoustic
density and �0 is density corresponding to the equilibrium
fluid state, v is the acoustic velocity, � is the kinematic vis-
cosity, Pr=�0�cp /� is the Prandtl number, �=cp /cV is the
ratio of specific heats �cp and cV are the specific heats under
constant pressure and volume, respectively�, � is the coeffi-
cient of heat conductivity, and r0 is an equilibrium tube inner
radius.

Using the continuity equation �1� is conditioned by the
following relations:15,16

� � 	, � � r0,

where � is a boundary layer thickness and 	 is a wavelength.
Further, when it is satisfied

2

r0
� �

�
�1 +

� − 1
�Pr

� 	 
 ,

where 
�1 is a small dimensionless parameter �the peak
Mach number of the source�, then within the scope of the
second order nonlinear theory we can replace the density �
=��+�0 by an ambient fluid density �0 in Eq. �1�. After the
replacement and using the relation between the acoustic ve-
locity and the velocity potential v=�� /�x Eq. �1� can be
written in the form

��

�t
+

���v�
�x

=
2�0

r0
� �

�
�1 +

� − 1
�Pr

��
0

� �2��x,t − ��
�x2

d�

��

=
2�0

r0
� �

�
�1 +

� − 1
�Pr

� �2

�x2�
0

�

��x,t − ��
d�

��
.

�2�

With help of the linear one-dimensional wave equation

�2�

�x2 =
1

c0
2

�2�

�t2 ,

it is possible to rewrite Eq. �2�

��

�t
+

���v�
�x

=
2�0

c0
2r0

� �

�
�1 +

� − 1
�Pr

� �2

�t2�
0

�

��x,t − ��
d�

��

=
2�0

c0
2r0

� �

�
�1 +

� − 1
�Pr

��
0

� �2��x,t − ��
�t2

d�

��
.

�3�

The equality �2� /�t2=�2� /��2 enables us to express Eq. �3�
as

��

�t
+

���v�
�x

=
2�0

c0
2r0

� �

�
�1 +

� − 1
�Pr

��
0

� �2��x,t − ��
��2

d�

��
.

�4�

The integral on the right hand side �rhs� of Eq. �4� can be
rewritten as

1
��
�

0

� �2��x,t − ��
��2

d�

��
=

1
��
�

−�

t �2��x,��
��2

d�

�t − �
. �5�

The rhs of Eq. �5� represents the fractional derivative �A3�
�see, e.g., Refs. 17, 15, and 16�. We can express Eq. �3� as
follows:

��

�t
+

���v�
�x

=
2�0B

c0
2

�3/2�

�t3/2 , �6�

where

B =
��

r0
�1 +

� − 1
�Pr

� �7�

is the boundary layer parameter.
If we suppose that acoustic waves propagate through a

tube with an elastic wall �a variable cross-section� and we do
not take into account the boundary layer effects then we can
express the continuity equation as
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���S�
�t

+
���Sv�

�x
= 0, �8�

where S=S�x , t� is an inner tube cross-section. Further, Eq.
�8� can be modified into the form

��

�t
+

���v�
�x

+
�

S

dS

dt
= 0, �9�

where the operator d /dt is given as

d

dt
=

�

�t
+ v

�

�x
. �10�

If the elastic tube wall is assumed to be locally reacting �see,
e.g., Refs. 18 and 5� then we can consider the inner cross-
section S only as a function of time, i.e., S=S�t�=�r2�t�,
where r�t�=r0+r��t� is a total inner tube radius and r� rep-
resents a change in r.

If we use the fact that r��r0, then it is possible to use
the following simplification:

1

S

dS

dt



1

S0

dS

dt
=

1

�r0
2

d��r2�
dt

=
2

r0

dr

dt
=

2

r0
vw, �11�

where vw is a radial wall velocity.
Because within the scope of the second order nonlinear

theory we neglect terms which are of the third order or
higher, it is possible to simplify Eq. �9� by using relation �11�
and adopting the supposition vw	
2,

��

�t
+

���v�
�x

= −
2�0

r0
vw. �12�

Using the linear relation

�p

�t
= − �0

�2�

�t2 , �13�

we can write the following convolution integral for the radial
wall velocity vw:

vw = �
−�

t

kw�t − t��
�p�x,t��

�t�
dt�

= − �0�
−�

t

kw�t − t��
�2��x,t��

�t�2 dt�, �14�

where kw�t� is a kernel function representing behavior of the
considered tube wall.

If we take into account both the acoustic boundary layer
�Eq. �6�� and the tube elasticity �Eq. �12�� together with re-
lation �14� we obtain the resulting continuity equation

��

�t
+

���v�
�x

=
2�0

2

r0
�

−�

t

kw�t − t��
�2�

�t�2dt� +
2�0B

c0
2

�3/2�

�t3/2 .

�15�

Using the basic equations of hydromechanics, namely, the
Navier–Stokes equation of motion, the heat transfer equa-
tion, the state equation �see, e.g., Refs. 19–21�, and the modi-
fied continuity equation �15� we can derive in the second
approximation the following one-dimensional modified Kuz-
netsov’s equation22 for the velocity potential �:

�2�

�t2 − c0
2�2�

�x2 =
b

�0c0
2

�3�

�t3 −
�

�t
� − 1

c0
2 � ��

�t
�2

+ � ��

�x
�2�

−
2�0c0

2

r0
�

−�

t

kw�t − t��
�2�

�t�2dt� − 2B
�3/2�

�t3/2 ,

�16�

where c0 is the small-signal sound speed, b=�+4� /3
+��1 /cV−1 /cp� is the coefficient of sound diffusivity, � and
� are the coefficients of bulk and shear viscosity, and  is the
coefficient of nonlinearity.

As the profile of simple waves varies slowly in the space
we can search for the solution of Eq. �16� in the moving
reference frame in the form

� = ��x1 = 
x,� = t −
x

c0
� . �17�

Then taking into consideration that b	B	
 we can derive
the following modified Burgers equation from Eq. �16�
within frame of the second order nonlinear theory:

�v
�x

−


c0
2v

�v
��

+
�0c0

r0
�

−�

�

kw�� − ���
�v
���

d�� +
B

c0

�1/2v
��1/2

−
b

2�0c0
3

�2v
��2 = 0. �18�

It is obvious that it is possible to use the model �Eq. �18��
also for the nonlinear plane waves which propagate through
a hard-walled tube. In this case we can consider the term
representing the elastic properties of the tube wall as equal to
zero.15

B. Derivation of dispersion relations

Under the above mentioned restrictions, the tube can be
regarded as consisting simply of a series of ring-shaped ele-
ments whose radial motion is caused only by elastic circum-
ferential stresses and radial inertia. As the tube wall yields
locally to the inner pressure we can write the following ex-
pression for the force acting on the ring:

F�t� = p�t�A�t� = p�t��A0 + A��t�� = p�t�2�r�t��l

= p�t��2�r0�l + 2�r��t��l� , �19�

where p is an inner pressure and �l is the width of the ring
element. If we suppose that r� is sufficiently small compared
to r0 then we can simplify relation �19�,

F�t� 
 p�t�A0. �20�

With using the complex representation we can rewrite Eq.
�20� as

F̂ 
 p̂A0. �21�

For the ring element we can use the equivalent electrome-
chanic circuit which is sketched in Fig. 1. We suppose that
air surrounds the ring and consequently the radiation load on
the outside of the ring can be neglected.23

On the basis of the equivalent circuit we obtain
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F̂ = �R + j�M +
1

j�C
�v̂w = Ẑwv̂w, �22�

where M is the inertance, C is the compliance, R is mechani-

cal resistance, and Ẑw is the resulting wall mechanical im-
pedance.

Using relations �21� and �22� we can write

v̂w 

A0

Ẑw

p̂ =
2�r0�l

Ẑw

p̂ . �23�

With the help of the convolution integral �14� we can also
write that

v̂w = j�k̂wp̂ . �24�

By comparing Eqs. �23� and �24� we obtain

k̂w =
2�r0

j�Ẑm

, �25�

where

Ẑm =
Ẑw

�l
= Rm + j�Mm +

1

j�Cm
, �26�

where Rm=R /�l is the specific mechanical resistance
�kg m−1 s−1�, Mm=M /�l is the specific inertance �kg m−1�,
and Cm=C�l �kg−1 m s2� is the specific compliance.

With help of expressions �25� and �26� it is possible to
write �see Ref. 13�

2k̂w

r0
=

4�

j�Ẑm

=
4�Cm

1 − � �

�m
�2

+ j�RmCm

, �27�

where �m represents the mechanical resonance angular fre-
quency which is given by the following relation:

�m =
1

�CmMm

. �28�

After linearizing modified Kuznetsov’s equation

�2�

�t2 − c0
2�2�

�x2 −
b

�0c0
2

�3�

�t3 +
2�0c0

2

r0
�

−�

t

kw�t − t��
�2�

�t�2dt�

+ 2B
�3/2�

�t3/2 = 0, �29�

we can find the following dispersion relation:

k =
�

c0

�1 − j
�b

�0c0
2 +

2�0c0
2k̂w

r0
−

2B�j��3/2

�2 , �30�

where k is the complex wave number.
Expression �30� can be simplified on the basis of the

binomial series

k 

�

c0
�1 − j

�b

2�0c0
2 +

�0c0
2k̂w

r0
+

B
�j�

� . �31�

Since k̂w /r0 is complex, see relation �27�, we can write

k̂w

r0
= R� k̂w

r0
� + jI� k̂w

r0
� =

2�Cm�1 − � �

�m
�2�

�1 − � �

�m
�2�2

+ Rm
2 Cm

2 �2

− j
2�RmCm

2 �

�1 − � �

�m
�2�2

+ Rm
2 Cm

2 �2

. �32�

It is possible to simplify formula �32� when the following
relations are satisfied:13

� � �m, �RmCm � 1. �33�

We can write that

k̂w

r0

 2�Cm�1 + � �

�m
�2� − j2�RmCm

2 ��1 + 2� �

�m
�2� .

�34�

Expression �34� is valid only for lower frequencies; it means
that the dispersion and dissipation effects dominate above the
nonlinear ones. In the opposite case the higher harmonic
components, which arise in the course of the wave propaga-
tion, do not satisfy conditions �33�. When we can take into
account only small number of harmonics then it is further
possible to simplify relation �34� as follows:

k̂w

r0

 2�Cm�1 + � �

�m
�2� − j2�RmCm

2 � . �35�

C. The KdVB and Kuramoto–Sivashinsky model
equation for an elastic tube

We can rewrite Eq. �18� into the form24

�v
�x

−


c0
2v

�v
��

+ �
−�

�

K�� − ���
�v�x,���

���
d�� = 0, �36�

where K��� represents a kernel function which describes as-
sumed dispersion and dissipation properties. Suppose we
know the dispersion relation

R

M C

̂F

v̂w

FIG. 1. The equivalent electromechanic circuit, M is the inertance, C is the
compliance, R is mechanical resistance, and v̂w is radial wall velocity.
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D��*,k�� = 0, �37�

which corresponds to the kernel function K���, �*=� and

k� = k − �/c0 =
�

c0
��0c0

2k̂w

r0
+

B
�j�

− j
�b

2�0c0
2� �38�

is a complex wave number that is related to the independent
variables �, x in contrast to the complex wave number �31�
that is connected with the independent variables t and x.
Provided that certain conditions, which are discussed later,
are fulfilled then we can simplify the dispersion relation �37�
into the asymptotic form

Da��,k�� = 0. �39�

After linearizing Eq. �36� we can write25

�v
�x

+ �
−�

�

Ka�� − ���
�v�x,���

���
d�� = 0, �40�

where the kernel function Ka��� corresponds to asymptotic
dispersion relation �39�. We assume the solution of Eq. �40�
in the form v=vm exp�j���−k�x�� �vm is the acoustic veloc-
ity amplitude�. We can substitute this solution into Eq. �40�
and we obtain

− jk� + �
−�

�

Ka�� − ���j� exp�− j��� − ����d�� = 0. �41�

Equation �41� can be rewritten into the form

k�

�
= F�Ka���� = �

−�

�

Ka���exp�− j���d� , �42�

where F� · � represents the Fourier transform. The rhs of Eq.
�42� is the Fourier transform of the given kernel Ka���. On
the basis of the inverse Fourier transform we have

Ka��� = F−1� k�

�
� =

1

2�
�

−�

� k�

�
exp�j���d� . �43�

Substituting expression �34� into relation �38� we obtain

k� 
 �2��0c0Cm�1 + � �

�m
�2�

− j2��0c0RmCm
2 ��1 + 2� �

�m
�2�

+
B

c0
�j�

− j
�b

2�0c0
3� . �44�

On the basis of relation �43� we can find the asymptotic
kernel function Ka��� by using formula �44�. After substitu-
tion of this asymptotic kernel function into Eq. �36� we get

�v
�x

−


c0
2�v −

2��0c0
3Cm


� �v

��
+

B

c0

�1/2v
��1/2

−
b + 4��0

2Cm
2 Rmc0

4

2�0c0
3

�2v
��2 −

2��0c0RmCm

�m
2

�3v
��3

+
4��0c0RmCm

2

�m
2

�4v
��4 = 0. �45�

Equation �45� represents the Kuramoto–Sivashinsky �Ben-
ney� equation26,27 which is modified by the term representing
the boundary layer effects. This equation can be simplified
into the KdVB equation �see, e.g., Ref. 28� by setting the last
term equal to zero when propagation wave distances are rela-
tively short or the source frequency is sufficiently low and
the dispersive and dissipative effects are insofar important
that it is possible to take into account a reasonably small
number of harmonics.

III. ANALYSIS OF NUMERICAL SOLUTIONS

This section is devoted to qualitative analysis of numeri-
cal results of the model equation �18� for a silicon rubber
tube �hose�. This analysis enables to show different scenarios
of possible wave evolution for various source frequencies
and hence demonstrates how the individual terms in the
model equation depend on the source frequency. The real
physical parameters are presented in Table I and for these
parameters the analysis of numerical solutions is carried out.
In order to show frequency limits of the KdVB and
Kuramoto–Sivashinsky equation we can depict the courses

of function k̂w /r0 in dependence on frequency according to
relations �32�, �34�, and �35�, see Figs. 2 and 3. It is evident
from Figs. 2 and 3 that in this case the Kuramoto–

TABLE I. Real parameters for air and the used elastic tube �23 °C�.

c0

�m s−1�
�0

�kg m−3�
b

�kg m−1 s−1�
B

�s−1/2�
Cm

�m s2 kg−1�
Rm

�kg m−1 s−1�
Mm

�kg m−1�

345.22 1.193 4.578�10−5 0.7227 4.45�10−8 154.0 0.118

�
(
k̂w/r0

)

(µm s2 kg−1)

f (Hz)

FIG. 2. Comparison of imaginary parts of relations �32� �solid line�, �34�
�dashed line�, and �35� �dotted line�.
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Sivashinsky equation can be used in the frequency range
approximately up to 1000 Hz, whereas the KdVB equation
only up to about 800 Hz.

The model equation �18� takes into account three effects,
i.e., the nonlinear, dissipative, and dispersion ones. There is a
competition between the nonlinear effect, on the one hand,
and the dispersion and dissipative effect on the other hand. In
this case we can estimate a wave behavior on the basis of the
characteristic lengths �see, e.g., Ref. 19�. The nonlinear
length is given as

LN =
c0

2

vm�
, �46�

the dissipative length can be expressed as

LD =
1

�
, �47�

and the dispersion or coherent length for the second har-
monic component as

LC =
�

�2�� 1

cph�2��
−

1

cph�����
. �48�

It holds that the shorter characteristic length means the
greater influence of the considered effect �in our case the
diffraction length tends to infinity because we suppose that
plane waves propagate in the tube�. On the basis of the char-
acteristic lengths we can outline several scenarios of possible
wave evolutions with respect to a chosen source frequency
�amplitude of the source is supposed to be constant,
4000 Pa�.

First, we suppose that the source frequency is chosen so
that LN /LC�1 and LN /LD�1. It means that the dispersion
effects dominate the nonlinear ones and at the same time the
nonlinear effects dominate the dissipative ones. For instance,
the source frequency of 1000 Hz satisfies �if we suppose the

physical parameters in Table I� the above mentioned rela-
tions. For this case the wave distortion is negligible �the first
harmonic component dominates� which affirms that disper-
sion effects dominate nonlinear ones and thus nonlinear
acoustic interactions are ineffective. Thus, we could ignore
the nonlinear effects and use only the linearized form of Eq.
�18�. When the supposed relations are satisfied also for lower
source frequencies, in our case for a smaller source ampli-
tude, it is possible to use the linearized Kuramoto–
Sivashinsky or KdVB equation.

Further, we assume that the relations LN /LC�1 and
LN /LD�1 are satisfied for at least the first ten harmonics.
For this purpose we can choose the source frequency, e.g.,
80 Hz. The satisfaction of these relations means that a saw-
tooth wave forms during propagation. The boundary layer
dispersion causes the waveform asymmetry which occurs be-
hind the shock formation. This result is demonstrated in Fig.
4. Furthermore, when the relations are satisfied then it is
possible to replace Eq. �18� by the standard Burgers equation
which is supplemented by the term representing the bound-
ary layer effects.15,16

As the next case, we assume that the relations LN /LC

�1 and LN /LD�1 are approximately satisfied only for the
first two or three harmonics; hence, the generation of higher
harmonics is suppressed. Figure 5 illustrates this situation.

When the boundary layer effects are small and again the
relations LN /LC�1 and LN /LD�1 are satisfied, we can ob-
serve a gradual degeneration of the original waveform into
individual solitons.24,28,29 The solutions for this case are de-
picted in Figs. 6 and 7. In the figures we can see a train of the

�
(
k̂w/r0

)

(µm s2 kg−1)

f (Hz)

FIG. 3. Comparison of real parts of relations �32� �solid line� and �34�
�dashed line�.
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FIG. 4. Two periods of wave forms at different distances from the source;
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FIG. 5. Two periods of wave forms at different distances from the source;
the source frequency is 400 Hz.
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solitons which are gradually attenuated as the wave propa-
gates through the considered tube. First, we can observe
slight oscillations, see Fig. 6. This fact is related to the har-
monics generation because dispersion effect starts to play a
more important role for higher harmonics. Gradually the
slight oscillations develop into a series of solitons which
break up the previous waveform, see Fig. 7.

As the last case, we can consider the relations LN /LC

�1 and LN /LD�1. It is obvious that k̂w /r0, see formula �27�,
tends to zero for high source frequencies. It means that we
can ignore the radial wall vibrations for high source frequen-
cies. The considered relations for the characteristic lengths
are satisfied for higher source frequencies.

IV. EXPERIMENT

To validate applicability of the model equations, in par-
ticular, the local reaction hypothesis, we compared the theo-
retical and experimental data.

A. Experimental setup

Traveling sound waves were driven in silicone-rubber
hose �with inner diameter of 16 mm, wall thickness of
2 mm�, length of the hose was 20 m, it was lengthened by
20 m of polyvinyl chloride hose of the same inner diameter
in order to suppress standing waves due to reflections. All
measurements were made at room temperature of 23 °C.

Harmonic driving signal was generated with direct-
digital-synthesis function generator Motech FG 503 which
was amplified by power amplifier Mackie M1400. High am-

plitude acoustic waves were generated by two speakers B&C
10MD26 �each of 350 W input� that were screwed one
against another with a plastic ring for fastening of the hose.
At the place where the hose was fastened to the plastic ring,
reference 1 /8 in. GRAS Type 40DP microphone was at-
tached to measure the input acoustic pressure. In the hose,
there were 13 small cuts distributed with 1 m distances for
measurement of acoustic pressure with probe-microphone
GRAS Type 40SA with stainless-steel 20 mm probe tube of
1.25 mm outer diameter �inner diameter of 1 mm�.

Measured signals were sampled by 16 bit National In-
struments PCI-6251 plug-in computer data acquisition card
at the rate of 100 kS /s per channel. Software for data acqui-
sition and its processing was written in LABVIEW system.

On the basis of measurement of the silicone-rubber hose
we found its material parameters which are shown in Table I.

In the course of measuring it was necessary to take into
account the fact that the driving speakers heated up exces-
sively. For this reason it was not possible to realize measur-
ing with the same driving pressure at all points; hence the
driving pressures were registered for individual measure-
ments apart. The value of the driving pressure was around
3600 Pa �vm=8.74 m s−1�. We confined ourselves to the rela-
tively low source frequency in order that the dispersion and
nonlinear effects could dominate above the dissipative ones.

B. Comparison of theoretical and experimental
results

The measured and theoretical �computed numerically�
data are depicted in Figs. 8–10. By comparison of measured
and theoretical waveforms at different distances from the
harmonic source it is clear that the model equation �18� en-
ables to describe behavior of nonlinear traveling waves in the
elastic tube and that the local reaction hypothesis is sufficient
when the conditions mentioned in Sec. II are fulfilled. From
these figures it is obvious that the shock waveform did not
arise. This result is given by the fact that the relations
LN /LC�1 and LN /LD�1 are fulfilled approximately only
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FIG. 6. Two periods of wave forms at different distances from the source;
the source frequency is 200 Hz.
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for the first three harmonics; thus the generation of higher
harmonics is suppressed. It means that the relation LN /LC

�1 holds for higher harmonics.
Figure 11 shows development of the first four harmonics

of acoustic pressure at the distance of 13 m when input
acoustic pressure �f =333 Hz� increases. It is apparent from
the figure that even if dispersion is present, several higher
harmonics appear and the amplitude of the first and second
harmonics is not proportional to the pressure amplitude at the
input. This effect is called acoustic saturation and it has
connection with the nonlinear attenuation. It is obvious from
Fig. 11 that the fourth harmonics and the third one depend on
the pressure amplitude at the input almost linearly. It means
that the cascade process of harmonics generation is inter-
rupted or in other words, the characteristic coherent length is
shorter than the nonlinear one �LN�LC� for higher harmon-
ics in contrast to the lower ones.

V. CONCLUSION

We derived the modified Burgers equation �18� which
enables to describe nonlinear acoustic plane waves propagat-
ing through the elastic tube filled with a thermoviscous gas.
The model equation takes into account only the breathing
circumferential damped vibrations of the considered tube
wall. Since the viscosity of gas is considered, it is necessary
to suppose that the thin acoustic boundary layer appears near
the tube wall. The acoustic boundary layer affects the acous-
tic field outside of this layer �the mainstream� in a consider-
able way. For this reason the derived model equation also
contains the term which represents the boundary layer ef-
fects. The applicability of the modified Burgers equation was
verified experimentally. The realized measurements demon-
strate the fact that the dispersion induced by the elastic tube
wall causes nonlinear acoustic interactions which are almost
ineffective and further that it is not possible to ignore the
influences of the acoustic boundary layer. It means that the
shock formation does not arise and so we can observe only a
small number of harmonics. Because we consider nonlinear,
dispersion, and dissipative wave effects, that compete each
other, it is possible to distinguish different regimes. These
regimes are classified by means of the relations between
characteristic lengths of the supposed wave effects. The sup-
posed regimes lead to different wave evolutions. In the case
when the nonlinear effects dominate the dispersion and dis-
sipative one then the original waveform degenerates gradu-
ally into individual solitons. However, we can observe the
solitons only when the acoustic boundary layer effects are
weak. Contrary if it is not possible to suppose that these
effects are weak �e.g., in the case of a small tube radius� then
the generation of solitons is suppressed. This fact shows how
the boundary layer plays important role.

Using the long-wave approximation, the modified Bur-
gers equation was reduced to the KdVB and Kuramoto–
Sivashinsky equations, which were investigated by many au-
thors; however, they have not studied influence of the
boundary layer effects. Considering that acoustic boundary
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FIG. 9. Comparison of theoretical �solid line� and measured �dotted line�
wave forms at the distance x=7 m, pm=3604 Pa; the driving frequency is
400 Hz.
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layer plays more important role for lower frequencies, we
cannot neglect its influence in the case of long-wave approxi-
mation.

Considering that the KdVB equation can be used only
for a relatively narrow frequency range we derived the
Kuramoto–Sivashinsky equation which can be used for a
wider frequency range and thus it can take into account more
higher harmonics correctly.

We intend to extend further the presented results and
methods for the case of nonlinear standing waves in elastic
resonators.
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APPENDIX: FRACTIONAL DERIVATIVE OPERATOR

Let us introduce the following fractional integration op-
erator of the order �:

I��f�t�� = �
−�

t �t − ���−1

����
f���d� , �A1�

where � is the gamma function. The �th fractional derivative
is given as

d�f�t�
dt� = In−��dnf�t�

dtn � , �A2�

where n=1+ ���, where ��� represents the whole part of �.
On the basis of the mentioned definition of the fractional

derivative we can write for the fractional derivative of the
order �=3 /2 that

d3/2f�t�
dt3/2 = I2−3/2�d2f�t�

dt2 � = I1/2�d2f�t�
dt2 �

=
1

��
�

−�

t d2f���
d�2

d�

�t − �
, �A3�

where we used that ��1 /2�=��.

1R. D. Fay, R. L. Brown, and O. V. Fortier, “Measurement of acoustic
impedances of surfaces in water,” J. Acoust. Soc. Am. 19, 850–856
�1947�.

2W. J. Jacobi, “Propagation of sound waves along liquid cylinders,” J.
Acoust. Soc. Am. 21, 120–127 �1949�.

3G. W. Morgan and J. P. Kiely, “Wave propagation in a viscous liquid
contained in flexible tube,” J. Acoust. Soc. Am. 26, 323–328 �1954�.

4M. M. Sondhi, “Model for wave propagation in a lossy vocal tract,” J.
Acoust. Soc. Am. 55, 1070–1075 �1974�.

5R. W. Guelke and A. E. Bunn, “Transmission line theory applied to sound
wave propagation in tubes with compliant walls,” Acustica 48, 101–106
�1981�.

6J. J. Fredberg, M. E. B. Wohl, G. M. Glass, and H. L. Dorkin, “Airway
area by acoustic reflections measured at the mouth,” J. Appl. Physiol. 48,
749–758 �1980�.

7L. Elvira-Segura, “Acoustic wave dispersion in a cylindrical elastic tube
filled with a viscous liquid,” Ultrasonics 37, 537–547 �2000�.

8R. Pico and F. Gautier, “The vibroacoustics of slightly distorted cylindrical
shells: A model of the acoustic input impedance,” J. Sound Vib. 302,
18–38 �2007�.

9F. Gautier, J. Gilbert, J.-P. Dalmont, and R. P. Vila, “Wave propagation in
a fluid filled rubber tube: Theoretical and experimental results for Ko-
rteweg’s wave,” Acta. Acust. Acust. 93, 333–344 �2007�.

10V. A. D. Grosso, “Analysis of multimode acoustic propagation in liquid
cylinders with realistic boundary conditions—Application to sound speed
and absorption measurements,” Acustica 24, 299–311 �1971�.

11S. Yomosa, “Solitary waves in large blood vessels,” J. Phys. Soc. Jpn. 56,
506–520 �1987�.

12S. E. H. A. Erbay and S. Dost, “Wave propagation in fluid filled nonlinear
viscoelastic tubes,” Acta Mech. 95, 87–102 �1992�.

13T. Kamakura and Y. Kumamoto, “Waveform distortions of finite amplitude
acoustic wave in an elastic tube,” in Frontiers of Nonlinear Acoustics:
Proceedings of the 12th ISNA, edited by M. F. Hamilton and D. T. Black-
stock �1991�, pp. 333–338.

14W. Chester, “Resonant oscillations in closed tubes,” J. Fluid Mech. 18,
44–64 �1964�.

15S. N. Makarov and E. V. Vatrushina, “Effect of the acoustic boundary
layer on a nonlinear quasiplane wave in a rigid-walled tube,” J. Acoust.
Soc. Am. 94, 1076–1083 �1993�.

16M. Bednarik and P. Konicek, “Propagation of quasiplane nonlinear waves
in tubes and the approximate solutions of the generalized Burgers equa-
tion,” J. Acoust. Soc. Am. 112, 91–98 �2002�.

17I. M. Sokolov, J. Klafter, and A. Blumen, “Fractional kinetics,” Phys.
Today 55, 48–54 �2002�.

18M. C. Junger and D. Feit, Sound, Structures, and Their Interaction �MIT
Press, Cambridge, 1986�.

19O. V. Rudenko and S. I. Soluyan, Theoretical Foundations of Nonlinear
Acoustics �Consultants Bureau, New York, 1977�.

20K. Naugolnykh and L. Ostrovsky, Nonlinear Wave Processes in Acoustics
�Cambridge University Press, Cambridge, 1998�.

21M. F. Hamilton and D. T. Blackstock, Nonlinear Acoustics �Academic,
New York, 1997�.

22S. Makarov and M. Ochmann, “Nonlinear and thermoviscous phenomena
in acoustics, Part II,” Acta. Acust. Acust. 83, 197–222 �1997�.

23M. L. Munjal and P. T. Thawani, “Acoustic analysis and design of com-
pliant cable-hose systems,” Noise Control Eng. J. 45, 235–242 �1997�.

24J. Engelbrecht, Nonlinear Wave Dynamics �Kluwer Academic, Dordrecht,
1997�.

25G. B. Whitham, Linear and Nonlinear Waves �Wiley, New York, 1999�.
26A. D. Polyanin and V. F. Zaitsev, Handbook of Nonlinear Partial Differ-

ential Equations �Chapman and Hall, London, 2004�.
27L. Jiang, X. Chen, Z.-T. Fu, S.-K. Liu, and S.-D. Liu, “Periodic solutions

to KdV-Burgers-Kuramoto equation,” Commun. Theor. Phys. 45, 815–818
�2006�.

28V. R. Kodali, “Spectral analysis of numerical solutions to the Burgers-
Korteweg-DeVries equation,” J. Acoust. Soc. Am. 79, 26–30 �1986�.

29N. J. Zabusky and M. D. Kruskal, “Interactions of solitons in a collision-
less plasma and the recurrence of initial states,” Phys. Rev. Lett. 15, 240–
243 �1965�.

J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 M. Bednarik and M. Cervenka: Nonlinear acoustic waves in elastic tubes 1689



Numerical investigation of nonlinear propagation distortion
effects in helicopter rotor noisea)
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The effect of nonlinear propagation distortion on helicopter rotor noise is presented based on
measured data for low-speed descent and numerical calculations that predict the noise level away
from the helicopter with and without nonlinear effects. It is shown that for some frequency bands
the difference between linear and nonlinear calculations can be as high as 7 dB. Blade vortex
interaction �BVI� noise, the dominant noise contributor during descent, is mainly examined. It is
shown that advancing side BVI noise is affected by nonlinear distortion, while retreating side BVI
noise is not. Based on signal characteristics at source, two quantities are derived. The first quantity
�termed polarity� is based on the pressure gradient of the source signal and can be used to determine
whether a BVI signal will evolve as an advancing or a retreating side signal. The second quantity
�termed weighted rise time� is a measure of the impulsiveness of the BVI signal and can be used to
determine at which frequency nonlinear effects start to appear. Finally, polarity and weighted rise
time are shown to be applicable in cases of BVI noise generated from different blade tips, as well
as in cases of non-BVI noise. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3203916�

PACS number�s�: 43.25.Cb, 43.28.Bj �JWP� Pages: 1690–1699

I. INTRODUCTION

Nonlinear propagation distortion effects manifest them-
selves when the noise signal is of sufficiently high intensity.
Each part of the signal travels with its own velocity, namely,
the speed of sound plus the local velocity of the signal. Parts
of the signal travel faster than the speed of sound, while
others move slower. As a result, the original shape of the
signal distorts, and the frequency distribution of the signal
changes accordingly. The effect has been studied in jet air-
craft noise propagation, where it has been demonstrated that
nonlinear effects are responsible for the higher values mea-
sured at high frequencies compared to the values predicted
using linear propagation theory.1–4

Literature on nonlinear propagation of helicopter noise
is far less extensive. Nonlinear distortion has been consid-
ered insignificant for helicopter noise, as the noise field pro-
duced by a helicopter rotor is, in general, of relatively low
intensity �compared to the noise field produced by a jet air-
craft�. Existing literature focuses in the special cases of
transonic/supersonic flows around the blade tip, where shock
waves of large pressure amplitudes are formed and, after
dislocating from the blade surface, propagate in the sur-
rounding medium.5,6 The purpose of the present work is to
demonstrate the effect of nonlinear propagation for subsonic
cases, which to the best of the authors’ knowledge, have not
been considered before. The aim is to show which frequency
bands of the noise spectrum are affected and by how much.
In the case of jet aircraft noise, measurements first became
available, and their differences with linear acoustics predic-
tions prompted research on nonlinear propagation distortion.
In the case of helicopters, however, there is almost a com-

plete lack of experimental data appropriate for nonlinear
propagation studies. The present investigation is thus nu-
merical. Specifically, the Burgers equation is employed to
numerically predict the evolution of noise signals, measured
close to the helicopter rotor, at distances far away from the
rotor. The calculations are performed twice, with and without
including nonlinear effects. The difference between the cal-
culations is a measure of the effect of nonlinear distortion.
The numerical results from the present work might stimulate
experimental research on the topic.

Helicopter rotors produce a very complicated directional
noise field through several distinct noise generation mecha-
nisms. The reader is referred to review papers, such as those
of Brentner and Farassat7,8 or Schmitz,9 for a detailed de-
scription of helicopter noise. A very brief outline is given
next. The noise field produced by a helicopter rotor consists
of deterministic discrete-frequency noise components �thick-
ness and loading noise, blade vortex interaction �BVI� noise,
and high-speed impulsive �HSI� noise�, as well as of non-
deterministic broadband noise components. The various
noise types are attributed to different generation mecha-
nisms. Thickness noise is caused by the displacement of the
air by the rotor blades while loading noise by the accelerat-
ing force on the air that is generated by the moving blade
surface. BVI noise is an impulsive loading noise generated
when a rotor blade passes within a close proximity of the
shed tip vortices from the previous blades. HSI noise is an
extreme case of thickness noise generated as the flow around
the blade becomes transonic. Finally, broadband noise �a
type of loading noise� has its origin in the interaction of the
moving rotor blade with atmospheric turbulence and turbu-
lence that is shed from the blade itself or from the previous
blades.

a�
Portions of this research were presented at the 155th Meeting of the Acous-
tical Society of America, Seventh EURONOISE, Paris, France, July 2008.
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The present study does not investigate the generation of
helicopter noise. The noise signals at source are considered
known from available measurements, and they are consid-
ered characteristic of the flight conditions for which they
were measured. For example, HSI noise10 occurs during for-
ward flight and is characterized by pulses of large negative
pressure amplitude, while BVI noise11 occurs mainly during
descent and is characterized by pulses that contain both posi-
tive and negative pressure amplitudes. The nonlinear propa-
gation of these signals, irrespective of the mechanism that
generated them, is the focus of the present study. More spe-
cifically, a set of measured BVI noise source signals charac-
teristic of low-speed descent noise is analyzed. BVI noise is
particularly annoying when it occurs and very often sets the
standards of acceptance for helicopter noise, and its nonlin-
ear propagation has not been studied before. Analysis of the
available database reveals the magnitude of nonlinear propa-
gation effects on BVI noise. It also reveals certain character-
istics of the noise source signals, which can be used to quali-
tatively predict the nonlinear behavior of other BVI noises
�coming, for example, from different blades shapes�, as well
as the nonlinear behavior of non-BVI noise.

The present paper is structured as follows: In Sec. II, the
numerical calculations are described. In Sec. III, results for
nonlinear propagation of BVI noise are presented and com-
mented on. In Sec. IV, characteristics of BVI noise source
signals that affect their nonlinear evolution are presented.
The effects of the blade tip shape and of broadband fre-
quency noise on the nonlinear evolution of BVI noise are
also investigated. Finally, in Sec. V, the nonlinear evolution
of non-BVI noises is briefly considered.

II. NONLINEAR PROPAGATION DISTORTION:
NUMERICAL PREDICTION

A. Augmented Burgers equation

The Burgers equation is the simplest equation that de-
scribes the combined effect of nonlinearity and thermo-
viscous attenuation in the propagation of a sound wave. In its
augmented form, the Burgers equation includes the effect of
geometrical spreading �spherical spreading in this paper’s
case�, as well as the absorption and dispersion attributed to
the molecular relaxation of O2 and N2 in the atmosphere. It
can, therefore, be employed for the prediction of finite-
amplitude sound emanating from a point source and propa-
gating through the atmosphere. The atmosphere is considered
homogeneous and at rest. It is described by its temperature
and relative humidity, which in turn determine the absorption
due to molecular relaxation. A form of the augmented Bur-
gers equation12,13 is the following:
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where p is the sound pressure, r is the propagation distance,
�= t− �r−r0� /c0 is the retarded time, with r0 being the radius
of the point source, �0 is the ambient density, c0 is the small

signal sound speed, � is the coefficient of nonlinearity, � is
the diffusivity of sound for viscosity and heat conduction,
and �=1,2 is the index of the two relaxation processes, each
characterized by a relaxation time t� and the corresponding
net increase in phase speed �c���, as frequency varies from
zero to infinity. The first term in the right-hand-side of Eq.
�1� represents the spherical spreading, the second represents
the nonlinear distortion, the third describes the thermo-
viscous attenuation, and the fourth combines the two relax-
ation effects, corresponding to O2 and N2. The third and
fourth terms together describe mathematically the atmo-
spheric absorption.

The augmented Burgers equation is solved numerically
in the time domain using the “Texas algorithm” described in
Refs. 14 and 15. The algorithm marches in the propagation
direction, and for each marching step the aforementioned
mechanisms are applied sequentially. This procedure is re-
ferred to as “operator-splitting,” and for sufficiently small
steps the solution approaches that obtained by applying all
mechanisms simultaneously. The algorithm allows the calcu-
lations to be performed by including only the effects consid-
ered at the time �spherical spreading, atmospheric absorp-
tion, and/or nonlinear propagation distortion�. In the
following, linear calculations shall mean the solution of Eq.
�1� in the absence of the nonlinear term.

B. Accuracy of the augmented Burgers equation

The augmented Burgers equation in all its forms has
been used and tested extensively for the prediction of non-
linear noise propagation.14,16 It has also been employed spe-
cifically for the prediction of jet aircraft noise3 and sonic
boom17 propagation in the atmosphere. In the following, re-
sults obtained by Eq. �1� are compared with, to the best of
the authors’ knowledge, the only available experimental data
for helicopter noise. The data are from Schmitz et al.10 and
concern HSI noise. Measurements were taken at two micro-
phones positioned in the rotor plane along an imaginary line
from the rotor hub directly ahead of the model rotor, the
second microphone being exactly twice the distance of the
first �see Fig. 1�a��. The ratio of the peaks �P2 / P1� of the two
measured signals was reported as a function of the advancing
tip Mach number �MAT� �see Fig. 1�b��. It was shown that
the ratio was approximately 2 for all MAT, thus verifying the
spherical spreading/far field hypothesis, for which the ex-
periments were performed. However, deviations from the
nominal value of 2 were observed. The deviations at low
MAT can be attributed to flow unsteadiness and/or experi-
mental uncertainties, while for higher MAT, and particularly
above delocalization �MAT�0.9�, the difference can be ex-
plained by nonlinear propagation distortion. Table I and Fig.
1�b� show the comparison between experimental data, linear,
and nonlinear calculations. The predictions have been per-
formed for International Standard Atmosphere �ISA� stan-
dard day with 15 °C temperature and 0% relative humidity
according to the wind tunnel’s conditions. It can be observed
that nonlinear predictions agree very well with experimental
data, while linear predictions deviate from them. The energy
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absorbed at the shock is, therefore, responsible for the extra
decay observed at high MAT, which is accurately predicted
by the Burgers equation.

C. Application to subsonic BVI noise and related
numerical issues

The application of the augmented Burgers equation to
subsonic BVI noise is discussed next. As noise source sig-
nals, the authors considered sound pressure time signals
measured during the HELISHAPE project18 for low-speed
descent. This was one of the noisiest flight conditions tested,
where BVI noise is dominant. Measurements were con-
ducted in the German–Dutch wind tunnel �DNW� with a four
bladed rotor having a 4.2 m diameter and a swept-back
parabolic-anhedral blade tip shape. The flight speed was 35
m/s, and the descent flight had a 6° path angle. The acoustic
pressure was measured with 0.5-in. pressure type condenser
microphones at an array of 11 equally spaced �0.54 m apart�
microphones. The array span was positioned normal to the
flow and symmetrically arranged with respect to the rotor
center �see Fig. 2�a��. Measurements were taken at all 11
microphones and at several streamwise locations of the array
span. The array’s vertical position was 2.3 m below the rotor
hub.

For the purpose of the present study, the following
should be noted regarding the noise source signals: �i� The
noise source signals stem from measurements conducted
with a model rotor. Before being employed in the numerical
study, they have been transformed into full scale rotor noise
signals using the appropriate scaling procedure.9 A scale fac-
tor of �=0.34−1 has been used in the transformation. Accord-

ingly, lengths and times have been scaled by �. It should be
noted that the low advance ratio in the experiments, �
=0.165, indicates an acceptable scalability19,20 between
model and full scale data for BVI noise, while the advancing
tip Mach number, MAT=0.724, does not imply transonic
blade effects.20 �ii� No time window has been applied to the
measured noise signals. The ensemble averaged sound pres-
sure time signal �with 30 averages� has been considered at
each measurement location, not the instantaneous time sig-
nal. The signals considered do not contain high levels of
broadband rotor noise, which is largely eliminated by the
averaging procedure. However, propagation of instantaneous
signals is also briefly examined in the present work. �iii�
Throughout the study, both the measurement location and the
set of calculations corresponding to that location are identi-
fied by the streamwise position of the array �x� and the mi-
crophone number. For example, Mic=6 /x=0 indicates the
measurement point right underneath the rotor head center.

The noise source signals were propagated numerically
by employing the augmented form of the Burgers equation
�Eq. �1��. Predictions regard sound coming from a directive
stationary point source located at the rotor head center and
propagating distance R from the rotor head center through
the microphone grid to receiver locations on the surface of a
hemisphere, as shown in Fig. 2�b�. The calculations have
been performed twice, once including only linear propaga-
tion effects �geometrical spreading and atmospheric absorp-
tion� and a second time adding nonlinear propagation distor-
tion to the linear calculations. Nonlinear effects are
manifested as the difference in the predicted sound pressure
level �SPL� values at each one-third-octave frequency band:

FIG. 1. �Color online� �a� Nonlinear propagation distortion can explain differences between measurements and linear predictions; experimental data from Ref.
10 for HSI noise; details of experimental setup �measurement positions and measured signal at Mic 2�. �b� Comparisons between experimental data and
numerical predictions employing Eq. �1�.

TABLE I. Comparison of results obtained by linear and nonlinear calculations �Eq. �1�� with experimental data
�see also Fig. 1�.

MAT P2 �Pa� P1
�linear� �Pa� P1

�nonlinear� �Pa� �P2 / P1��linear� �P2 / P1��nonlinear� �P2 / P1��measured�

0.902 	412.34 	205.6 	199.0 2.005 2.072 2.064
0.931 	800.04 	398.8 	363.0 2.006 2.204 2.194
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DSPL�f1/3;R� = SPLnonlinear�f1/3;R� − SPLlinear�f1/3;R� ,

�2�

where R is the propagation distance and f1/3 is the center
frequency of the one-third-octave frequency bands. Positive
values of DSPL indicate that nonlinear propagation distortion
enhances the noise spectrum at the given frequency band.

The measured time signals had duration of one rotor
revolution and were digitized with 2048 points. In the com-
putations, however, time signals having duration of three ro-
tor revolutions and 10240 points per rotor revolution were
used instead, while results were obtained by analyzing the
middle of the three rotor revolutions. This was done to en-
sure that numerical inaccuracies at the ends of the elongated
time signal do not contaminate the middle part, which was
actually analyzed. The time sampling increase was done by
linearly interpolating additional points between the initial
points of the measured signal in order to avoid excess nu-
merical dissipation around the peak values of the signal.

III. DEMONSTRATION OF NONLINEAR PROPAGATION
DISTORTION EFFECTS IN BVI NOISE

In this section, representative results obtained by the
above described method for BVI noise are presented and
commented. Consider the noise spectrum at source as mea-
sured at Mic 6 /x=−2.5 �see Fig. 3�a��. The spectrum can be
subdivided into three frequency regions:21 �i� the low fre-
quency region up to approximately 100 Hz �or, equivalently,
up to the fifth blade passage frequency harmonic�, which
corresponds to thickness noise; �ii� the mid frequency region
approximately from 100 to 1000 Hz �or, equivalently, from
the 5th to the 40th–50th blade passage frequency harmonic�,
which corresponds to BVI noise; and �iii� the high frequency
region from 1000 Hz to the end of the spectrum, correspond-
ing to broadband noise. The Gol’dberg number12 for the low
and mid frequency region of the spectrum is 
�0.4�1,
while for the high frequency region 
�0.01�1. It is re-
called that the Gol’dberg number is a measure of the relative
importance of nonlinear and absorption effects and is defined
as the ratio 
= l / x̄ between the absorption length l �l

=a−1, where  is the attenuation coefficient� and the shock
formation distance x̄ of a plane sinusoidal wave in the ab-
sence of dissipation �x̄=1 /��k, with �= p0 /�0c0

2 being the
acoustic Mach number at source and k=� /c0 the correspond-
ing wave number�. The arithmetic values of the Gold’berg

number have been obtained by considering characteristic val-
ues of pressure amplitude p0, frequency f , and corresponding
atmospheric coefficient  �the latter from ANSI �Ref. 22��
for the different frequency regions of the spectrum.

Figure 3�b� shows the evolution of the noise spectrum
for Mic 6 /x=−2.5 after R=500 m of propagation. A differ-
ence between linear and nonlinear predictions can be ob-
served in the region between 1000 and 3000 Hz. The ob-
served difference is the focus of the present study.

The behavior depicted in Fig. 3�b� differs from nonlinear
propagation of other noise sources, for example, helicopter
rotor in supersonic flows or jet noise, where the difference
between linear and nonlinear predictions increases with in-
creased frequency. The indicated linear decay of the high
frequency end of the spectrum is attributed to the initial
source condition and its weak nonlinearity. The pressure am-
plitude at higher frequencies is a combination of �i� sound
coming from the source, which is low enough in amplitude
to propagate as a linear wave �e.g., without generating har-
monics, recall that 
�0.01�1�, and �ii� nonlinear sound
generated from interaction with the lower frequencies, which
is negligible in comparison to the initial amplitude and also
to the changes due to spreading and absorption. Therefore,
the nonlinearity does not contribute significantly to the am-
plitude of these high frequency components, and so they
evolve as linear waves.

Figure 3�b� also demonstrates the relative significance of
the various propagation effects involved, namely, spherical
spreading, atmospheric absorption, and nonlinear propaga-
tion distortion. Spherical spreading is the mechanism that
mainly determines the evolution of the noise spectrum. Non-
linear distortion is less important than spherical spreading
but equally important as atmospheric absorption. Atmo-
spheric absorption22 is routinely added to geometrical
spreading to improve the accuracy of the predictions. It is the
authors’ opinion that nonlinear distortion should also be in-
cluded.

FIG. 2. �a� Location of measurement points on a plane 2.3 m below the rotor
head center �HELISHAPE project �Ref. 18��. �b� Propagation paths in the
present numerical investigation.

FIG. 3. �Color online� �a� Nonlinear propagation distortion of helicopter
rotor BVI noise, Mic 6 /x=−2.5; noise spectrum at source. �b� Contribution
of the various propagation mechanisms and comparison between linear and
nonlinear calculations at propagation distance R=500 m �SS: spherical
spreading, AA: atmospheric absorption, NL: nonlinear distortion, SS+AA:
linear calculations, SS+AA+NL: nonlinear calculations�. �c� DSPL for he-
licopter BVI noise at various propagation distances vs 1/3 octave frequency
bands.
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Finally, Fig. 3�c� shows the DSPL vs one-third-octave
frequency bands for Mic 6 /x=−2.5 at various propagation
distances. It can be observed that DSPL increases with in-
creased distance and that the magnitude of DSPL is sizeable,
and in some cases it can be as large as 7 dB.

IV. CHARACTERISTICS OF NONLINEAR
PROPAGATION DISTORTION OF BVI NOISE

In the following, it is investigated how certain charac-
teristics of BVI pulses at source relate to their nonlinear
propagation distortion. For a detailed description of BVI
noise signals, the reader is referred to Schmitz9 and Yu.11

A. Advancing side/retreating side BVI noise-
polarity

Figure 4�a� shows two signals, one typical of advancing
side BVI �Mic 3 /x=0� and one of retreating side
�Mic 11 /x=2�. The characteristic BVI pulses have predomi-
nantly positive pressure amplitudes in the advancing side and
predominantly negative in the retreating side. This change in

sign is attributed to the opposite rotational directions of the
vortices during BVI on the advancing and retreating side. In
the advancing side, the small negative part of the pulse
comes before the large positive part, while the opposite is
true for the retreating side. Also, due to geometrical consid-
erations, the non-BVI noise between the blade passages
comes, in general, after the BVI pulse in the advancing side
and before the BVI pulse in the retreating side. Finally, in
most cases multiple pulses at each blade passage in the ad-
vancing side are observed, as opposed to the single pulse at
each blade passage in the retreating side.

The evolution of two signals yields the DPSL shown in
Fig. 4�b�. All BVI source signals of the database evolve ei-
ther as an advancing side type signal, yielding the character-
istic DSPL bell or as a retreating side type signal. The fol-
lowing differences between the two types are common in all
receiver locations: �i� the magnitude of DSPL in the advanc-
ing side is substantially larger than that in the retreating side;
�ii� DSPL values are predominantly positive in the advancing
side while predominantly negative in the retreating side; �iii�
the frequencies mainly affected in the advancing side are the
frequencies in the octave bands of 1000 and 2000 Hz, while
the frequencies mainly affected in the retreating side are fre-
quencies from 300 to 1000 Hz; and �iv� although very small
in magnitude, DSPLs in the lowest frequency bands, up to
300 Hz, are negative in the advancing side while positive in
the retreating side. The magnitude of DSPL in the retreating
side is so small that it can be considered zero for all practical
purposes. However, as will be shown in this section, the
negligible DSPL values on the retreating side should not be
considered as a limiting case of advancing side type nonlin-
ear evolution but as a different type of evolution.

The difference in the nonlinear evolution between ad-
vancing and retreating side BVI signals can be explained by
observing the evolution of their main pulses, which have
been isolated from the two signals and shown in Fig. 4�c�. In
order to clearly show the effect, only nonlinear distortion
was considered. It can be observed that the segment of the
signal connecting the peak with the trough steepens due to
nonlinear propagation in the advancing side, while it “un-
steepens” in the retreating side. Since in the advancing side
BVI pulse, the small negative part of the pulse comes before
the large positive part, the segment of the pulse between
peak and trough will always have a positive pressure gradi-
ent and will steepen during propagation. Correspondingly, in
the retreating side, it will have a negative pressure gradient
and will un-steepen.

Consider the straight lines passing through points AB
�p�adv��0, t�=mat , ma�0� and CD �p�ret��0, t�=−mrt , mr

�0� in the advancing and retreating side source signals, re-
spectively, as shown in Fig. 4�c�. For plane wave propagation
in a non-dissipative fluid, the governing equation is pt

+c0px=� /�0c0
2ppt and the general solution is p�x , t�= f�t

−x /c0+�xp /�0c0
3�, where f�t�= p�0, t�.12 For the advancing

side and retreating side, respectively, the solution becomes

FIG. 4. �Color online� Advancing side BVI �left column� and retreating side
BVI �right column�: �a� signals at source. �b� Their DSPL at various propa-
gation distances. �c� Nonlinear evolution �geometrical spreading and atmo-
spheric absorption ignored� of main BVI pulses isolated from the signals at
source.
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3

�mr
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The above solutions indicate straight lines with inclination
angles A�adv�,A�ret� that change with propagation distance. The
tendency of p�adv� is to steepen until a shock is formed �at
x= x̄a�, while that of p�ret� is to un-steepen, and no shock will
ever be formed at that segment of the wave form. In the
frequency domain, the former is associated with generation
of higher frequencies and depletion of lower frequencies,
while the latter is associated with generation of lower fre-
quencies and depletion of higher frequencies. It should be
noted that A�adv�=�p�adv� /���0 increases with increased
propagation distance x �x� x̄a� until A�adv� becomes infinite at
x= x̄a. Also A�ret�=�p�ret� /���0 increases with propagation
distance until it becomes zero for very long propagation dis-
tances. Pulses idealized as being made up from segments of
straight lines of varying inclination angles A��p /�t tend to
transfer energy to higher or lower frequencies depending on
which tendency is overall prevailing in the entire time wave
form. This tendency can be quantified by taking into account
the value of the pressure gradient A��p /�t of each segment
weighted by the local pressure amplitude.

A new quantity has been derived that provides an indi-
cator of the tendency of the BVI signal to steepen and thus
follow an advancing side type nonlinear evolution or to un-
steepen and thus follow a retreating side type nonlinear evo-
lution. The quantity is termed polarity ��� and is defined as
follows:

�3 =

�
i=2

N

�Pi
+ � �Pi

+�2

N+ −

�
i=2

N

�Pi
− � �Pi

−�2

N− , �5�

where N is the number of points in the digitized time signal,
Pi is the value of the pressure at point i, �Pi= Pi− Pi−1, Pi

+ is
the pressure at point i, when �Pi�0 ��Pi=�Pi

+�, Pi
− is the

pressure at point i when �Pi�0 ��Pi=�Pi
−�, N+ is the num-

ber of points for which �Pi�0, and N− is the number of
points for which �Pi�0. According to Eq. �5�, the main
pulse of the advancing side BVI signal has positive polarity,
while the main pulse of the retreating side BVI has negative
polarity. Polarity can be used to characterize signals with
mixed advancing and retreating side characteristics as either
advancing or retreating. Figure 5 shows the polarity of all
source signals. As far as nonlinear distortion is concerned,

visual observation of all DSPL plots reveals that source sig-
nals with negative polarity exhibit a retreating side type
DSPL, while source signals with positive polarity show the
characteristic advancing side DSPL bell. It should be further
noted that the absolute value of polarity increases for signals
with a strong content in advancing or retreating BVI noise.
The polarity contours, therefore, resemble the traditional
medium-frequency contours used to define advancing and
retreating BVI regions of rotors in descending flight.21

It should be noted that the polarity as defined in the
present work is particularly helpful for BVI pulses, as it pre-
dicts both the nonlinear evolution type of the pulse and the
strong advancing BVI regions. If it is to be used for other
noise source types, a different weighing might be more ap-
propriate depending on the characteristics of the given noise
source type. In any case, it should be applied in the pre-
shock region, and only the sign of � should be considered.
Its arithmetic value might not be significant for the problem
at hand. It should be emphasized that, as discussed for A�adv�
and A�ret�, the value of polarity � changes with propagation
distance and may change sign. An initially positive � shall
continue to be positive, while an initially negative � might
become positive during propagation. Thus, although the sign
of � at any distance �before shock formation� is indicative of
the nonlinear evolution in the immediately next propagation
steps, its negative sign at source is indicative only of rela-
tively weak waves �like the ones handled here�, where no
drastic changes in the wave form take place.

B. Effect of impulsiveness of advancing side BVI
noise-weighted rise time

Noise source signals on the advancing side vary consid-
erably in shape. They range from signals with multiple, less
impulsive peaks at each blade passage �see signal A in Fig.
6� to signals containing a single, very impulsive peak at each
blade passage �see signal B in Fig. 6�. The corresponding

FIG. 5. Contour plots of polarity of all noise source signals on a plane
underneath the rotor. Negative polarity corresponds to retreating side type
nonlinear evolution; positive polarity corresponds to advancing side type
nonlinear evolution.
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DSPL bell moves to higher frequencies, as the signal transi-
tions from one category to the other �see Fig. 6�.

Signals A and B differ not only in the number of intense
BVI peaks within each blade passage but also in the non-
BVI noise between blade passages. Numerical experimenta-
tion showed that the shift of the DSPL bell toward higher
frequencies cannot be explained by either of these differ-
ences. Further numerical experimentation showed that the
starting frequency of the DSPL bell �fstart� is related to the
rise time of the main BVI pulse. Rise time �DT� is the time
from the trough to the peak of the main BVI pulse �see Fig.
7�a��. The duration of the pulse, also called emission time
�T�, does not seem to directly affect fstart.

In the past, the emission time has been employed to
analyze the spectral characteristics of BVI signals.23 For the
purposes of the present study, the rise time seems to be a
more appropriate parameter. Consider a BVI signal idealized
as a train of N-shaped pulses with DT�T /2. First, the local
minima in the corresponding spectrum occur at the rise fre-
quency harmonics �1 /DT ,1 /2DT , . . .�, not the emission fre-
quency harmonics �1 /T ,1 /2T , . . .� �see Fig. 7�a��. Further-

more, as the signal undergoes nonlinear distortion, the rise
time of each pulse decreases �DT��DT�, while the emission
time remains the same. As a result, the local minima in the
spectrum occur again at the rise frequency harmonics of the
propagated signal �1 /DT� ,1 /2DT� , . . .�, which have been
displaced to higher frequencies compared to the rise fre-
quency harmonics of the source signal �1 /DT ,1 /2DT , . . .�
�see Fig. 7�a��. Finally, ignoring spherical spreading and ab-
sorption, DSPL is obtained as the difference between the
spectra at source and after some propagation, as shown in
Fig. 7�b�. It can be observed that the frequency, where non-
linear effects start to appear fstart, is approximately 1 /DT.

For the actual rotor BVI signals, the analysis is more
complex, as multiple, different, non-ideal BVI pulses are
contained in the pressure time signal. As a predictor of fstart,
therefore, a weighted rise time is proposed that takes into
account the rise time of all pulses in the signal. The weighted
rise time �DTW� is defined as follows:

DTW =

�
i=1

n

DTi � DPi
4

�
i=1

n

DPi
4

, �6�

where n is the number of pulses in the pressure time signal,
DTi is the rise time of the ith pulse, and DPi= Pmax,i

+ �Pmin,i� of the ith pulse. Figures 8�a� and 8�b� show the
weighted rise frequency �1 /DTW� of all source signals and
the fstart of their corresponding DSPL bell. It can be observed

FIG. 6. �Color online� Pressure signals at source vary from containing mul-
tiple less impulsive BVI pulses to containing a single very impulsive BVI
pulse �left column�; corresponding DSPL plots–DSPL bells shift toward
higher frequencies �right column�.

FIG. 7. �Color online� �a� Spectrum of a BVI signal idealized as a train of
N-shaped pulses at source and after 150 m of propagation �nonlinear effects
only�; �b� corresponding DSPL plot.

FIG. 8. �a� Contours of weighted rise frequency �1 /DTW� of all noise source
signals on a plane underneath the rotor. �b� fstart of the corresponding DSPL
bells after 120 m of propagation. �c� Correlation between 1 /DTW at source
and fstart after 120 m of propagation.
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that 1 /DTW can predict the areas where fstart has large values
and also the approximate value of fstart. For example, in the
region located upwind and on the retreating side of the rotor,
fstart has its largest value and, accordingly, nonlinear distor-
tion affects only the high frequencies. On the opposite side,
in the region downwind and on the advancing side, nonlinear
effects kick in at lower frequencies. Finally, the correlation
plot of 1 /DTW and fstart indicates that fstart�1 /DTW �Fig.
8�c��.

It should be noted that fstart relates only to nonlinear
effects, while 1 /DTW is both a predictor for fstart and also a
measure of impulsiveness of the source signal �where in the
present context impulsiveness should be understood in terms
of rise time�. The contour plot of 1 /DTW indicates the areas
of impulsive signals irrespective of their subsequent nonlin-
ear evolution. The specific weighting used in the definition of
fstart�1 /DTW is specific to the signals at hand. A different
weighting might be appropriate for signals of different type.
Although the suitability of 1 /DTW to predict the arithmetic
value of fstart depends on the specific weighting, 1 /DTW can
be used in any case to compare two signals with regard to
their impulsiveness �keeping in mind that 1 /DTW has been
derived for signals with positive polarity and in the pre-
shock region�.

C. Effect of blade tip shape and broadband frequency
noise in the nonlinear evolution of BVI noise

The blade tip shape changes the shed vortex that inter-
acts with the succeeding blade to generate the BVI pulse.
This changes the BVI signal at source and, thus, its nonlinear
evolution. To investigate the effect, a second set of measure-
ments, also taken during the HELISHAPE project,18 was
analyzed. The flight conditions and the measurement points
were the same, but a rotor with a rectangular blade tip was
used instead of the swept blade tip. An extended numerical
analysis, similar to that of the measurements below the swept
tip blade, verified similar DSPL values and frequency bands
affected. Furthermore, the polarity of the source signal as a
predictor of the nonlinear evolution type �advancing vs re-
treating� as well as the relation between weighted rise fre-
quency �1 /DTW� and fstart are shown to hold for the rectan-
gular tip as well �Figs. 9�a� and 9�b��. Figure 9�a� shows an
area on the retreating side with positive polarity. Indeed, sig-

nals measured in that area evolve, following more the ad-
vancing side type than the retreating side type.

BVI noise is unsteady in nature, and instantaneous BVI
noise signals can be significantly different from averaged
noise signals. The environment in the DNW tunnel, however,
was very steady, and averaged noise signals do not differ
drastically from instantaneous. The main difference between
them is the higher values at the broadband frequency region
of the spectrum in the latter case. In general, the averaging
procedure broadens the BVI pulse and lowers the peak-to-
trough pressure amplitude.24 It further eliminates the pres-
sure fluctuations on the main BVI pulse and also the broad-
band noise, which in the time signal appears as small pulses
immediately after the BVI pulses at each blade passage. As a
result, the high frequency region of the power spectrum has
higher values, by up to 10 dB, in the case of instantaneous
signals. In terms of the Gol’dberg number 
, the broadband
frequency region is not as weak as in the case of the aver-
aged signals. Consequently, the power spectrum of the in-
stantaneous signal after propagation has a stronger high fre-
quency component than the power spectrum of the averaged
signal, and DSPL extends to higher frequencies �Fig. 10�a��.
The magnitude of DSPL, however, is more pronounced in
the averaged signal. An extended numerical investigation of
the instantaneous source signals verified the above differ-
ences in DSPL, as well as the suitability of polarity � and
weighted rise frequency 1 /DTW as predictors for the nonlin-
ear evolution type and fstart, respectively. As expected, the
polarity contours are the same for both averaged and instan-
taneous signals, as the BVI mechanism remains the same,
while the higher values of 1 /DTW and fstart in the instanta-
neous signals �compare Figs. 9�b� and 10�b�� are in line with
the fact that averaged signals are less impulsive due to the
averaging procedure outlined before.

V. DEMONSTRATION ON NONLINEAR PROPAGATION
DISTORTION IN NON-BVI NOISE

Cases of non-BVI noise are briefly examined next. Spe-
cifically, the cases of thickness noise and HSI noise, with and
without shocks, are considered. Thickness noise is caused by
the displacement of the air by the rotor blades and depends
on the blade thickness distribution and the advancing tip
Mach number �MAT�. Thickness noise is characterized by
symmetrical negative pulses. As MAT increases, the negative
pulse grows dramatically in amplitude and dominates the

FIG. 9. Rectangular tip blade �Ref. 18�: �a� polarity contour of all noise
source signals on a plane underneath the rotor; �b� correlation between fstart

of all noise signals after 120 m of propagation and weighted rise frequency
�1 /DTW� of all signals at source.

FIG. 10. �Color online� Instantaneous BVI noise signals: �a� comparison of
spectra of averaged and instantaneous BVI noise signal after 1000 m of
propagation for Mic 6 /x=−2.5; �b� correlation between fstart of all noise
signals after 120 m of propagation and weighted rise frequency �1 /DTW� of
all signals at source.
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time signal, but no shocks are formed. As MAT increases
further �above delocalization�, a strong signal of very large
amplitude is produced and shocks are formed. The left col-
umn of Fig. 11 shows this transition for increasing MAT �al-
beit measured for different blades and flight conditions�.
Thickness noise �combined with BVI noise� is depicted on
the first row, HSI noise without shocks on the second, and
HSI noise with shocks on the third row. The reader is re-
ferred to Ref. 10 for a detailed description of HSI noise.

The corresponding DSPL is shown on the right column.
The following can be noted: �i� When shocks are present in
the signal �this being the only case that has been considered
in the past�, the magnitude of DSPL becomes very large. The
magnitude is significantly larger than in the BVI cases con-
sidered in the previous sections, or in the case of shock-free
HSI noise also shown in Fig. 11. �ii� The polarity predicts the
evolution type of these non-BVI signals correctly. The polar-
ity of the thickness noise signal and of the HSI noise after
delocalization is positive. Accordingly, DSPL resembles the
advancing side type. The polarity of the shock-free HSI sig-
nal is negative, and DSPL resembles the retreating side type.
The latter also explains the small magnitude of DSPL despite
the large negative amplitude of the noise source signal. �iii�
The weighted rise frequency can be applied only for the

thickness noise signal �the other two signals have either
negative polarity or contain shocks�. Where applicable, how-
ever, the weighted rise frequency predicts fstart correctly.

VI. SUMMARY

In the present work, the effect of nonlinear propagation
distortion on helicopter main rotor noise was presented. The
case of low-speed descent was examined, where BVI noise is
the dominant noise contributor. The study was based on mea-
sured data close to the rotor and numerical calculations em-
ploying the augmented Burgers equation that predict the
noise level away from the helicopter with and without non-
linear effects. It was shown that nonlinear effects in BVI
noise propagation, which have been ignored in the past, can
be important in certain cases. Specifically, it was shown that
�i� advancing side BVI noise is affected by nonlinear distor-
tion, while retreating side BVI noise is not, �ii� the octave
frequency bands of 1000 and 2000 Hz are mostly affected,
and �iii� the difference between linear and nonlinear calcula-
tions can be as high as 7 dB for the affected frequency bands.
Based on the signal characteristics at source, two quantities
were derived. The first quantity, termed polarity, is based on
the pressure gradient of the source signal and can be used to
determine whether a BVI signal will evolve as an advancing
or a retreating side signal. The nonlinear evolution of ad-
vancing side BVI signals was further examined, and a sec-
ond quantity, termed weighted rise time, was derived.
Weighted rise time is a measure of the impulsiveness of the
BVI signal at source and can be used to determine at which
frequency nonlinear effects start to appear. The effects of the
blade tip shape and of broadband frequency noise were also
discussed in terms of polarity and weighted rise time. In
addition to BVI noise, HSI noise signals �with and without
shocks� and noise in the rotor plane �thickness noise com-
bined with BVI noise� were considered and evaluated with
regard to their nonlinear propagation distortion. Polarity and
weighted rise time were shown to be applicable in the cases
considered.
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In this paper, a formulation of the Helmholtz equation for three dimensional sound propagation in
a moving inhomogeneous medium in cylindrical coordinates is derived. Based on this formulation,
a three dimensional parabolic equation �PE� is constructed. This PE can be used to model sound
propagation in an inhomogeneous arbitrary moving medium. The method is used here to simulate
three dimensional outdoor sound propagation above a rigid flat ground surface. The numerical
results for two simple wind cases are presented and compared with analytical results to validate the
methodology. Examples of propagation problems with more complicated wind are then included to
demonstrate the importance of including the wind velocity directly in the PE method.
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I. INTRODUCTION

The frequency domain parabolic equation �PE� method
has been used widely for noise propagation predictions due
to its computational efficiency. Lentovich and Fock1 origi-
nally introduced the PE method for electromagnetic wave
propagation. Tappert2 introduced this technique to the ocean
acoustics community in the 1970s. Its main strength is the
prediction of long-range, low frequency sound propagation
in range-dependent environments. Considerable develop-
ments have been made over the past 3 decades and these
have been reviewed by Lee et al.3

In most previous research, two dimensional �2D� models
have been used to represent three dimensional �3D� acoustic
propagation problems using an axisymmetric approximation.
It has been assumed that the 2D models were sufficient if
azimuthal variations in the medium were sufficiently weak.
However, previous ocean acoustics research4,5 has found that
3D effects should not necessarily be neglected and 3D mod-
els are required in many situations. Thus, several 3D models
have been constructed for underwater acoustics research.4–9

In these models the effect of a mean current is considered
through the use of an effective sound speed �ESS� approxi-
mation, in which the current velocity component in the
acoustic propagation direction is added to the local speed of
sound. Yet the current velocity is treated as zero if its direc-
tion is perpendicular to the sound propagation direction. The
limitation of the approach is that the ESS approach is just an
approximation, which is only effective if certain conditions
are satisfied,10 even if the real current velocity is just parallel
to the acoustic propagation direction. For underwater acous-
tics, since the sound speed is usually much larger than the
magnitude of the current velocity, the ESS approximation
can be effective. However, in cases where the medium ve-
locity is a more significant fraction of the sound speed, such

as in outdoor sound propagation, a PE model including the
wind velocity explicitly should improve its accuracy.

Robertson et al.11 gave the PEs for acoustic propagation
explicitly including the current magnitude and current shear;
yet it was assumed that the wind velocity only varies in the
height direction. Based on the derived PE with the ESS ap-
proximation, it was identified that the current and current
effects could have significant effects on sound propagation
especially in the long range. �The PE method with wind ve-
locity included explicitly was not developed�. In another
effort,12 the explicit treatment of the wind velocity was ap-
plied in the fast field program �FFP� method. It was con-
cluded that the agreement between the explicit wind velocity
method and the ESS method becomes worse for long hori-
zontal distances, especially for only a few strongly trapped
modes of propagation. Meanwhile, the crosswind effect was
concluded as negligible. However, in the research it was as-
sumed that the wind velocity was constant at each vertical
atmospheric layer, and that the stationary phase method and
the sound propagation equations based on it are valid.

Ostashev13,14 developed a wave equation in a moving
medium with arbitrary inhomogeneities in sound speed and
density. Based on this equation, a PE for 3D wave propaga-
tion in Cartesian coordinates was obtained.15 This equation
can include the wind velocity explicitly. However, long-
range sound propagation for a point source involves spheri-
cal wave propagation, which cannot be represented easily in
Cartesian coordinates. A PE written in cylindrical coordi-
nates is more desirable.

In the present paper, a 3D PE for sound propagation in
cylindrical coordinates for a moving inhomogeneous me-
dium is derived. The resulting equation is then solved using
the Crank–Nicholson finite difference method. Numerical
simulations are conducted for several atmospheric sound
propagation problems with different 3D wind profiles above
a flat rigid ground surface. First, the numerical results for
simple wind cases are compared with analytical results to
validate the methodology. Examples of propagation prob-

a�Present address: Advanced Rotorcraft Technology, Inc., 1330 Charleston
Road, Mountain View, CA 94043.
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lems with more complicated wind are then simulated to dem-
onstrate the importance of including the wind velocity di-
rectly in the PE method.

II. GOVERNING EQUATIONS

A. The wave equation for a moving inhomogeneous
medium in cylindrical coordinates

The reduced wave equation �Helmholtz equation� for a
sound field p�x� propagating in an inhomogeneous arbitrary
moving medium can be written in Cartesian coordinates as13

��2 + k2�1 + �� − �� ln��/�0�� · �−
2i

�

�vi

�xj

�2

�xi�xj

+
2ik

c0
v · ��p�x� = 0. �1�

In this equation, Cartesian tensor notation is used, where
x1 is generally taken to be the direction of wave propagation
and x3 is the vertical or height direction. �=c0

2 /c2−1 is the
deviation from unity of the square of the refraction index in
a motionless medium. Equation �1� is derived from a full set
of linearized fluid dynamic equations with three assump-
tions: �1� internal gravity waves are neglected; �2� the mean
flow is incompressible, that is, � ·v=0; and �3� terms of or-
der �2=max�v2 /c0

2 , �vc̄ /c0
2� , �v�̄ /c0�0�� are ignored, where c̄

=c−c0 and �̄=�−�0 are the deviations of the sound speed
and density from their mean values.13

Equation �1� can be transformed from Cartesian coordi-
nates into cylindrical polar coordinates. In cylindrical coor-
dinates �r ,� ,z�, r and � define a horizontal plane. r is the
range, � is the azimuthal direction, and z is the height. The
wave equation in cylindrical coordinates from Eq. �1� can be
written as

�c1
�2

�r2 + k2�1 + �� + c2
�

�r
+ c3

�

��
+ c4

�2

��2 + c5
�2

�z2

+ c6
�2

�r�z
+ c7

�2

���z
+ c8

�2

�r��
+ c9

�

�z
�p�r,�,z� = 0,

�2�

where c1 ,c2 , . . . ,c9 are relatively complicated coefficients.
For example, c1 and c2 take the following forms:

c1 = 1 −
2i

�
��cos ��2�vx

�x
+ �sin ��2�vy

�y

+
sin 2�

2
� �vy

�x
+

�vx

�y
	� , �3�

c2 =
1

r
−

1

�

��

�r
+

2ik

c0
�vx cos � + vy sin ��

−
2i

�
� �sin ��2

r

�vx

�x
+

�cos ��2

r

�vy

�y

−
sin 2�

2r
� �vy

�x
+

�vx

�y
	� . �4�

The exact expressions for c3 through c9 are given in Appen-

dix. As can be seen, these coefficients depend on the mean
velocity vi and its derivatives. Here, the velocities and their
derivatives are expressed in Cartesian coordinates since the
mean media velocity is often better represented in that way.
Also, these coefficients can be calculated easily before the
propagation equation is solved.

If Eq. �2� is divided by c1, we obtain

� �2

�r2 + k2�1 + �� +
c2

c1

�

�r
+

c3

c1

�

��
+

c4

c1

�2

��2 +
c5

c1

�2

�z2

+
c6

c1

�2

�r�z
+

c7

c1

�2

���z
+

c8

c1

�2

�r��
+

c9

c1

�

�z
�p�r,�,z� = 0,

�5�

where k2�1+��=k2�1+�� /c1 and �= �1+�−c1� /c1. This is
the 3D Helmholtz equation in cylindrical polar coordinates
for an arbitrary moving inhomogeneous medium. The only
difference between Eqs. �1� and �5� is the change in the
coordinate system. Therefore, they are both based on the
same three assumptions.

If there are no wind or density gradients in the medium,
the expressions for the coefficients c1 ,c2 , . . . ,c9 can be easily
reduced to the following forms:

c1 = 1, c2 =
1

r
, c3 = 0, c4 =

1

r2 ,

c5 = 1, c6 = 0, c7 = 0, c8 = 0, c9 = 0. �6�

Substituting these coefficients into Eq. �5� gives the 3D
Helmholtz equation for a uniform medium at rest,

� �2

�r2 + k2 +
1

r

�

�r
+

1

r2

�2

��2 +
�2

�z2�p�r,�,z� = 0. �7�

Equation �7� has been used in a previous 3D propagation
model �FOR3D� to describe the effects of azimuthal varia-
tions in ocean acoustics,6 where the effect of the current
velocity is added into the wavenumber k. Moreover, compar-
ing Eqs. �7� and �5� shows that the 3D wind not only changes
the coefficients of the derivative terms that exist in the truly
3D homogeneous Helmholtz equation but also introduces
new cross derivative terms.

B. PE for a moving inhomogeneous medium in
cylindrical coordinates

Equation �5� is the starting point for the derivation of a
PE for sound propagation in a moving inhomogeneous me-
dium in cylindrical coordinates. The approach for the new
PE derivation combines the strategies used for the derivation
of a homogeneous PE by Lee et al.6 and for the derivation of
a 3D PE in Cartesian coordinates by Ostashev et al.15 First,
we assume that the zeroth-order Hankel function of the sec-
ond kind, H0

�2��kr�, is still a part of the solution of the new 3D
Helmholtz equation, as in the 2D PE approach, and that it
can be approximated by exp�ikr� /
r. Setting p=q /
r gives
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� �2

�r2 + k2�1 + ��� + � c2
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��
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�2
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c1
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1

2r

c6

c1
	 �

�z
�q = 0, �8�

where ��=�+k−2�3 / �4r2�−1 / �2r�c2 /c1�. To simplify the
above expression, we can write

d1 =
c2

c1
−

1

r
, d2 =

c3

c1
−

1

2r

c8

c1
, d3 =

c4

c1
, d4 =

c5

c1
,

d5 =
c6

c1
, d6 =

c7

c1
, d7 =

c8

c1
, d8 =

c9

c1
−

1

2r

c6

c1
. �9�

Furthermore, Eq. �8� can be expressed in the following op-
erator notation:

� �2

�r2 + k2Q2	q = 0. �10�

Here, Q is an operator including the differentiation terms in
the � and z directions, which can be written as

Q = �1 + L�1/2, L = F + G
�

�r
, �11�

where

F = �� +
d2

k2

�

��
+

d3

k2

�2

��2 +
d4

k2

�2

�z2 +
d6

k2

�2

���z
+

d8

k2

�

�z
�12�

and

G =
d1

k2 +
d5

k2

�

�z
+

d7

k2

�

��
. �13�

The operator Q can be represented by a Padé �1,1� approxi-
mation. This has been commonly used in previous deriva-
tions of the PE. That is,

Q = �1 + L�1/2 �
p1 + p2L

q1 + q2L
�14�

where

p1 = 1, p2 = 3/4, q1 = 1, q2 = 1/4. �15�

Equation �10� can now be split into an incoming and an
outgoing wave. Here, only the outgoing wave is considered.
Substituting Eq. �14� into the outgoing wave component
yields

�q

�r
= ik

p1 + p2�F + G�/�r�
q1 + q2�F + G�/�r�

q �16�

or

�q1 + q2F − ikp2G�
�q

�r
= ik�p1 + p2F�q − q2G

�2q

�r2 . �17�

The right hand side of this equation contains a term involv-
ing �2q /�r2. To obtain a PE in the range direction, this term
has to be eliminated. In order to do that, Eq. �5� is written as

� �2

�r2 +
1

r

�

�r
+

1

r2

�2

��2 +
�2

�z2 + k2

+ o��v/c0�, �c̄/c0�, ��̄/�0���p = 0. �18�

Here, the assumption that the wind velocity and sound speed
deviations are small compared to the sound speed is used,
and the density fluctuation is small compared to the ambient
density. This assumption is reasonable for most atmospheric
propagation situations. Introducing p=q /
r into Eq. �18�
gives

�2q

�r2 = − �k2 +
1

4r2 +
1

r2

�2

��2 +
�2

�z2�q . �19�

Then, the substitution of Eq. �19� into Eq. �17� yields

�q1 + q2F − ikp2G�
�q

�r

= ik�p1 + p2F�q + q2G�k2 +
1

4r2 +
1

r2

�2

��2 +
�2

�z2	q .

�20�

Finally, with q=� exp�ikr�, we obtain

�q1 + q2F − ikp2G�
��

�r

= ik�p1 + p2F − q1 − q2F + ikp2G��

+ q2G�k2 +
1

4r2 +
1

r2

�2

��2 +
�2

�z2	� . �21�

Equation �21� together with Eqs. �12� and �13� represent a
3D PE in cylindrical coordinates for an arbitrary moving
inhomogeneous medium.

III. NUMERICAL APPROACH

A. The Crank–Nicholson finite difference approach

To solve the resulting PE numerically, a Crank–
Nicholson PE method is used in the present study for the
same stability reason as for the 2D PE approach.16 In order to
facilitate the discretization, Eq. �21� is first written in an
operator form,

A
��

�r
= B� . �22�

Here, A and B are operators in the z and � directions. Apply-
ing the Crank–Nicholson finite difference algorithm in the r
direction yields

�A −
�r

2
B	��r + �r� = �A +

�r

2
B	��r� . �23�

To obtain the operators A and B, a central finite difference
scheme with second-order accuracy is used,

��

�z
=

��z + �z,�� − ��z − �z,��
2�z

, �24�
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�2�

�z2 =
��z + �z,�� − 2��z,�� + ��z − �z,��

�z2 , �25�

�3�

�z3 =
1

2�z3 ���z + 2�z,�� − 2��z + �z,��

+ 2��z − �z,�� − ��z − 2�z,��� . �26�

Similar operations are applied in the � direction and for the
mixed derivative terms. After a lengthy but straightforward
process, a linear system of equations can be obtained. This is
the finite difference form of Eq. �23�. Since third-order de-
rivatives are included in operators A and B, five-point finite
difference stencils are used in both the z and � directions. In
addition, mixed derivatives occur. Therefore, in all, there are
13 unknown variables in each of the linear system of equa-
tions. These unknown variables are ��z ,�−2���, ��z−�z ,
�−���, ��z ,�−���, ��z+�z ,�−���, ��z−2�z ,��, ��z−
�z ,��, ��z ,��, ��z+�z ,��, ��z+2�z ,��, ��z−�z ,�+���,
��z ,�+���, ��z+�z ,�+���, and ��z ,�+2���, as shown in
Fig. 1. The coefficients of these variables depend on the
sound speed, the density of the air, the wind speed, their
gradients, and the wavenumber.

One issue is stressed here in solving the resulting linear
system. To march in the range direction, it is necessary to
solve a linear system of N equations with N unknown vari-
ables at each range step r. Here, the N unknown variables
correspond to the acoustic pressure at each mesh point of the
�z ,�� plane. It is well known that solving this system of
equations requires N3 operations if a direct solution, such as
LU decomposition algorithm, is adopted. For example, if a
3D case with 2000 steps in the height direction and 181 steps
in the azimuthal direction is considered, there will be 2000
	181=362 000 points in one cylindrical surface of the com-
putational domain. That is, 362 000 equations corresponding
to 362 000 unknown variables have to be solved. To solve
such a linear system of equations requires �362 000�3 opera-
tions if the LU algorithm is used. For a 3.06 GHz CPU, this
would require �362 000�3 / �3.06	109��1.58	107 s. That
is, about 183 days are required for one step of range march-
ing. This is definitely not practical for a long-range propaga-

tion problem and it is why our preliminary calculations were
limited to a very small computational domain.17 Therefore, a
more efficient solver is needed, and an iterative solver, the
generalized minimum residual �GMRES� method,18,19 is
adopted in the research. Generally, an iterative algorithm re-
quires less than N2 calculations for a linear system with N
equations. For the above computational domain setup, only
43.7 s is needed for one calculation step with the 3.06 GHz
CPU. Since the GMRES method reduces the computational
demands significantly, long-range marching by the 3D PE
method can now be performed in a reasonable time frame.

B. The initial field

In previous research for 2D axisymmetric PE calcula-
tions, a Gaussian starting field has often been used.2

p�r = 0,z� = 
ik exp�− k2�z − zs�2

2
� . �27�

Here, the point source is located at �0,0 ,zs�. This form
avoids the singular point in the analytical solution if it is
calculated at r=0. However, in the 3D PE model the coeffi-
cient of �� /�� in Eq. �20� has a 1 /r term, which could gen-
erate a potential problem for the matrix equation as r→0
since a second-order central difference scheme is used. The
problem is that the coefficients of ��z ,�−��� and ��z ,�
+��� could be much larger than the coefficient of ��z ,��,
which is the diagonal term of the coefficient matrix. Conse-
quently, the resulting matrix is stiff with ensuing numerical
convergence and accuracy issues. Fortunately, this problem
can be avoided if the initial field is set at a finite distance
away from the acoustic source, where the 1 /r and 1 /r2 terms
are no longer large and the resulting coefficient matrix is
diagonally dominant. Furthermore, since there is no singular-
ity in this approach, the analytical solution can be used as the
initial field.

The acoustic field of a point source in a uniform atmo-
sphere, including reflection effect due to a ground surface, is
given by

p�r,z� =
exp�ikR1�

R1
+ Cr

exp�ikR2�
R2

. �28�

Here, acoustic source is located at �0,0 ,zs�, Cr is the reflec-
tion coefficient, R1=
r2+ �z−zs�2, and R2=
r2+ �z+zs�2.
This analytical solution is only applicable to a homogeneous
atmosphere, which could be used for the initial field in the
following no wind example case.

The simplest moving medium sound propagation prob-
lem is that where the wind velocity is uniform. If the wind
velocity is in the x-direction, the problem can be described
by

�− ik + M
�

�x
	2

g�x�xs� − �2g�x�xs� = 2
��x − xs� , �29�

where M is the Mach number in the x-direction, k is the
wavenumber, x= �x ,y ,z� is the observer location, xs

= �xs ,ys ,zs� is the source location, and g�x �xs� is the Green’s
function. The solution of Eq. �29� is given by

FIG. 1. The discretization strategy.
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g�x�xs� =
�2

R̄
exp�ik�R̄ − M�2�x − xs��� . �30�

Here, �=1 /
1−M2, and R̄=�
�2�x−xs�2+ �y−ys�2+ �z−zs�2.
Equation �30� gives the acoustic field of a point source for a
uniform wind in the x-direction. Similar to the homogeneous
atmosphere case, the analytical solution for a point source in
a uniform wind above a flat reflecting ground surface can be
obtained by adding an image source at �0,0 ,−zs�. This solu-
tion will also be used as an initial field later for a validation
case in Sec. IV C. It has to be pointed out that the uniform
wind case is just used for validation, since a uniform wind
does not exist in practice due to the friction of the ground
surface.

C. Boundary conditions

Besides the initial field, two kinds of boundary condi-
tions need to be considered for a 3D computational domain:
one is in the azimuthal direction and the other is in the ver-
tical direction.

If a full circle or 360° in the azimuthal direction is con-
sidered for the computational domain, periodicity can be
used for the azimuthal boundary condition. For example, the
pressure field at −90° is equal to the pressure field at 270°.
On the other hand, if the problem is symmetrical about the
y-direction �along the −90° to 90° line� in cylindrical coor-
dinates, as shown in Fig. 2, the 360° computational domain
can be reduced to 180°, which consequently reduces the
computational demands.

In setting the vertical boundary, there is a difficulty due
to the second-order finite difference used for the third-order
differential terms in Eq. �21�. That is, the discretized PE
involves ��z−2�z ,�� and ��z+2�z ,�� terms at the lower
and upper boundaries, respectively. Consequently, two extra
points are located outside of the vertical boundaries of the
computational domain. This problem can be avoided if bi-
ased second-order finite difference stencils are adopted for
the third-order derivative terms. They can be expressed as

� �3�

�z3 �
lower boundary

=
1

3�z3 �2��z + 2�z,�� − 6��z + �z,��

+ 6��z,�� − 2��z − �z,��� , �31�

� �3�

�z3 �
upper boundary

=
1

3�z3 �2��z + �z,�� − 6��z,��

+ 6��z − �z,�� − 2��z − 2�z,��� . �32�

Now, only one point outside the upper and lower bound-
aries is needed for the discretization operations, which can be
handled by using a “locally reacting” boundary condition.20

In the research, a rigid surface with reflection coefficient of 1
�infinite impedance� is used for the ground surface in order
to simplify the problem, although an outdoor ground sur-
face’s reflection coefficient is generally complex-valued and
angle-dependent. For the upper boundary, a non-reflecting
boundary condition is adopted at z=zmax, with impedance
equal to unity. Below this there is a buffer zone, 50 wave-
lengths in depth. In this buffer zone, damping is applied to
the disturbances so that their amplitude is very small at the
edge of the computational domain.

IV. RESULTS AND DISCUSSION

The 3D PE, Eq. �21� together with Eqs. �12� and �13�, is
used to simulate several example cases in this section. First,
validation of the 3D PE model is conducted by comparing
numerical and analytic results for a no wind and a uniform
wind case. Then a logarithmic wind profile case is simulated
to investigate the wind influences. At the same time, the 3D
PE results are compared to the 2D PE results that use an ESS
approximation for the wind velocity. Finally, a more compli-
cated case is considered in which both the wind magnitude
and direction change with height.

Unless otherwise stated, the examples shown use a unit
monopole source above a flat rigid ground surface with the
observer located at 1.7 m above the ground. The frequency
of the acoustic source is 20 Hz, the sound speed is 340 m /s,
and there are no medium density and sound speed variations
throughout the computational domain.

A. Homogeneous atmosphere with no wind

In order to validate the 3D PE model, the first example
case conducted is sound propagation in a homogeneous at-
mosphere with no wind. The acoustic source is located 3.4 m
above the ground surface. Since a homogeneous atmosphere
is assumed, the problem is strictly axisymmetric and there is
no � dependence. This problem can be described by Eq. �7�
and it has an analytical solution given by Eq. �28�. To solve
this case by the 3D numerical model, both the range and
height steps are chosen to be one-tenth of the sound source
wavelength. Although the problem is azimuthally indepen-
dent, the azimuthal direction is still included in the simula-
tion in order to validate the new 3D PE approach. The azi-
muthal range is set from −90° to 90° and an azimuthal step
size of 15° is used for the calculation. In general, 90° is set as
the downwind direction, and −90° is the upwind direction. At
0° the wind is perpendicular to the sound propagation direc-
tion and this is called the cross wind direction as in Fig. 2.
Though, in this first example, there is no wind.

Figure 3 compares the resulting real part of the acoustic
pressure with the analytical results. It can be seen that the 3D
PE results match the analytical solutions very well. The

FIG. 2. The computational domain for the 3D PE calculation.
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imaginary part of the acoustic pressure and, consequently,
the resulting sound pressure level �SPL� also match between
numerical results and analytical results. For brevity, these
results are not shown here. Furthermore, since there is no
azimuthal dependence, the 3D PE results should be indepen-
dent on the azimuthal direction. This is illustrated in Fig. 4,
where the three curves in different azimuthal directions are
all in agreement.

B. Homogeneous atmosphere with a uniform wind

The second validation case is sound propagation in a
homogeneous atmosphere with a uniform wind. The acoustic
source is located at 3.4 m above the ground surface. The
wind velocity is set in a direction from −90° to 90° with a
magnitude of M =0.2. Clearly, this is not a realistic wind
speed, but such a high value of M was chosen to exaggerate
the effect of the wind. An analytical solution is available as
given by Eq. �30�. Moreover, with this equation, the initial
acoustic field for the 3D PE simulation can be calculated on
a cylindrical surface with a radius of 17 m, centered at the
acoustic source as in Fig. 2. Since the problem is symmetri-
cal, the semi-cylindrical computational domain is used with
an azimuthal symmetry boundary condition.

Figure 5�a� compares the numerical and analytical re-
sults for the real part of the acoustic pressure in the cross

wind direction, �=0°. Figure 5�b� shows a comparison of the
SPL. For brevity the imaginary part of the acoustic pressure
comparison is not shown here. Figure 6�a� compares the real
part of the acoustic pressure for the analytical and numerical
results in the upwind direction, and Fig. 6�b� conducts the
same comparison in the downwind direction. As can been
seen, in each case the numerical results are in good agree-
ment with the analytical results. At the mean time, the figures
show, as expected, that the wavelength is elongated in the
downwind direction, and the wavelength is shortened in the
upwind direction.

One issue to be addressed is the mesh resolution influ-
ence on the above calculation. For the results shown, the
range and height step sizes are taken to be one-tenth of the
wavelength. In the azimuthal direction, a very small step
size, 0.5°, is used. This means there are 361 azimuthal steps
for the 180° semi-cylindrical computational domain; that is,
m�=361, where m� is the total number of steps in the azi-
muthal direction. Note that the relative wind velocity varies
with azimuthal angle in this case, and thus the azimuthal step
could affect the accuracy of the numerical simulation. Figure
7 shows the influence of azimuthal mesh resolution, m�, on
the numerical errors for the real part of the acoustic pressure.
The figure shows that the finer meshes give better accuracy.
A similar conclusion can be drawn from the imaginary part
of the acoustic pressure. As can be seen, the m�=91 results
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are very close to the m�=361 results. Thus, m�=91 results
with 2° resolution in azimuthal direction can be treated as the
converged results, which are used for the subsequent simu-
lations.

C. Homogeneous atmosphere with a logarithmic wind

Due to the friction of the ground surface, the wind pro-
file is generally considered to be logarithmic in the boundary
layer of the atmosphere and can be approximated in a simple
formula,

v = A ln�z + 1.0� . �33�

Here A is a constant, and z is the height. An example case
with A=9.424 is modeled. The parameter gives M �0.2 or
v=68 m /s at the largest height �1360 m� of the computa-
tional domain. �Again, this is not a realistic wind speed, but
such a high value of M was chosen to exaggerate the effect
of the wind.� Since this velocity profile is relatively straight-
forward, it is not shown here. This case is referred to as
logarithmic wind case, where the wind direction is set from
−90° and 90° and only the wind magnitude varies with
height. Thus, the problem is still symmetrical, and semi-
cylindrical computational domain can be used.

No analytical solution is available for this problem.
However, to set the initial field, the analytical solution, Eq.

�30�, for the uniform wind case is still adopted for the 3D PE
calculation. The initial cylindrical surface is still located
17 m away from the acoustic source. The problem can be
thought of as an initial acoustic field being propagated in an
atmosphere with a logarithmic wind profile. Here, two ex-
ample cases are modeled with two different source locations:
zs=3.4 m and zs=68 m.

Figure 8 shows the resulting SPL as a function of range
for the zs=3.4 m case in three different azimuthal directions.
The observers are located at z=1.7 m above the ground sur-
face. �=−90° is the upwind direction, �=0° is the cross wind
direction, and �=90° is the downwind direction. Clearly, the
SPL profiles are very different from each other in the differ-
ent observer directions. In the downwind direction, the SPL
has the largest values due to downward refraction, where
peaks and valleys alternate in the SPL profile because of the
multiple ground reflections. In the cross wind directions,
there is no acoustic refraction in the vertical direction, and
the SPL is only slightly affected by the cross wind. Multiple
ground reflections do not exist either; thus the SPL profile is
smooth. In the upwind direction, the SPL decreases with
range due to upward refraction, and a shadow zone is formed
as the range reaches about 600 m. �In an upward refracting
atmosphere, a region exists where no sound rays arrive; this
region is called the shadow region or shadow zone. In this
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paper, the shadow zone is taken to be the locations where the
SPL is less than zero.� It should be stressed that the influence
of atmospheric absorption is not considered in these simula-
tions, but it could be added into the PE model by adding an
imaginary part to the wave number.

Figure 9 shows the SPL profiles for the zs=68 m case.
Different from the zs=3.4 m case, a shadow zone begins at a
more distant range, about r=800 m, in the upwind direction.
This is because of the larger vertical distance between the
acoustic source and observer. Meanwhile, in the downwind
direction, the SPL is less than in the zs=3.4 m case. This is
not only because the vertical distance between the source and
observer increases but also because fewer ground reflections
occur. Consequently, fewer peaks and valleys alternate for
the zs=68 m case than for the zs=3.4 m case. At the observer
location �=0°, the SPL for the zs=68 m case is less than the
zs=3.4 m case at smaller ranges �r100 m�, because the
vertical distance between acoustic source and observer is
larger. Yet with an increase in range, the influence of the
vertical distance between source and observer reduces, and
thus the SPLs of the two cases �zs=68 m case and zs

=3.4 m case� are similar at long ranges. One thing to be
mentioned is that the downwind refraction influence in-
creases from 0° to 90° and from 180° to 90°. On the other
hand, the upwind refraction influence increases from 0° to
−90° and from 180° to −90°. For brevity, these results are
not shown here.

To identify the effectiveness of using ESS to model
wind velocity in a 2D calculation, Fig. 10 compares the pre-
dicted SPL in different azimuthal directions for the 3D PE
and the 2D PE results for the zs=3.4 m case. Figure 10�a�
shows the upwind and downwind comparisons. As can be
seen, the differences are not more than 3 dB in either direc-
tion. However, noticeable SPL differences can be found in
the cross wind direction ��=0° � in Fig. 10�b�. The differ-
ences can be as large as 5 dB. Since there is no wind in the
direction parallel to sound propagation at �=0°, the SPL
differences can be accounted for only by the neglect of the
cross wind in the 2D PE method. Figure 11 conducts the
same comparison for the zs=68 m case. Significant differ-

ences can be seen in the downwind direction, as shown in
Fig. 11�a�. The maximum difference is more than 20 dB. For
observers at �=0°, small differences can be identified be-
tween 2D and 3D PE results. The maximum SPL difference
is about 3 dB as in Fig. 11�b�. These comparisons are similar
as in Ref. 12, where “a shift in the interference pattern” was
shown up as the main difference between the ESS results and
the FFP method with wind velocity explicitly included. It
was argued that “The difference between the two methods
are most evident, when there are only a few strongly trapped
modes of propagation,” and “when many modes appear in
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the solutions, the difference in level varies rapidly with
range, but the envelopes of the solutions are quite similar.”
The effect is seemingly repeated here. As can be seen, there
are more modes in the downwind direction of Fig. 8 than that
in Fig. 9. It is reasonable since the vertical distance between
source and observer is larger in the later case. Therefore,
there are larger differences between the 2D and 3D results in
Fig. 11�a� than that in Fig. 10�a�. However, the shift in the
interference pattern is not the only difference in the new
results; noticeable magnitude difference can be identified,
especially in Fig. 11�a�. The lack of the magnitude difference
in results of Li et al.12 could be due to their assumption of
the stationary phase method. Possibly, it is also the reason
where the arguable conclusion “the crosswind component
has no significant contribution” was drawn.

Furthermore, Pierce10 gave an equation to describe the
curvature of a refracted sound ray due to a wind gradient in
the vertical direction on the sound propagation surface, with-
out considering the lateral refraction caused by crosswinds,

rc =
c

�dc/dz�sin � + dvx/dz
. �34�

Here vx is the wind component in the sound propagation
direction, and � is the incident angle between the sound ray
and the vertical direction �height�. It is argued that if a sound
ray propagates in a nearly horizontal direction, sin � is ap-
proximately unity, and the ESS is an appropriate approxima-
tion to the effects of the wind. However, if � is less than 30°,
the influence of a wind-speed gradient is substantially greater
than that of a sound speed gradient of the same magnitude.
Under this condition, the ESS is not an appropriate approxi-
mation anymore. In the zs=68 m case, more sound rays
arrive at observer locations with large incident angles
��30° � than the zs=3.4 m case. Meanwhile, there are less
strong modes trapped in former than later due to the larger
vertical distance. Therefore, the ESS approach for the zs

=68 m case is worse than for the zs=3.4 m case in down-
wind direction. In the crosswind directions, the wind velocity
is perpendicular to the sound propagation direction, and no
wind velocity exists in the direction parallel to the sound
propagation. The SPL difference can only come from the
negligence of the cross wind in the 2D PE simulation. Par-
ticularly, at the observer height z=1.7, the wind velocity is

approximately 8.3 m /s �M =0.02� and is relatively small.
Thus, there is no significant SPL differences due to the lat-
eral refraction for both zs=3.4 m and zs=68 m cases. For
observer locations �=−90°, since the influence of upward
refraction is dominant and a shadow zone forms in a very
small distance, there is not enough distance to show SPL
differences between the 2D and 3D PE results.

D. Homogeneous atmosphere with a rotating wind

In all the cases considered so far, the wind velocity had
a simple profile. In this subsection, a case with a more com-
plicated 3D wind profile is considered. Here, not only the
magnitude of the wind velocity changes with height as in the
logarithmic wind case but also the direction of the wind
changes with height. The wind direction profile is shown in
Fig. 12�a�, which is referred to as the rotating wind case. The
resulting wind velocity components, vx �along the 0° and
180° axes� and vy �along the −90° and 90° axes�, are shown
in Fig. 12�b�. For this case, a more significant wind shear is
included with increased wind velocity varying with height.
Notice that the problem is not symmetrical anymore. Thus, a
full cylindrical computational domain has to be used with a
periodic boundary condition. Again the initial field is calcu-
lated at a cylindrical surface 17 m from the acoustic source
as in the logarithm wind examples. Two cases are simulated:
one has the source at a height of 3.4 m and the other at a
height of 68 m.

Figure 13 shows the variations in the SPL with range for
three different observer directions for a source located at zs

=3.4 m, where the 2D PE results are included for compari-
son. Figure 13�a� shows the results at �=−90° and �=90°,
and Fig. 13�b� shows the results at �=0°. Since the differ-
ence between 2D and 3D PE results become significant in
the long range, here only the long-range �4000–5000 m� re-
sults are shown. As can be seen, the acoustic pressure is
significantly different at the different observer locations due
to the wind influence. Furthermore, although the vertical dis-
tance between the sound source and observer is not large in
this case, noticeable differences can be seen between the 3D
and 2D results, especially at �=90°, where much larger SPL
differences are illustrated than the logarithmic wind case
with the same source height as in Fig. 10. The maximum
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FIG. 12. Wind velocity for the rotating wind case. �a� Velocity direction and �b� velocity magnitude.
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difference is found to be more than 14 dB. It is possible that
at �=90° there are many modes trapped in the propagation;
thus the results are very smooth and the 2D and 3D results
look similar. At �=−90° only two modes are trapped, and the
2D and 3D results are significantly different: At �=0°, a few
�more than two� modes are trapped, and noticeable differ-
ence is found between 2D and 3D results.

Figure 14 shows a similar comparison for a source
height zs=68 m case. Less acoustic modes are trapped in all
the three propagation directions than the above case. There-
fore, much more significant differences between the 3D and

2D calculations can be noticed here than the former case, and
here a difference of more than 25 dB can be found in many
observer locations. Based on these comparisons, it can be
concluded that, for a more complicated wind case with both
direction and magnitude changes with height, the 2D PE
does not predict the influence of wind on sound propagation
in long distance with strong refraction accurately.

V. CONCLUSIONS

In this paper, a 3D Helmholtz equation in cylindrical
coordinates is derived for an arbitrary moving inhomoge-
neous medium. Based on this equation, a novel 3D PE in
cylindrical coordinates is developed. The PE is then dis-
cretized by the implicit Crank–Nicholson finite difference
method with second-order accuracy, and the resulting system
of linear equations is solved using the GMRES method with an
appropriate initial field and boundary conditions.

To validate the 3D PE model, several example cases
have been calculated. The results are compared to the ana-
lytical solutions for the no wind and uniform wind cases,
where the numerical and analytical results match very well.
Then the 3D PE model is applied to an investigation of
propagation with a logarithmic wind profile. The numerical
results show the atmospheric refraction due to the wind ve-
locity gradients in height direction clearly. Then, the 3D PE
results are treated as accurate solutions to identify the result-
ing SPL differences between the 3D PE and 2D PE calcula-
tions with an ESS approximation for wind velocity. It is il-
lustrated that if vertical distance between the sound source
and observer is small, the 2D PE errors are small. However,
as the vertical distance increases, significant differences can
be identified. In the downwind directions, the maximum SPL
differences can be more than 20 dB. It can be concluded that
as there are more sound rays arrive at observer locations with
large incident angles as the vertical distance between the
source and observer increases, ESS approach becomes less
effective. Meanwhile, as there are less acoustic modes
trapped in the larger vertical distance case, the differences
between the 2D and 3D results become significant. In addi-
tion, the 3D PE has been used to simulate 3D rotating wind
cases, where the wind is found to have a significant influence
on sound propagation. The wind effects are more intense
while the vertical distance increases, which is similar as the
logarithm wind case. Based on these results, it can be con-
cluded that for long-range sound propagation with strong 3D
effects �from wind�, the new 3D PE method should be used.
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APPENDIX

Expressions for the coefficients c3 , . . . ,c9 in Eq. �2�:

FIG. 13. SPL comparison of numerical results using 2D PE with an effec-
tive speed of sound approximation and 3D PE for a monopole source lo-
cated at zs=3.4 m and different azimuthal locations for the rotating wind
case. �a� In the upwind and downwind directions and �b� in the cross wind
direction.

FIG. 14. SPL comparison of the numerical results using 2D PE with an
effective speed of sound approximation and 3D PE for a monopole source
located at zs=68 m at different azimuthal locations for the rotating wind
case. �a� In the upwind and downwind directions and �b� in the cross wind
direction.
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Research on the propagation of acoustic waves in the ocean bottom sediment is of interest for active
sonar applications such as target detection and remote sensing. The interaction of acoustic energy
with the sea floor sublayers is usually modeled with techniques based on the full solution of the
wave equation, which sometimes leads to mathematically intractable problems. An alternative way
to model wave propagation in layered media containing random scatterers is the radiative transfer
�RT� formulation, which is a well established technique in the electromagnetics community and is
based on the principle of conservation of energy. In this paper, the RT equation is used to model the
backscattering of acoustic energy from a layered elastic bottom sediment containing distributions of
independent scatterers due to a constant single frequency excitation in the water column. It is shown
that the RT formulation provides insight into the physical phenomena of scattering and conversion
of energy between waves of different polarizations.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3203992�
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I. INTRODUCTION

Research on the interaction of acoustic energy with the
sea floor has gained importance due to its role on the perfor-
mance of sonar systems in shallow water and the demand for
more accurate models for remote sensing of the sea floor. In
the first case, a better understanding of this interaction can
help to differentiate sources in the water column from bot-
tom reverberation and improve estimates of bottom reflection
loss for navy applications. In the latter case, it can enhance
current techniques for inversion of geoacoustic parameters
and/or provide physical understanding of the structure of the
scattered field for bottom probing applications. The goal of
this work is to introduce the radiative transfer �RT� formula-
tion as an alternative method to the classic wave theory ap-
proach for computation of volume scattering.

Ocean bottom sediments are usually modeled as discrete
layers with rough interfaces containing volume inhomogene-
ities. Acoustic backscattering is divided in rough surface
scattering due to the contrast at the water-sediment interface
and volume scattering due to subbottom inhomogeneities.1

Although there are models that unify volume and rough sur-
face scattering into a single formulation,2,3 a simple model
that handles multiple layered sediments with embedded ran-
dom scatterers remains a challenge.

Several formulations based on the classic wave theory
have been developed to predict sediment backscattering, and
most of them are based on the integral method.1,3,4 This tech-
nique consists of writing the sound speed and the density as
constant mean values with random perturbations that depend
on the position in the media. The resulting homogeneous
wave equation for the perturbed media can be recast into a
heterogeneous wave equation with a “source” term that is a

function of the perturbations. With the integral method, the
statement of the problem is exact,3 but the solution of the
integral equation requires approximations that might limit its
range of applicability.

Examples of such approximations are the assumption of
weak scatterers2,5 or small fractional volumes.6 Due to high
sediment attenuation these assumptions simplify the math-
ematical formulation by considering only single scattering
events. In most cases these models have shown good agree-
ment with experimental backscattering data, but they have
underestimated volume scattering in certain environments7

and it has been suggested that this might be due to neglecting
of multiple scattering.

Other common approximation in current volume scatter-
ing models is the assumption of shallow acoustic penetration,
which allows to ignore contributions from deeper scattering
features but it constrains the model to frequencies higher
than 10 kHz and shallow grazing angles.1 Also, most of the
classic models neglect the often complicated contribution of
shear waves, which is not a good approximation for certain
types of consolidated elastic media.8

Contrary to the classic wave theory, the RT formulation
works with the propagation of energy rather than the fields
that carry it, and it is suggested that in general, its solution is
much simpler than the integral method approach from classic
wave theory.9 RT theory has been a dynamic area of research
in electromagnetic remote sensing, optic sensing, and more
recently it has been adapted to acoustic waves to model the
propagation of longitudinal and shear waves in elastic media,
with applications in seismics10 and ultrasound.11 In those ap-
plications, the environment consists of parallel layers with
embedded random scatterers, and this similarity with the sea-
bed motivates this work.12

Despite the common presentation of RT theory as a phe-
nomenological or heuristic statement of energy conservation,
the RT theory for parallel-plane homogeneous layers with

a�Author to whom correspondence should be addressed. Electronic mail:
jorgeq@pdx.edu
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random discrete scatterers can also be derived from formal
principles of wave theory.13,14 More recent developments in-
clude several approximate techniques to handle densely
packed discrete scatterers,15–17 gradients of the refractive in-
dex of background media,18 horizontally variable layered
environments,19,20 and time-dependent broadband
excitations.21,22

The RT equation presented in this work is the full elastic
solution which includes the effect of multiple scattering, at-
tenuation due to lossy scatterers or lossy background media,
and transformation of waves of different polarizations and
multiple parallel layers. Wave theory is still utilized to esti-
mate the scattering characteristics of the random particles,
but once the scattering and absorption cross sections are de-
fined, the problem reduces to solving the RT equation. Then,
the scattering media can be characterized by an extinction
factor �that accounts for scattering and loss mechanisms� and
an emission factor �which describes the scattering of energy
from neighboring particles into the direction of observation�.

In this paper, the main equations for the RT formulation
for acoustics as derived by Turner and Weaver11 are summa-
rized and applied to layered media containing low density
distributions of spherical voids. The focus of this paper is on
the steady-state RT formulation, which corresponds to a
monochromatic constant excitation. The notation introduced
in this paper will be extended in the future to the solution of
the transient RT formulation22 required to simulate finite
length pulses with the spectral characteristics commonly
used in sea experiments. It is shown that the RT solution
provides straightforward intuition into the physical problem
and that the effect of each scattering process can be isolated.

This paper is organized as follows: Sec. II explains the
scalar RT equation from a phenomenological perspective. In
Sec. III, the vector RT equation utilized in acoustics is intro-
duced for a finite layer with reflective boundaries, and Sec.
IV summarizes the procedure to solve this equation. Section
V presents the equations for the plane wave reflection/
transmission coefficients that are utilized in this paper as
boundary conditions for the water-elastic and the elastic-
elastic interface. In Sec. VI, the relation between the specific
intensity and the power flux is explained, and in Sec. VII
simulations for different combinations of background attenu-
ation and layering structure are presented. Section VIII cor-
responds to conclusions and a summary of the capabilities
and limitations of the RT model for random media.

II. THE CONCEPT OF RT

The RT theory was initially formulated by astrophysi-
cists for study of stellar spectra,23 and several methods for
the solution of the RT equation have been proposed. Some
solution methods take advantage of symmetry of the random
media, and in this section the RT equation is summarized for
the specific case of parallel planes with discrete scatterers, as
described in the literature.11,24 With parallel-plane media, the
intensity I�� ,� ,z� propagating in the random media is a
function of depth z, azimuth �, and elevation angle �.

The interaction of energy with the layered media is il-
lustrated in Fig. 1, where the total intensity can be divided

into two components: the reduced intensity Iri, which repre-
sents the coherent energy that travels with a constant direc-
tion, and the diffuse intensity Id, which propagates in all di-
rections.

The reduced intensity is attenuated due to its interaction
with the scatterers and the multiple reflections in layer 1 as
well as absorption within the media. From conservation
laws, part of the attenuated energy will escape layer 1 and

this is determined by the transmission coefficients T̂10 and

T̂12 from media 1 to media 0 and 2, respectively �the subin-
dex notation follows Tsang et al.25 and the symbol ˆ refers to
the transmission/reflection coefficients for specific intensi-
ties, as explained in Sec. V�. Since the rest of the attenuated
energy becomes the diffuse intensity, the reduced intensity
can be regarded as a source of diffuse intensity, and the
amount of diffuse intensity depends on the nature of the vol-
ume scatterers.

In this paper, flat interfaces are assumed and the Fresnel
reflection coefficients are utilized. For a single interaction
with the bottom, the total upward intensity I�� ,� ,z� in the
direction ��m�� /2,�m� in layer 0 at z=0− is given by

I��m �
�

2
,�m,0−�

= T̂10Id�� �
�

2
,�m,0+� + �R̂01Iri0

↓ ��0,�0,0−�

+ T̂10Iri1
↑ �� − �1,�0,0+�����m − �� − �0�����m − �0� ,

�1�

where �� ,�� are the elevation and azimuth angles of the
diffuse intensity, Id and Iri1

↑ are the diffuse and upward re-
duced intensities in layer 1, respectively, Iri0

↓ is the incident
intensity, and � is the Kronecker operator to indicate that the
coherent intensity can be observed only in the specular di-
rection ��0 ,�0�. The reduced intensity includes the reflection

coefficient between layers 1 and 2, R̂12, and the attenuation
of energy due to interaction with the random scatterers.
Mathematically, it can be written as

z = 0

z = zb

z = z2

ẑ

x̂

θ0

θ1

π − θ0

π − θ1

π − θ0

θ

θm

θ2

I
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ri0
I
↑

ri0
= R̂01I

↓

ri0
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ri1

I
↑

ri1

I
↓

ri2

cL0, ρ0
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FIG. 1. Diagram of the reduced intensity Iri �solid arrows� and the diffuse
intensity Id �dashed arrows� in a layer containing random scatterers. In this
paper, �a is the diffracted angle for a wave in media a measured with respect
to the ẑ axis, with �0 denoting the incident angle of the energy from the

source in layer 0. The reflection coefficient for specific intensity, R̂ab, cor-
responds to a wave traveling and bouncing back to media a when the bound-
ary a �b is reached. Layer 2 is an infinite half space with z2=�.
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Iri1
↑ �� − �1,�0,0� = T̂01R̂12Iri0

↓ ��0,�0,0�exp�− 2
��zb

cos �1
	 ,

�2�

where zb is the thickness of the layer with random scatterers,
� is the density of scatterers, and � is known as the extinc-
tion coefficient, which is a characteristic of the scatterers and
the background attenuation and will be defined later. The
angle �1 results from diffraction when energy in layer 0 with
an incidence angle �0 is transmitted to layer 1, according to
Snell’s law. As expected, the intensity related to volume scat-
tering �Id� will be zero if �0 is greater than the critical angle
at the fluid-water interface since no energy can penetrate into
layer 1.

In the RT literature it is a common practice to define the
specific intensity as I�	 ,� ,z�, where 	=cos � is negative for
upward going intensity and positive for downward going in-
tensity. This convention will be adopted in this paper.

Figure 2 shows a differential volume containing a distri-
bution of � scatterers per m3.

The change in the total intensity I�	 ,� ,z� as a function
of the traveled distance dz /	 and the energy that arrives
from other directions ��� ,��� can be expressed as11,24

�I�	,�,z�
��z/	�

= − ���
 + �� + 2��I�	,�,z�

+
�

4�



−1

1 

0

2�

p�	,�;	�,���I�	�,��,z�d	�d��,

�3�

where I�	 ,� ,z�= Iri�	 ,� ,z�+ Id�	 ,� ,z� includes the re-
duced and diffuse intensities, 
 and � are the scattering
and absorption cross sections of a single particle normalized
by 4�, respectively, � is the attenuation of the back-
ground media in Np/m, and p�	 ,� ;	� ,��� is the scatter-
ing strength into direction �� ,�� for a single particle
when the incident energy arrives from direction ��� ,���.
Following the definition by Turner and Weaver,11 

= �1 /4���=4�p�	 ,� ;	� ,���d where �=4�� · d indi-
cates an integral over a solid angle of 4�.

The form of Eq. �3� assumes independent scattering,
where the total scattering is the product ��
+��. If the frac-

tional volume is large enough �typically 5%–10% or greater�,
the dense media radiative transfer formulation is used in-
stead, where the total scattering is substituted by an effective
scattering parameter.15,16

From Eq. �3�, the intensity within the volume is de-
creased by ���
+��+2�� and increased by the contribution
of energy coming from all directions and coupling into the
�� ,�� direction. This is represented by the integral over all
possible �� and �� angles.

The extinction cross section �= �
+��+2� /� is a mea-
surement of the amount of coherent energy that is trans-
formed into diffuse energy due to scattering and absorption
of the background media and the particles.

III. RT EQUATION IN ELASTIC MEDIA

In this section, the procedure developed by Turner and
Weaver11 to obtain a RT for ultrasound is outlined and modi-
fied for the case of a finite layer with reflecting boundaries at
the top and bottom.

For acoustics, the specific intensity I�� ,� ,z� can be di-
vided in longitudinal and shear waves. From the definition of
Stokes parameters, five specific intensities can be defined: IL,
Ix, and Iy represent the total energy due to longitudinal, shear
horizontal, and shear vertical waves, respectively, and IU and
IV represent correlations between the shear waves. As in Sec.
II the total intensity is the summation of the reduced and the
diffuse intensities. Since these intensities have different po-
larizations, they are orthogonal to each other and Eq. �3� can
be applied to each one independently:

	
�IL�	,�,z�

�z
= − ��LIL�	,�,z�

+
�

4�



−1

1 

0

2� ��
b

PLb�	,�;	�,���

�Ib�	�,��,z�	d	�d�� �4�

for the longitudinal component and

	
�Ia�	,�,z�

�z
= − ��TIa�	,�,z�

+
�

4�



−1

1 

0

2� ��
b

Pab�	,�;	�,���

�Ib�	�,��,z�	d	�d�� �5�

for any of the four transversal components, where b
� �L ,x ,y ,U ,V� and a is any of the shear specific intensities
�x, y, U, or V�. The longitudinal and shear extinction cross
sections are defined as �L=
L+vL+2�L /� and �T=
T+vT

+2�T /�, respectively. The term Pab�	 ,� ;	� ,��� represents
the coupling of energy from a wave with b polarization into
a wave with a polarization. Conceptually, it is similar to the
scattering function p�	 ,� ;	� ,��� for the scalar case, except
that Pab�	 ,� ;	� ,��� includes the rotation of Stokes param-
eters about an axis, which is a step required to align the

ẑ

x̂
θ

θ
′

I(µ, φ, z
+

dz)

I(
µ
′ , φ

′ , z
)

I(µ, φ, z)

dz/µ

FIG. 2. Diagram of the interaction of an energy beam traveling in the �� ,��
direction with scatterers within a differential volume. The intensity at the
output of the volume, I�	 ,� ,z+dz�, results from the attenuation of the input
intensity I�	 ,� ,z� and the reinforcement due to energy coming from other
directions ��� ,���.
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incident and scattered intensities with an arbitrary scattering
plane.11,13

Equations �4� and �5� have the same form, and it is con-
venient to define a vector RT equation that can be solved
more efficiently. Also, in RT literature the variable �=�
Tz is
defined as a normalized depth. After this substitution,

	
�I��	,�,��

��
= − �̃� I��	,�,��

+
1

4�
T



−1

1 

0

2�

P� �	,�;	�,���

�I��	�,��,��d	�d��, �6�

where the underbar denotes vector/matrix quantities and

I��	,�,�� =�
IL

Iy

Ix

U

V
� , �7�

�̃� =�
�̃L 0 0 0 0

0 �̃T 0 0 0

0 0 �̃T 0 0

0 0 0 �̃T 0

0 0 0 0 �̃T

� , �8�

with �̃L=�L /
L and �̃T=�T /
L. The term P� �	 ,� ;	� ,��� is
the 5�5 Mueller matrix11 for a single scatterer:

P� �	,�;	�,��� =�
PLL PLy PLx PLU PLV

PyL Pyy Pyx PyU PyV

PxL Pxy Pxx PxU PxV

PUL PUy PUx PUU PUV

PVL PVy PVx PVU PVV

� �9�

�the angular dependence of the elements in the matrix
P� �	 ,� ;	� ,��� has been suppressed for brevity�. Except for
the addition of the background attenuation � and the assump-
tion of steady-state conditions, Eq. �6� is identical to Eq. �48�
from Turner and Weaver.11 In analogy to the scalar case,


L =
1

4�



=4x

�PLL + PxL + PyL�d ,


T =
1

8�



=8x

�PLy + Pyy + Pxy + PLx + Pyx + Pxx�d .

�10�

For a finite layer 1 of thickness zb and reflecting bound-
aries, the boundary conditions are defined as

I��	 � 0,�,0+� = I�src + I�10�	 � 0,�,0+�, z = 0+ downward,

I��	 � 0,�,�b
−� = I�12�	 � 0,�,�b

−�, z = zb
− upward, �11�

where

I�src�	,�,0+� =�
T̂01

LLKL0��� − �1
L1�

T̂01
LyKL0��� − �1

y1�
0

0

0

� �12�

results from the coupling of energy from the water column
into the sediment. KL0 is the amplitude of the incident power
flux at z=0 due to an acoustic source in the water column.
This flux is assumed to be a collimated beam in the direction
��o

L1 ,�o� and it diffracts into longitudinal and shear specific
intensities in the sediment, with amplitude determined by the

specific intensity transmission coefficients T̂01
LL �longitudinal-

to-longitudinal� and T̂01
Ly �longitudinal-to-shear vertical�;

there is no longitudinal-to-shear horizontal coupling, so T̂01
Lx

=0. As a convention, the superindex in the reflection/
transmission coefficients indicates the change in polarization
and the subindex indicates the layers at the interface.

The angle of the diffracted waves is indicated by 	1
L1

=cos �1
L1 and 	1

y1 =cos �1
y1, where as in Fig. 1, the subindex

corresponds to the layer. The superindex has been introduced
to indicate whether the angle describes a longitudinal or a
shear vertical intensity. As explained in Sec. IV, multiple
interactions of the intensity with the boundaries of the layer
result in the alignment of the coherent intensity along several
directions of propagation that are indicated with a numerical
value in the superindex. For example, �1

L1 and �1
L2 correspond

both to longitudinal coherent intensities in layer 1, traveling
in two different angles that are labeled as L1 and L2. Simi-
larly, �1

y1 and �1
y2 are shear vertical coherent intensities in

layer 1 along two angles labeled as y1 and y2.
The vectors I10 and I12 are the reflected specific intensi-

ties at �=0 and �=�b, respectively, and are defined as

I�10�	 � 0,�,0+�

= �
R̂10

LLIL�− 	,�,0+� + R̂10
yLIy�− 	1

yA,�,0+�

R̂10
LyIL�− 	1

LA,�,0+� + R̂10
yyIy�− 	,�,0+�

Ix�− 	,�,0+�

R̂10
UUIU�− 	,�,0+� + R̂10

VUIV�− 	,�,0+�

R̂10
UVIU�− 	,�,0+� + R̂10

VVIV�− 	,�,0+�
� , �13�

I�12�	 � 0,�,�b
−�

= �
R̂12

LLIL�− 	,�,�b
−� + R̂12

yLIy�	1
yA,�,�b

−�

R̂12
LyIL�	1

LA,�,�b
−� + R̂12

yyIy�− 	,�,�b
−�

Ix�− 	,�,�b
−�

R̂12
UUIU�− 	,�,�b

−� + R̂12
VUIV�− 	,�,�b

−�

R̂12
UVIU�− 	,�,�b

−� + R̂12
VVIV�− 	,�,�b

−�
� , �14�

where R̂cd
ab is the reflection coefficient for an incident wave

with polarization a into a wave with polarization b at the
boundary between media c and d. The variables 	1

LA

=cos �1
LA and 	1

yA =cos �1
yA indicate off-axis contribution due
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to conversion from longitudinal and shear vertical polariza-
tions and are defined as

�1
LA = sin−1� cL1

cT1
sin ��, �1

yA = sin−1� cT1

cL1
sin �� ,

� = cos−1�	� . �15�

IV. SOLUTION TO THE RT EQUATION

In general, Eq. �6� must be solved numerically but in
some cases �like single scattering solutions11�, analytical so-
lutions can also be obtained. For any of those approaches,
the reduced intensity must be found first so it can be used as
a source for the diffuse intensity.

A. The reduced intensity for a finite layer

For the general case of a finite layer with reflecting
boundaries, the reduced intensity has upward and downward
components.24 Due to the refraction of longitudinal waves
into shear waves and vice versa, the resulting reduced inten-
sity can be collimated along eight different angles, as shown
in Fig. 3.

Each diagram in Fig. 3 represents a possible combina-
tion of multiple reflections of the energy within the sediment.
The notation for the reduced intensity is similar to the nota-
tion for angles in Eq. �12�: the subindex ri1 stands for re-
duced intensity in layer 1, and the superindices L1 ↓ and L2 ↓
stand for downward longitudinal intensities collimated with
two different angles �L1 and L2, respectively�, and a similar
interpretation applies to the other terms. A closed form ex-
pression for each combination of multiple reflections can be
found by writing an infinite summation of terms and simpli-
fying the resulting geometric series,24 which is a useful result
for the steady-state solution that is the subject of this paper.
However, writing each of the interactions as a separate term
will allow the extension of the notation in preparation for the
transitory solution of the RT equation, which can be accom-

plished by following the procedure found in the literature22

and it will be the subject of a future communication.
The first eight interactions of the coherent excitation

with the layer boundaries are

Iri1

L1↑�	,�,�� = A1
L1↑�	�e−�̃L�/	��� − �� − �1

L1����� − �o� ,

Iri1

L2↑�	,�,�� = A1
L2↑�	�e−�̃L�/	��� − �� − �1

L2����� − �o� ,

Iri1

y1↑�	,�,�� = A1
y1↑�	�e−�̃T�/	��� − �� − �1

y1����� − �o� ,

Iri1

y2↑�	,�,�� = A1
y2↑�	�e−�̃T�/	��� − �� − �1

y2����� − �o� ,

�16�

where

A1
L1↑�	� = KL0T̂01

LLR̂12
LL exp�2�̃L�b

	
	 ,

A1
L2↑�	� = KL0T̂01

LyR̂12
yL exp�− �b� �̃T

	1
y1

−
�̃L

	
�	 ,

A1
y1↑�	� = KL0T̂01

LyR̂12
yy exp�2�̃T�b

	
	 ,

A1
y2↑�	� = KL0T̂01

LLR̂12
Ly exp�− �b� �̃L

	1
L1

−
�̃T

	
�	 �17�

are the amplitude terms. Similarly, the expressions for the
downward reduced intensities are

Iri1

L1↓��,	,�� = A1
L1↓�	�e−�̃L�/	��� − �1

L1���� − �o� ,

Iri1

L2↓��,	,�� = A1
L2↓�	�e−�̃L�/	��� − �1

L2���� − �o� ,

Iri1

y1↓��,	,�� = A1
y1↓�	�e−�̃T�/	��� − �1

y1���� − �o� ,

Iri1

y2↓��,	,�� = A1
y2↓�	�e−�̃T�/	��� − �1

y2���� − �o� , �18�

where

A1
L1↓�	� = KL0T̂01

LL,

A1
L2↓�	� = KL0T̂01

LyR̂12
yLR̂11

LL exp�− �b� �̃T

	1
y1

+
�̃L

	
�	 ,

A1
y1↓�	� = KL0T̂01

Ly ,

A1
y2↓�	� = KL0T̂01

LLR̂12
LyR̂11

yy exp�− �b� �̃T

	1
L1

+
�̃L

	
�	 . �19�

The variables 	1
L1 ,	1

y1 ,	1
L2 ,	1

y2 are the cosines of the angles

�1
L1 = sin−1� cL1

cL0
sin �0

L1	, �1
y1 = sin−1� cT1

cL0
sin �0

L1	 ,

θ
L1
0

θ
L1
0

θ
L1
0

θ
L1
0

θ
L1
1

θ
L1
1

θ
L1
1

θ
L1
1

π − θ
L1

1

θ
y1
1

θ
y1
1

θ
y1
1

θ
y1
1

π − θ
L2

1

I
L1↑

ri1
I
L2↑

ri1

I
y2↑

ri1

I
y1↑

ri1

I
L1↓
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I
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ri1

I
y1↓

ri1 I
y2↓

ri1

π − θ
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1π − θ
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θ
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π − θ
y2
1

θ
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1

τ = 0

τ = 0

(a) (b)

(c) (d)

τ = τb

τ = τb

FIG. 3. The reduced intensity can be collimated in eight different directions.
�a� The upward longitudinal intensities Iri1

L1↑ and Iri1
L2↑ result from the trans-

formations L−L−L and L−y−L, respectively, where L stands for longitudi-
nal and y for shear vertical, �b� Similar to �a� for Iri1

y1↑ �L−y−y� and Iri1
y2↑

�L−L−y�; �c� The downward longitudinal intensities Iri1
L1↓ and Iri1

L2↓ corre-
spond to the transformations L−L and L−y−L−L, respectively, �d� Similar
to �c� for Iri1

y1↓ �L−y� and Iri1
y2↓ �L−L−y−y�.
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�1
L2 = sin−1� cL1

cT1
sin �1

y1	, �1
y2 = sin−1� cT1

cL1
sin �1

L1	 ,

�20�

where cLa and cTa are the longitudinal and shear sound
speeds in the ath layer, respectively.

B. The RT equation for the diffuse specific intensity

The procedure to solve Eq. �6� consists of writing the
total specific intensity as the summation of the reduced and
the diffuse intensity:

I��	,�,�� = I�ri�	,�,�� + I�d�	,�,�� , �21�

where

I�ri�	,�,�� =�
Iri1

L1↓�	,�,�� + Iri1

L2↓�	,�,�� + Iri1

L1↑�	,�,�� + Iri1

L2↑�	,�,��

Iri1

y1↓�	,�,�� + Iri1

y2↓�	,�,�� + Iri1

y1↑�	,�,�� + Iri1

y2↑�	,�,��

0

0

0

� ,

�22�

and

I�d�	,�,�� = �
Id1

L �	,�,��

Id1

y �	,�,��

Id1

x �	,�,��

Id1

U �	,�,��

Id1

V �	,�,��
� �23�

is the vector of diffuse intensities to be found. Note that for
any specific angle 	 only one term in the sum �22� will be
non-zero due to the � operands in Eqs. �16� and �18�. Sub-
stitution of Eq. �21� into Eq. �6� results in an expression for
I�d�	 ,� ,�� with sources of longitudinal and transversal spe-
cific intensities:

	
�I�d�	,�,��

��

= − �̃I�d�	,�,��

+
1

4�
T
�


−1

1 

0

2�

P� �	,�;	�,���I�d�	�,��,��d	�d��	
+ S� 1

L1↓�	,��e−�̃L�/	1
L1

+ S� 1
L2↓�	,��e−�̃L�/	1

L2

+ S� 1
y1↓�	,��e−�̃T�/	1

y1
+ S� 1

y2↓�	,��e−�̃T�/	1
y2

+ S� 1
L1↑�	,��e�̃L�/	1

L1
+ S� 1

L2↑�	,��e�̃L�/	1
L2

+ S� 1
y1↑�	,��e�̃T�/	1

y1
+ S� 1

y2↑�	,��e�̃T�/	1
y2

, �24�

where

S� 1
L1↓�	,�� =

1

4�
T
P� �	,�;	1

L1,�o��
A1

L1↓�	1
L1�

0

0

0

0
� , �25�

S� 1
L2↓�	,�� =

1

4�
T
P� �	,�;	1

L2,�o��
A1

L2↓�	1
L2�

0

0

0

0
� , �26�

S� 1
y1↓�	,�� =

1

4�
T
P� �	,�;	1

y1,�o��
0

A1
y1↓�	1

y1�
0

0

0
� , �27�

S� 1
y2↓�	,�� =

1

4�
T
P� �	,�;	1

y2,�o��
0

A1
y2↓�	1

y2�
0

0

0
� , �28�

and the upward source terms S� 1
L1↑�	 ,��, S� 1

L2↑�	 ,��,
S� 1

y1↑�	 ,��, and S� 1
Ly2↑�	 ,�� can be obtained from Eqs.

�25�–�28� by substituting “↓” by “↑” and 	1
ab by −	1

ab in the
phase matrix P� �	 ,� ;	1

ab ,�o�.
For the diffuse intensity in Eq. �24� the same boundary

conditions as in Eqs. �13� and �14� can be used, and the
solution of the diffuse intensity is outlined in the Appendix.

V. PLANE WAVE REFLECTION COEFFICIENTS FOR
AN ELASTIC-ELASTIC INTERFACE

For simplicity, in this paper the plane wave reflection
and transmission coefficients for elastic media are utilized to
define the boundary conditions for the RT differential equa-
tion. For the water-sediment interface, the incident longitu-
dinal wave from the water column results in a reflected lon-
gitudinal wave and transmitted longitudinal and shear
vertical waves. Expressions for the reflection and transmis-
sion coefficients at the water-sediment interface were pre-
sented elsewhere.12 For the sand-limestone interface, shear
and longitudinal waves are supported in both interfaces.
From Brekhovskikh,26 the reflection/transmission coeffi-
cients for a longitudinal wave in media 1 with incidence
angle �1

L are

�R12
LL = �1

2 − �1�2
2/�1 + ��2/�2��B1

2 − �1B2
2/�1�

+ m��2/�1 − �2/�1��
1
4/4�4� , �29�

− �/2R12
Ly = �1�2 + ��2/�2�B1B2, �30�

�T12
LL = �
2

2/�2���1 − B2� , �31�
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�T12
Ly = �
2

2/�2���2 + �2B1/�2� , �32�

where

� = �1
2 + �1�2

2/�1 + ��2/�2��B1
2 + �1B2

2/�1�

+ m��2/�1 + �2/�1��
1
4/4�4� , �33�

�1 = n2 − mp2/� ,

�2 = �n2p1 − mp2�/�1,

B1 = �n2 − m��2/� ,

B2 = ��2/�1��n2p1/� − m� , �34�

and

n =
cT1

cT2
, m =

�1

�2
, � = � �

cL1
�sin �1

L,

�1 = � �

cT1
�cos �1

y, �2 = � �

cT2
�cos �2

y ,

�1 = � �

cL1
�cos �1

L, �2 = � �

cL2
�cos �2

L,

p1 = ��2 − � �

cT1
�21

2
	�−1, p2 = ��2 − � �

cT2
�21

2
	�−1.

�35�

The angles �1
L, �1

y, �2
L, and �2

y are related by Snell’s law:

sin �1
L

cL1
=

sin �1
y

cT1
=

sin �2
L

cL2
=

sin �2
y

cT2
. �36�

A vertical shear wave will also excite longitudinal and
vertical shear waves in both elastic media, and it will be
characterized by the corresponding R12

yL, R12
yy, T12

yL, and T12
yy

coefficients.26 Finally, a shear horizontal wave in the sedi-
ment can only excite reflected and transmitted shear horizon-
tal waves, so it is completely characterized by two coeffi-
cients R12

xx and T12
xx.

Since the main quantity for the RT equation is the spe-
cific intensity, the coefficients for the specific intensity must
be utilized instead. Table I shows the relationship between
the plane wave coefficients and its counterpart for specific
intensity in an elastic-elastic interface. For the water-
sediment interface, the corresponding coefficients can be
found in the literature.27

Table II shows the value of the geoacoustic parameters
for a sandy sediment and a limestone layer.

Simulations for the power transmission and reflection
coefficients from a sand-limestone interface are shown in

Figs. 4�a� and 4�b�. The relations �R̃12
LL�+ �R̃12

Ly�+ �T̃12
LL�+ �T̃12

Ly�
=1 and �R̃12

yL�+ �R̃12
yy�+ �T̃12

yL�+ �T̃12
yy�=1 can be verified at any

angle, but this relation does not hold for the specific intensity
coefficients. Similar simulations for the water-sediment inter-
face were presented in a previous paper.12

As discussed in Sec. IV the transmitted/reflected re-
duced intensity �shown in terms of transmission/reflection

coefficients in Fig. 4� gives rise to additional sources of co-
herent upward and downward intensities that have the poten-
tial to be transformed into diffuse intensity. The complex
behavior of the transmission and reflection of energy at the
sand-limestone interface modulates the amplitude of those
sources. This will be evident in Sec. VII when the volume
scattering from a finite layer on a water-sand-limestone ar-
rangement is compared to the scattering levels with the lime-
stone layer replaced by sand.

VI. CONSERVATION OF POWER FOR AN INCIDENT
COHERENT BEAM

One of the main features of the RT model is the conser-
vation of power. This can be used to test the accuracy of the
RT computer simulation and to provide the contribution of
longitudinal and shear waves in units of power rather than
specific intensity. The relationship between specific intensity
Ifg

e↑�	 ,� ,z� and the upward power flux Ffg

e↑�z� normal to layer
g at any depth z is13

TABLE I. Power � ˜� and specific intensity � ˆ� reflection/transmission coef-
ficients for the elastic-elastic interface.

Inc. Power coefficient Specific intensity

L R̃12
LL= �R12

LL�2 R̂12
LL= R̃12

LL

R̃12
Ly = �R12

Ly�2
tan �1

L

tan �1
y R̂12

Ly = R̃12
Ly cL1

2

cT1
2

T̃12
LL= �T12

LL�2
�2 tan �1

L

�1 tan �2
L T̂12

LL= T̃12
LLcL1

2

cL2
2

T̃12
Ly = �T12

Ly�2
�2 tan �1

L

�1 tan �2
y T̂12

Ly = T̃12
Ly cL1

2

cT2
2

SV R̃12
yy = �R12

yy�2 R̂12
yy = R̃12

yy

R̃12
yL= �R12

yL�2
tan �1

y

tan �1
L R̂12

yL= R̃12
yLcT1

2

cL1
2

T̃12
yy = �T12

yy�2
�2 tan �1

y

�1 tan �2
y T̂12

yy = T̃12
yy cT1

2

cT2
2

T̃12
yL= �T12

yL�2
�2 tan �1

y

�1 tan �2
L T̂12

yL= T̃12
yLcT1

2

cL2
2

SH R̃12
xx = �R12

xx�2 R̂12
xx = R̂12

xx

T̃12
xx = �T12

xx�2
�2 tan �1

x

�1 tan �2
x T̂12

xx = T̃12
xx cT1

2

cT2
2

TABLE II. Acoustic properties of the sediment, limestone, and water col-
umn used in this paper.

Variable Sedimenta Water Limestoneb

�s �kg /m3� 2023.2 1027 2200
cL �m/s� 1689 1500 4390
cT �m/s� 117 0 2570

�L �dB/m at 10 kHz� 5.24 0 0.2
�T �dB/m at 10 kHz� 178 0 0.7

aReferences 28 and 29.
bReferences 30 and 31.
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Ffg

e↑�z� = 

2�

Ifg

e↑�	,�,z�	d, − 1 � 	 � 0, �37�

where d is a solid angle and 0���2�, the subindex f
refers to reduced �ri� or diffuse �d� and the superindex e
could be L1, L2, y1, etc. Similarly, the downward power flux
normal to layer g at any depth z is

Ffg

e↓�z� = 

2�

Ifg

e↓�	,�,z�	d, 0 � 	 � 1. �38�

As an example,

Fri1

L1↑�z� = 

2�

Iri1

L1↑�	,�,z�	d, − 1 � 	 � 0 �39�

is the upward power flux due to the coherent longitudinal
specific intensity Iri1

L1↑�	 ,� ,z�, while

Fd1

L↓�z� = 

2�

Id1

L↓�	,�,z�	d, 0 � 	 � 1 �40�

is the downward flux due to the diffuse specific intensity
Id1

L↓�	 ,� ,z�. If the attenuation of the background media in
layer 1 is zero and the scatterers are lossless, the conserva-
tion of the normal component of power flux can be stated as

��Fri0

L1↓ − Fri0

L1↑��z=0
�incident-reflected�

= ��Fd1

L↑ + Fd1

T↑��z=0 + ��Fd1

L↓ + Fd1

T↓��z=zb
�diffuse/volume scat.�

+ ��Fri1
L1↑ + Fri1

L2↑��z=0 + ��Fri1
L1↓ + Fri1

L2↓��z=zb
�coherent L�

+ ��Fri1
y1↑ + Fri1

y2↑��z=0 + ��Fri1
y1↓ + Fri1

y2↓��z=zb
�coherent T�,

�41�

where

Fri0

L1↓�z� = 

2�

Iri0

L1↓�	,�,z�cos �d ,

Fr
L1↑�z� = 


2�

Iri0

L1↑�	,�,z�cos �d �42�

are the normal fluxes due to the coherent incident and re-
flected specific intensities in the water column. The relation
in Eq. �41� states that all energy provided to the sediment
must manifest itself in either diffuse or upward/downward
reduced intensities. The incident and reflected specific inten-
sities are defined as

Iri0

L1↓�	,�,�� = KL0��� − �0
L1���� − �0� ,

Iri0

L1��	,�,�� = R̂01
LLKL0��� − �� − �0

L1����� − �0� . �43�

In Sec. VII, simulated results are presented in terms of
the normal power fluxes in Eq. �41�.

VII. RESULTS

Simulations were run for KL0=1 W /m2 with different
combinations of sediment attenuation and boundary condi-
tions. The scatterers are spherical cavities, and the scatter-
ing terms in Eq. �9� were computed using the Mie analytical
solution �see Eq. �86� from Turner and Weaver27�. In all
simulations, the frequency f =10 kHz, the particle radius a
=0.01 m, zb=1 m, and the particle density �=2388
scatterers /m3.

Figures 5 and 6 were computed to show the conservation
of the outward power flux that is normal to the boundaries of
the layer containing scatterers when �L=
L and �T=
T �no
background attenuation or scatterer absorption�. In both
cases, the conservation of the normal power flux established
in Eq. �41� can be confirmed at each incidence angle �0

L1.
Comparison between Figs. 5 and 6 also shows the effect

of the contrast between layer 1 and the bottom halfspace.
Figure 5 corresponds to a sand bottom half space �no con-
trast between layers 1 and 2�, while Fig. 6 shows the result-
ing power flux when the limestone bottom half space is in-
troduced.

In Fig. 5, the selection of the same background material
for layers 1 and 2 results in the suppression of the upward
coherent specific intensities since R12

LL=R12
Ly =0, and for this

simulation, the amount of volume scattering coming out of
the layer at z=zb, ��Fd1

L↓+Fd1

T↓��z=zb
, is higher than the volume

scattering at z=0, ��Fd1

L↑+Fd1

T↑��z=0. The critical angle for the
longitudinal energy that couples into the sediment is 62°, and
above this angle the volume scattering is negligible. Because
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the shear sound speed in the sediment is smaller than the
sound speed in the water, there is always some minimum
amount of transversal energy penetrating into the finite layer.
Nevertheless, the total contribution to volume scattering re-
lated to the shear polarization is small �note scale in Fig.
5�d�� since the transmission coefficient from the water col-
umn into the sediment, T01

Ly, is very small compared to T01
LL.

In Fig. 6, the high acoustic contrast between sand and
limestone results in a complex structure for R12

LL and R12
Ly, as

shown in the reflection-transmission coefficients in Figs. 4�a�
and 4�b�, and the dominant coherent excitations are Iri1

L1↓, Iri1
L1↑,

and Iri1
y2↓. Note that since T01

Ly is small for the water-sediment
interface,12 the coherent excitations Iri1

L2↑, Iri1
y1↑, Iri1

L2↓, and Iri1
y1↓

are negligible.
The upward source term S1

L1↑ results in an increase in the
volume scattering at z=0 with respect to the simulation in
Fig. 5. Some of the features of these coefficients can be
observed in the diffuse power flux in Fig. 6�a�. For example,
the sharp increase in the power flux ��Fd1

L↑+Fd1

T↑��z=0 at the
incidence angle �0

L1 =20° is caused by the transformation
from coherent into diffuse energy of the source Iri1

L1↑. The
amplitude of this source is determined by the reflection co-
efficient R12

LL, which exhibits a peak at �1
L1 =22.7° �see Eq.

�20� and Fig. 4�a��.
The contribution of each of the coherent sources can

also be explored by comparing the full solution of the RT
equation in Eq. �24� to the solution obtained by forcing the
selected coherent source to zero. For example, Fig. 7 shows
the outgoing diffuse flux ��Fd1

L↑+Fd1

T↑��z=0 when source terms
S1

L1↑ or S1
L1↓ set to zero, compared to the full solution taken

from Fig. 6�a�. When S1
L1↓ is zeroed, most of the power de-

creases, but the sharp peak at �0
L1 =20° is still present. This

indicates that most of the volume scattering is caused by the
coherent intensity Iri1

L1↓, while Iri1
L1↑ contributes mostly at �0

L1

=20° and for �0
L1 �36°, which is when the reflection coeffi-

cient R12
LL starts to pick up at �1

L1 =45°. When S1
L1↑ is forced to

zero, most of the power remains the same except at the
angles previously indicated.

A similar exploration can be done by removing the
sources of coherent shear vertical intensity S1

y2↑ or S1
y2↓ with

the result shown in Fig. 8. From this figure one can conclude
that the main contribution of the shear vertical coherent in-
tensity to the total diffuse power ��Fd1

L↑+Fd1

T↑��z=0 is between
�0

L1 =21° and �0
L1 =39°. Even though for this particular simu-

lation this contribution is small, it illustrates the importance
of considering shear propagation since it could be relevant
for other kinds of background media such as sedimentary
rock.8

The volume scattering levels observed in Figs. 5 and 6
are unrealistic for a field measurement due to the lack of
background attenuation. Figure 9 includes the attenuation
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from Table I for the sand layer, and this strongly reduces the
amount of volume scattering as it would be expected with
experimental data. In this simulation, the effect of the attenu-
ation on the source S1

L1↑ is stronger than for S1
L1↓ because of a

larger traveling path through the finite layer. This can be
observed by comparing Fri1

L1↑ and Fri1
L1↓ in Fig. 9 with respect

to Fig. 6. Also, the attenuation smoothes some of the sharp
features in Fd1

L↑+Fd1

T↑ and Fd1

L↓+Fd1

T↓, introduced by the reflec-
tion off the sand-limestone interface.

VIII. CONCLUSION

The transport equation for acoustics has been solved for
a finite layer with random scatterers and fully elastic flat
boundaries, allowing multiple conversions of longitudinal
and shear coherent energy. Each interaction of the coherent
energy with the boundaries of the finite layer can be used as
a source for diffuse intensity, which increases the amount of
volume scattering. The RT equation has been extended to
include eight sources that represent all possible propagation
angles for the reduced intensity when flat boundaries are as-
sumed. The preliminary simulations presented in this paper
show the flexibility of the RT formulation in isolating and
interpreting the effect of geoacoustic parameters such as lay-
ering structure and background attenuation.

In this paper, the results provided by the RT theory in
units of specific intensity have been converted to power flux,
which is required for further comparison with experimental
data. The conservation of the normal component of this flux
was demonstrated with simulations of the propagation of en-
ergy within a lossless finite layer of sand.

For simplicity, the RT formulation presented in this
work corresponds to an environment of parallel layers of
infinite extent with no lateral variation in statistical proper-
ties in the x-y plane. Some of the features of the RT formu-
lation can be appreciated under this ideal scenario, such as
the incorporation of multiple discrete layers with random
discrete scatterers and transformations of longitudinal and
shear polarizations at the boundaries of the layers and at the
scatterers. More complex scenarios of finite layers with hori-
zontal variability have already been considered in other dis-
ciplines of electromagnetic remote sensing using the RT ap-
proach and will be used to extend the proposed model.

The simulations presented here correspond to single fre-
quency and steady-state excitations. Nevertheless, the RT
formulation can also handle arbitrary broadband excitations
by means of the transient RT solution. Research on the tran-
sitory behavior of the RT is still on development in
electromagnetics21,32 and acoustics22 applications. The solu-
tion of the transient RT equation is interpreted as the re-
sponse of the random media to a very short impulse of
energy,22 and it is argued that the solution to more compli-
cated excitations such as linear chirps can be obtained by
convolution with this “impulse” response. The extension of
the presented model to transitory excitations is the subject of
future research.
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APPENDIX: SOLUTION OF THE RT EQUATION BY A
NUMERICAL METHOD

Equation �24� can be solved by applying a Fourier azi-
muthal decomposition in 2M +1 terms of the Mueller matrix
and the specific intensity. The corresponding Fourier series
representation is

P� m�	,	o� =
1

2�



0

2�

P� �	,	0,� − �o�eim��−�o�d�� − �o� ,

I�dm�	,�� =
1

2�



0

2�

I�d�	,� − �o,��eim��−�o�d�� − �o� ,

�A1�

which allows the representation of the source terms as

S� 1m
L1↓�	� =

1

4�
T
P� m�	,	1

L1��
A1

L1↓�	1
L1�

0

0

0

0
� �A2�

for Eq. �25� and in a similar way for Eqs. �26�–�28�. The �
dependency can be simplified with the Gaussian quadrature
method by discretizing the variable � in 2N angles, as de-
scribed by Turner and Weaver.11 Following their notation,
Eq. �24� is transformed to
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�Idm���
��

+ WmIdm���

= S1m
L1↓ exp�−

�̃L�

	1
L1
	 + S1m

L2↓ exp�−
�̃L�

	1
L2
	

+ S1m
y1↓ exp�−

�̃T�

	1
y1
	 + S1m

y2↓ exp�−
�̃T�

	1
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+ S1m
L1↑ exp� �̃L�

	1
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L2 exp� �̃L�

	1
L2
	

+ S1m
y1↑ exp� �̃T�

	1
y1
	 + S1m

y2↑ exp� �̃T�

	1
y2
	 , �A3�

where

Idm��� = �
I�dm�	−N,��

I�dm�	−N+1,��
·

·

·

I�dm�	N−1,��
I�dm�	N,��

� , �A4�

S1m
�L1,2/y1,2��↑,↓� = �

S� 1m
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�L1,2/y1,2��↑,↓��	N−1�/	N−1

S� 1m
�L1,2/y1,2��↑,↓��	N�/	N

� , �A5�

and Wm is defined by Turner and Weaver.11 The solution to
Eq. �A3� consists of a particular solution for each of the eight
sources and a homogeneous solution. The particular solution
is

Ipm��� = H1m
L1↓ exp�−

�̃L�

	1
L1
	 + H1m

L2↓ exp�−
�̃L�

	1
L2
	

+ H1m
y1↓ exp�−
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	1
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where D is the 10N�10N identity matrix,

H1m
L1↓ = �Wm − D

�̃L

	1
L1
�−1

S1m
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H1m
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S1m
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S1m
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correspond to the downward source terms and

H1m
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�̃L
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correspond to the upward terms.
The homogeneous solution can be found by solving an

eigenvalue problem with eigenvectors gmn and eigenvalues
�mn. The full solution for the mth Fourier expansion term of
the diffuse intensity is written as

Idm��� = Ipm��� + �
n=1

10N

Cmngmne−�mn�, �A9�

where the constants Cmn must be found from the boundary
conditions.

The intensity vector Idm can be divided into upward
�Idm

+ ,	�0� and downward �Idm
− ,	�0� intensities, and it is

evaluated at �=0+ and �=�b
−, so the top boundary condition

Idm
− ��=0+�= R̂10Idm

+ ��=0+� yields the equation

�
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10N

Cmngmn
− + Ipm
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Cmngmn
+ + Ipm
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�A10�

and the bottom boundary condition Im
+ ��b

−�= R̂12Im
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−� yields
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with the matrix of reflection coefficients R̂� ab defined as
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Equations �A10� and �A11� can be written in matrix form as
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The equations in Eq. �A15� are grouped to form a single
matrix equation

G1Cm + P = RGCm + RP, �A19�

where
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� , �A20�
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Solving for Cm,

Cm = �G1 − RG�−1�RP − P� . �A24�
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A method has recently been developed that employs multi-beam echo-sounder backscatter data to
both obtain the number of sediment classes and discriminate between them by applying the Bayes
decision rule to multiple hypotheses �Simons and Snellen, Appl. Acoust. 70, 1258–1268 �2009��. In
deep water, the number of scatter pixels within the beam footprint is large enough to ensure
Gaussian distributions for the backscatter strengths and to increase the discriminative power
between acoustic classes. In very shallow water ��10 m�, however, this number is too small. This
paper presents an extension of this high-frequency methodology for these environments, together
with a demonstration of its performance using backscatter data from the river Waal, The
Netherlands. The objective of this work is threefold. �i� Increasing the discriminating power of the
classification method: high-resolution bathymetry data allow precise bottom slope corrections for
obtaining the true incident angle, and the high-resolution backscatter data reduce the statistical
fluctuations via an averaging procedure. �ii� Performing a correlation analysis: the dependence of
acoustic backscatter classification on sediment physical properties is verified by observing a
significant correlation of 0.75 �and a disattenuated correlation of 0.90� between the classification
results and sediment mean grain size. �iii� Enhancing the statistical description of the backscatter
intensities: angular evolution of the K-distribution shape parameter indicates that the riverbed is a
rough surface, in agreement with the results of the core analysis.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3205397�

PACS number�s�: 43.30.Hw, 43.30.Xm, 43.30.Ma, 43.30.Vh �RCG� Pages: 1724–1738

I. INTRODUCTION

It is widely accepted that multi-beam echo-sounder
�MBES� data can be used to measure the bathymetry of riv-
ers, seas, and oceans. In addition, backscatter data acquired
from MBES systems are employed to obtain information
about the physical properties of the riverbed and seafloor.
The main advantage of the method is its high spatial cover-
age capability at limited costs. Proper analysis and subse-
quent interpretation of the backscatter data are still challeng-
ing problems. The ultimate goal of acoustic classification
methods is to remotely measure physical properties of the
surficial sediments such as porosity, permeability, and grain-
size distribution.

Methods exist that base the classification on the back-
scatter data from which the angular dependence has been
taken out. However, complications in eliminating the angular
dependence can arise, e.g., due to local bottom slopes and
the unknown MBES directivity pattern. In addition, there is
an intrinsic variation in the backscatter intensity with inci-
dent angle. To eliminate this angular dependence, one can,
for instance, apply Lambert’s law,1 which states that the in-
tensity of acoustic backscatter is proportional to the square of
the cosine of the incident angle �� /2−grazing angle�. Lam-

bert’s law does not always correctly represent the angular
dependence. In fact, the statistical distribution of backscatter
data changes with incident angle, and therefore removing
only the mean values does not completely compensate the
angular effects.

In an earlier work, a method was proposed for the clas-
sification of the seabed sediment that accounts for backscat-
ter variability.2 The method, based on the Bayesian decision
rule, was applied to MBES backscatter data for the classifi-
cation in a test area in the North Sea with well-known lithol-
ogy. This method employs the backscatter strength collected
at a certain incident angle instead of studying the angular
behavior of the backscatter strength. The backscatter data
employed are the averaged backscatter strengths per beam,
i.e., obtained from averaging over backscatter strength for a
large number of signal footprints or scatter pixels. The clas-
sification is performed per angle, separately from other
angles, and hence it is considered to be an angle-independent
method. This method needs to be adopted when applied to
MBES data taken in very shallow waters.

There are two issues involved when applying a classifi-
cation method such as that described in Ref. 2 to very shal-
low water �e.g., riverbed� areas. The shallower water depths
correspond to smaller beam footprints, resulting in a smaller
number of scatter pixels per beam footprint. Because the
standard deviation of the averaged backscatter data is in-
versely proportional to the square root of the number of scat-
ter pixels, the averaged backscatter data are subject to higher

a�Author to whom correspondence should be addressed. Electronic mail:
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ping-to-ping variability in shallow water areas. The discrimi-
nating power between sediments will accordingly decrease.
In addition, significant bottom slopes �e.g., up to 30°� exist in
river environments. These will affect the incident angle and
the backscatter data, and therefore the classification results.
In this contribution we elaborate these two issues in detail
and improve the above-mentioned classification method for a
river environment. The improved classification method will
be applied to a very shallow water river environment where
significant slopes occur.

This paper is built up as follows. Section II briefly re-
views previous work. In Sec. III, the MBES classification
method proposed in Ref. 2 is briefly described. The data
considered in Ref. 2 were acquired in an area where no sig-
nificant slopes exist. But, for the work described in this paper
the slope effects need to be accounted for. Simons and
Snellen2 used a single beam of all MBES beams available,
thereby employing only a small part of the available data.
Here we describe the extension of the method where almost
all MBES backscatter data are accounted for in the classifi-
cation. In Sec. IV we discuss our methodology to estimate
the bottom slopes using the precise bathymetry data and to
apply corrections to the backscatter data. Section V presents
the classification results applied to the MBES data of the
river Waal in The Netherlands. Extensive sediment grabbing
�analyzed for grain-size distribution� is also available, which
allows one to assess the performance of the classification
method. The acoustic classification results are correlated
with the mean grain sizes of the core data. Pearson and dis-
attenuated correlation coefficients will be compared. We fur-
ther study the problem with another class of distributions,
namely, non-Rayleigh distributions. The possible application
of the K-distribution for the classification of the data is as-
sessed. We conclude the paper in Sec. VI.

II. BACKGROUND AND PREVIOUS WORK

Many studies of remote sediment classification use side-
scan sonar systems and MBES systems3–7 and directly com-
pare backscatter data to the physical properties of sediments.
Recent studies showing that the high-frequency �e.g.,
�40 kHz as we use for our classification method� acoustic
backscatter data depend on the sediment physical properties
in general and the grain-size distribution, in particular, can be
found in Refs. 8 and 9. Our impression is that the low �in-
significant� correlation coefficient �in earlier studies� be-
tween the backscatter data and the mean grain size of sedi-
ments is due to the high variability of the backscatter data,
which attenuates the correlation coefficients.

Some research is going on in the field of self-organizing
maps �SOMs� and artificial neural networks �ANNs� applied
to the problem of seafloor classification using MBES back-
scatter data.10,11 More recent studies perform seabed classi-
fication using the ANN method that preserves the backscatter
angular information and incorporates both backscatter and
bathymetric data.12 The SOM is a type of ANN algorithm
based on unsupervised learning. It provides a tool for visu-
alizing the multidimensional numerical data to produce a
low-dimensional map. Also similar studies are ongoing in the

field of angular range analysis �ARA� using multi-beam so-
nar systems.13,14 The method, based on the normalized
acoustic backscatter mosaic, aims to estimate the acoustic
impedance and roughness of the insonified area on the seaf-
loor. The methods described above adjust themselves to the
data without any explicit specification of the distributional
form for the underlying model.15 It is therefore difficult to
statistically interpret the classification results using such
methods.

The backscatter data change with the angle of incidence.
The angular dependence of the backscatter data can poten-
tially be used as a tool for classification.16,17 A problem in
this approach arises for areas where the seafloor type varies
along the swath. It is therefore difficult to discriminate be-
tween the angular variation and the real seafloor type varia-
tion along the swath. In addition, the approach requires a
good calibration of the MBES system, i.e., its sensitivity
should be equal for all steering angles. The classification
method described in Ref. 2 takes the data at a single angle
and it is considered to be less sensitive to the seafloor type
variation along the swath and the calibration of the MBES.

It is widely known that the backscatter data are subject
to statistical fluctuations.18–20 The classical Rayleigh distri-
bution is not applicable to backscatter data when the deter-
ministic number of scatterers within the signal footprint �also
called size of scatter pixel or ensonified area� is not large
enough and hence the central limit theorem does not hold.
Non-Rayleigh distributions such as K, Weibull, Rayleigh
mixture, or log-normal distributions occur when the condi-
tions of the central limit theorem are violated.20–24 Among
them the K-distribution provides a good fit to the skewed
distributions of experimental data for all sediment types.25–28

It also offers physical insights into the backscatter data.29,30

Previous studies have shown that the statistical characteris-
tics of backscatter data strongly depend on the incident
angle. More recent studies use angular evolution of the
K-distribution shape parameter as a tool for seafloor charac-
terization.31,32

III. ACOUSTIC CLASSIFICATION METHOD

A. Fluctuation of backscatter data

The MBES systems that typically operate at a few hun-
dred kHz permit seafloor backscatter imaging with high res-
olution. The echo amplitudes �here backscatter strength�
measured by the MBES can be employed for seafloor and
riverbed classification. Since the signal footprint Af �or scat-
ter pixel� is small compared with the beam footprint for
beams away from nadir, many scatter pixels are expected to
fall within the footprint of the receiving beam.

It is traditionally assumed that the backscatter intensity
of the ith scatter pixel in a beam, denoted by the random
variable I, is exponentially distributed,19 i.e., distributed as
chi-square with two degrees of freedom. This is based on
the validity of the central limit theorem where the number of
scatterers Ns inside the signal footprint is large enough. The
normalized amplitude �I has a Rayleigh distribution. The
corresponding backscatter strength in decibels obtained by
applying 10 log10 to the intensities I has a Gumbel
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distribution,33 which is a special case of the log-Weibull �or
Fisher–Tippett� distribution.34 The theory of Rayleigh distri-
butions is not applicable to backscatter data when the num-
ber of scatterers within the signal footprint is not large
enough and hence the central limit theorem does not hold
�see Sec. V D�.

The data employed for the classification method consist
of backscatter values �in decibels� per receiver beam, i.e.,
backscatter values obtained from averaging over N indepen-
dent scatter pixels. Such values—given for each beam
angle—are corrected for propagation loss, the area Af of the
signal footprint, and the local bottom slopes. Ping-to-ping
variability masks the influence of the seafloor type on the
backscatter strength. The averaged backscatter value is still
subject to statistical fluctuations. For large N’s, the averaged
backscatter is normally distributed �central limit theorem� for
one sediment class. The classification method described in
Ref. 2 fully employs this knowledge about the backscatter
strength probability density function �PDF�. It thus assumes
that both Ns and N are sufficiently large.

In very shallow water �depth typically 5 m� the number
of scatter pixels N is not large enough to use the central limit
theorem to ensure the Gaussianity of the averaged backscat-
ter strength. To ensure a Gaussian distribution of the back-
scatter strength, we here propose to use backscatter strengths
averaged over small surface patches �Sec. IV�. For further
characterization of the riverbed sediment we may alterna-
tively use the original backscatter intensities and apply the
K-distribution explained in Sec. V D. Both will be addressed
in this contribution.

B. Classification methodology

Let the backscatter intensity of the ith scatter pixel be
distributed as f I�I�, which is an arbitrary distribution �e.g.,
classically an exponential distribution�. When the number N
of the independent and identically distributed scatter pixels
�per beam footprint� is large enough, the central limit theo-
rem states that the averaged backscatter strength BS has a
Gaussian distribution. The classification approach, described
in great detail in Ref. 2 employs the averaged backscatter
data at a single beam angle. Without going into detail, the
method is summarized here and comprises the following
steps.

Step 1 (nonlinear curve fitting): The algorithm starts by
fitting r number of Gaussian PDFs, i.e., BS� fBS�BS�
=�i=1

r ciN�BS,�i ,�i
2�, to the histogram of measured back-

scatter strengths BS for a selected single angle. r is the num-
ber of sediment types. Each Gaussian PDF, with unknown
mean �i and variance �i

2, represents one sediment type. The
coefficients ci of the linear combination of the PDFs are not
known. This leads to the total number of unknown param-
eters as 3r �i.e., ci the contribution of individual PDFs, �i the
mean of PDFs, and �i the standard deviation of PDFs, i
=1, . . . ,r�.

Let the equally binned �e.g., with bin size of 0.5 dB�
backscatter strength at BS1, . . . ,BSm be denoted y=

�n1 , . . . ,nm�T, where ni, i=1, . . . ,m is the frequency of the
samples in the bin. The model of observation equation can
then be written as

E�y� = A�x� = A�c,�,��, D�y� = Qy , �1�

where A�c ,� ,�� is expressed as an unknown linear combi-
nation of r Gaussian PDFs and the covariance matrix Qy

=diag�n1 , . . . ,nm� is based on the Poisson-distributed random
variables yi’s with variances ni’s. E and D are the expectation
and dispersion operators, respectively.

The nonlinear least-squares problem is formulated as

ĉ,�̂,�̂ = arg min
c,�,�

�y − A�c,�,���Qy
−1

2 , �2�

subject to the non-equality constraints c�0, �l����u,
and �l����u, where � · �Qy

−1
2 = � · �TQy

−1� · � and the subscripts

l and u denote the lower and upper bounds of the variables,
respectively. The nonlinear least-squares subject to bounds
on variables35 is used to obtain the �i’s and �i’s, and the
non-negative least-squares36 is used to obtain the contribu-
tions of the individual PDFs by constraining the coefficients
ci’s to be positive. �In the mathematical computer package,
MATLAB one may, respectively, use lsqnonlin.m and lsqnon-
neg.m.�

Because in practice the number r of the sediment types
is not known, it has also to be determined. The number r of
Gaussian PDFs can be determined by using a goodness of fit
criterion based on a chi-square distributed test statistic,

�2 = �ê�Qy
−1

2 = �y − A�ĉ,�̂,�̂��Qy
−1

2 ~ �2�m − 3r� , �3�

where ê is the least-squares residual vector, and m−3r is the
degrees of freedom. The curve fitting procedure is executed
in an iterative manner for different values of r �starting from
r=1� such that no further decrease in the test statistic is
observed by increasing the number of Gaussian PDFs. For
such a case and also the case when the test statistic falls
below a critical value �i.e., �	,�m−3r�

2 , with 	 the significance
level of the test� the procedure will be stopped.

Step 2 (identification of acoustic classes): For the clas-
sification, when we know the PDF for each seafloor type i,
we can apply the Bayes decision rule. We have r hypotheses
Hi, i=1, . . . ,r, and therefore there exist r possible decisions.
We choose the hypothesis that, given the backscatter obser-
vations, maximizes the likelihood function. The intersections
of the r Gaussian PDFs result in r non-overlapping accep-
tance regions. Each interval in backscatter strength now cor-
responds to one acoustic class �Fig. 1�.

Step 3 (assigning seafloor types): The goal is to corre-
spond the Gaussian distributions to the grain-size distribution
of the sediments. We need to assign a seafloor type to each of
the r acceptance regions �acoustic classes� obtained in Step
2. There might exist different ways to approach this goal.
One can, for instance, rely on the previous work,3,4,8,9,37

where the estimated �̂i’s can directly be associated with the
seafloor mean grain size. An alternative, followed in this
contribution, is to use the results from the core analysis for
comparison and to perform a correlation analysis afterward.
Three grab samples per kilometer �a total of 30 samples for
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10 km� have been taken for such comparison �see Sec. V C�.
Step 4 (quality assessment): The quality of the classifi-

cation algorithm can be assessed by calculating the decision
matrix of the multiple-hypothesis testing problem. This ma-
trix contains the probabilities of correct and incorrect deci-
sions. The decision matrix provides us with a measure for the
quality of the classification method. The probability of incor-
rect decision is proportional to the overlap area of the Gauss-
ian PDFs �Fig. 1�. If the probability of incorrect decision
decreases, the overlap area will decrease and consequently
the power of the discrimination �classification� will increase.

Step 5 (presentation and mapping): This final step of the
algorithm comprises the actual mapping, i.e., allocation of
seafloor type �e.g., a color� to all measured backscatter
strengths. As the MBES system provides a position to each
backscatter strength measurement, we can map seafloor type
versus position. For better presentation of the results, an in-
teractive three-dimensional data visualization system such as
FLEDERMAUS software can be used.38 It allows, for instance,
to further smooth the classification results by using a
weighted moving average method.

For the analysis described above, the backscatter
strengths per beam are assumed to have a Gaussian PDF. For
shallow water applications N might not be sufficiently large.
In addition, bottom slopes can be significant in the river en-
vironment considered in this paper. Therefore, two interme-
diate steps are added to the approach in Ref. 2. These steps
are as follows.

Step I (correcting and averaging procedure): This step is
performed before Step 1 to prepare the backscatter data �av-
erage over small patches and correct for local slopes� for the
classification method described above. In shallow water en-
vironments such as rivers, the number N of scatter pixels
inside the beam footprint is not large because N is propor-
tional to the water depth �Fig. 2�a��. The current application
of the classification method, to result in the normality resto-
ration by means of the central limit theorem, is based on the
average backscatter values over the small surface patches.

Each patch consists of a few beams in the across-track direc-
tion and a few pings in the along-track direction. It also
allows one to apply the slope corrections to the backscatter
data, namely, correction due to the changes in the area of the
signal footprint and correction due to the true beam grazing
angle. The details of this step are explained in Sec. IV.
Therefore, for angle 
 the “averaged corrected” �over
patches� backscatter data will be used.

Step II (combination of different angles): This step is
performed and iterated after Steps 1 and 2 to combine the
results from different angles. The methodology of Simons
and Snellen2 takes observations from one single angle only.
In practice, to use the full high-resolution mapping potential
of the method, we may consider multiple beams and indi-
vidually perform the classification. This consequently allows
one to obtain a continuous map over the whole area. The
classification method at angles close to nadir �e.g., 
=20°�,
however, becomes less efficient as the backscatter values of
different sediment types have values close to each other. One
remedy, followed in this contribution, is to first use the back-
scatter data at a few low grazing angles �e.g., reference
angles of 
=64°, 62°, 60°� and apply the classification
method. This analysis gives the number r of the sediment
types, the means �i, the variances �i

2, and the coefficients ci.
The nonlinear curve fitting in Step 1 is based on the bounds
on the variables. Based on this information, the curve fitting
procedure is then executed and extended to all other angles
ranging from 
=60°, 
=58° , . . ., 
=20°.

• For a fixed number r of the Gaussian PDFs, where r has
been determined from the application of the classification
method to the backscatter data of the low grazing reference
angles �say, 
=64, 62, 60°�.

• By obtaining a good initial guess for the mean parameters,
i.e., �i

0�i=1, . . . ,r�, of the backscatter data at the angle
under study. This is achieved by using the means �i�i
=1, . . . ,r� of the reference angles and equally shifted by
the differences between the mean backscatter values at the
angle under study �of entire histogram� and the mean back-
scatter values at the reference angles.

FIG. 1. Three Gaussian PDFs �H1, H2, and H3� represent three sediment
classes. Intersection of consecutive PDFs gives non-overlapping acceptance
regions A1, A2, and A3. Also indicated are examples of probability of incor-
rect decision �12 and �21.

FIG. 2. �Color online� Across-track cross section �y-z plane� for signal
footprint of an oblique beam for three configurations: shallow water �a�,
non-flat bottom �b�, and deep water �c�.
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• By using more strict bounds �reduce bounds� on the mean
parameters �i�i=1, . . . ,r� for the classification of back-
scatter data at the angle under study �e.g., �i

l=�i
0−0.5 dB

and �i
u=�i

0+0.5 dB�. The bounds considered are still wide
enough to compensate for the angular dependence of the
statistical distributions for the backscatter data.

IV. LOCAL SLOPE CORRECTION

The significant local slopes of the riverbed will affect
the classification results. To compensate for these effects,
one has to estimate the along- and across-track slopes. MB-
ESs provide detailed bathymetry information from which the
local slopes can be estimated. This allows one to improve the
seabed classification results by applying the corrections to
the backscatter data. The literature has paid little attention to
the question of how such corrections should be estimated and
taken into account. We may refer, for example, to Ref. 13.
We develop a methodology that compensates for the effect of
bottom slopes, both in along- and across-track directions.
Such effects are of high importance especially for river en-
vironments as considered in this study. Two effects are dis-
cussed: �1� correction due to the changes in the ensonified
area �signal footprint� to which the backscatter data refers
and �2� correction due to the true beam grazing angle. Both
corrections can be applied when the along- and across-track
slopes of the seafloor �riverbed� are available. The least-
squares method is employed to estimate the local slopes us-
ing the precise bathymetry data.

A. Estimation of slopes

A discrete surface patch zi= f�xi ,yi�, i=1, . . . ,m includes
a few angles around the central beam angle �e.g., with devia-
tion of 1°�, where the angular dependence of the statistical
distribution of the backscatter data is negligible. Also, be-
cause the ping rate is high �40 Hz�, we may in addition in-
clude a set of neighboring pings to make a surface patch and
hence to be able to estimate the along- and across-track
slopes. This results in a window �e.g., 0.5�0.5 m2� that con-
tains, say, m=56 beams �Fig. 3�. The average backscatter
data and the average depth in this small patch will be used.
Using this strategy to divide the area under survey into small
surface patches and to use the average backscatter values, �a�

one can compute the along- and across-track slopes and cor-
rect for the true grazing angle and the backscatter data; �b�
One can assure that the normality assumption is achieved by
means of the central limit theorem. This is a prerequisite for
using the classification method �see Sec. III�. �c� One can
decrease the variance and hence increase the discriminating
power between sediments. This makes the classification
method more discriminative.

A bi-quadratic function consisting of six unknown coef-
ficients is used to model �estimate� the surface patch. This
subsequently allows one to obtain the along-track �x� and
across-track �y� slopes

z = f�x,y� = a0 + a1x + a2y + a3x2 + a4y2 + a5xy . �4�

The least-squares method can be used to estimate the param-
eters of the polynomial, and a procedure called “data
snooping”39 can be used to test for the presence of outliers in
the bathymetry data �see below�. When the local surface is
small enough, further simplification of f�x ,y� is possible by
using a plane instead of a bi-quadratic polynomial �a3=a4

=a5=0�. The subsequent formulations can thus be simplified
accordingly.

For the linear model of observation equations E�z�=Aa,
the least-squares estimate of the vector of unknown coeffi-
cients a= �a0 , . . . ,a5�T is

â = �ATQz
−1A�−1ATQz

−1z , �5�

where A is the known m�6 design matrix �its ith row is
Ai= �1 xi yi xi

2 yi
2 xiyi��, z= �z1 , . . . ,zm�T is an m-vector of

depth measurements, and Qz=�2I is the covariance matrix of
z, with �2 the variance of the data and I an identity matrix.
Note that for this special structure of Qz=�2I �independent
and identically distributed errors�, Eq. �5� simplifies to â
= �ATA�−1ATz. It indicates that the unknown coefficients a
can be estimated independent of the �un�known variance of
the data. The least-squares estimate of the variance compo-
nent is �̂2= êTê / �m−6�, where ê=Aâ−z is the m-vector of
the least-squares residual.40 The covariance matrix of the un-
known coefficients a is given as: Qâ= �̂2�ATA�−1. Also the
covariance matrix of the residuals is Qê= �̂2�I−A�ATA�−1A�.

The data snooping procedure39 for the detection, identi-
fication, and adaptation of possible outliers and anomalies in
the measurements can be applied in an iterative manner to
screen the observations from the presence of such errors. The
normalized entries of the residual vector ê, i.e., ŵi= êi /�êi

�i
runs from 1 to m�, is a test statistic used for data snooping. In
this statistic, �êi

= �Qê�ii
1/2 is the standard deviation of the

least-squares residuals obtained as the square root of the ith
diagonal entry of Qê. The test statistic wi has a standard
normal distribution when �2 is known. It has a Student t
distribution when �2 is unknown. When the test for observa-
tion i is rejected, one may conclude that observation i is
affected by some extraordinary large errors. By letting i run
from 1 to m, one can screen the data on the presence of
potential outliers in the individual observations. The test sta-
tistic wmax �one value out of m values: wmax=max�wi�, i
=1, . . . ,m� that has the largest �in absolute sense� value re-
fers to the observation which is most likely corrupted with a

FIG. 3. �Color online� Schematic surface patch at “nominal” incident angle
of 
, which consists of m=8�7=56 beams along- and cross-track direc-
tions.
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outlier. The corresponding observation is excluded from the
list of observations and the same procedure is applied for
identifying yet other potential outliers.

The estimated bathymetry data, which express the esti-

mated local surface, are ẑ= f̂�x ,y�=Aâ. At point �x ,y� the

partial derivatives of ẑ= f̂�x ,y� with respect to x, âx

= f̂ x�x ,y�= â1+2â3x+ â5y, and with respect to y, ây = f̂ y�x ,y�
= â2+2â4y+ â5x, give the tangent planes �or slope� at these
two directions. We may now obtain the average local slopes
at the discrete points 1 , . . . ,m as

âx =
1

m
�
i=1

m

f̂x�xi,yi�, ây =
1

m
�
i=1

m

f̂y�xi,yi� , �6�

for along- and across-track, respectively. The average angles
	x and 	y that the tangent plane makes with the positive x
and y axes are 	x=tan−1 ax and 	y =tan−1 ay, respectively.
The least-squares method can provide us with the precision
of the estimates. The covariance matrix of the estimates â is
Qâ= �ATQz

−1A�−1. One can thus obtain the standard deviation
of ax and ay, and hence the standard deviation of 	x and 	y.

Finally, a practical comment on the coordinates transfor-
mation is in order. For the local surfaces usually the geo-
graphic coordinates north �N� and east �E� in the Universal
Transverse Mercator �UTM� coordinate system are available
and not directly the vessel frame coordinates x and y. These
two sets of coordinate systems can be transformed to each
other using the transformation

	x

y

 = 	 cos 	 sin 	

− sin 	 cos 	

	N

E

 , �7�

where 	 is the heading angle of the vessel. One way to
estimate the along- and across-track slopes is to transform
the coordinates to the vessel frame system using Eq. �7� and
use the previous formulation. An alternative is to estimate
the slopes in the E-N system �i.e., âN= â1�+2â3�N+ â5�E and
âE= â2�+2â4�E+ â5�N� and then transform them into the x-y
system using �Appendix A�

âx = âN cos 	 + âE sin 	 ,

ây = − âN sin 	 + âE cos 	 . �8�

This equation is similar to the transformation of Eq. �7�.
Therefore, one can either transform the coordinates first and
then estimate the slopes in the vessel frame system, or esti-
mate the slopes first and then transform them using Eq. �8�.

B. Grazing angle correction

Suppose that the local surface is estimated as ẑ= f̂�x ,y�.
The average local slopes âx and ây of the surface are given
by Eq. �6�. The normal vector to this surface patch is �the
gradient of the surface�

n� = �âx ây − 1�T = �tan 	x tan 	y − 1�T. �9�

On the other hand, the nominal receiving-beam direc-
tion, which is based on the flat surface in the z-y plane, is
m� = �0−cos  sin �T= �0−sin 
 cos 
�T, where 
 is the nomi-

nal incident angle and =� /2−
 is the grazing angle �see
Fig. 2�. The angle between the two vectors n� and m� is the
true incident angle and is given as

cos 
t =
n� · m�

�n���m� �
=

sin  + ay cos 

�1 + ax
2 + ay

2
. �10�

This equation can thus be used to obtain the true grazing
angle �t=90−
t� when both the along- and across-track
slopes are available. In a special case when ax=0 it follows,
with ay =tan 	y, from Eq. �10� that 
t=90− �+	y� and
hence t=+	y.

C. Backscatter correction

Another correction due to the local slopes ax and ay is
the fact that the signal footprint �ensonified area� will change
if the surface is not flat. We now aim to correct the backscat-
ter data for the local bottom slopes. The backscattering
strength is obtained from the echo signal using the sonar
equation1

BS�
� = EL�
� − SL�
� + 2TL − 10 log Af�
� , �11�

where EL is the echo level, SL is the source level, TL is the
transmission loss, and Af is the true area of the signal foot-
print. The relation between true area Af and nominal area Af�
�based on a flat surface� is Af =�Af�, where � is a scaling
factor. This results in log Af�
�=log Af��
�+log ��
�. The
correction C=−10 log��
� is then obtained as a function of
local slopes in along- and across-track directions.

For angles away from, nadir the area Af� is given as1

Af��
� =
cTR�x

2 sin 

=

cTR�x

2 cos 
, �12�

where �x is the beam aperture in the along-track direction
and  is the grazing angle. The term �y =cT /2 sin 
 is the
across-track resolution �size of the scatter pixel� of the back-
scatter imaging, and �x=R�x is the along-track resolution.
When there exist significant bottom slopes, the area of the
signal footprint may be modified to �Fig. 2�

Af�
� =
cTR�x

2 sin�
 − 	y�cos 	x
. �13�

The term cos 	x in the denominator of the preceding equa-
tion indicates that the area is always larger in the along-track
direction. This however, does not hold for the across-track
direction as it depends on 
. The correction C=
−10 log ��
� is then

C = 10 log� sin�
 − 	y�cos 	x

sin 

� , �14�

which is expressed in decibels. We now assume that the local
slopes 	x and 	y are uncorrelated and have the same standard
deviation �	. Application of the error propagation law41 to
the linearized form of Eq. �14� gives the standard deviation
of the correction as
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�C =
10 �	

ln 10
�tan2� + 	y� + tan2 	x�1/2, �15�

which is obtained in decibels. One can further simplify this
equation by using the approximate values of 	x=0 and 	y

=0 as

�C =
10 cot 
�	

ln 10
. �16�

Equation �16� shows that the correction is not significant at
low grazing angles, but it may not be neglected at high graz-
ing angles.

For the near nadir beams �high grazing angles with 

0�, the area Af� of a flat surface is given as

Af� = R2�x�y , �17�

where �y is the beam aperture in the across-track direction.
With the presence of bottom slopes, the area Af at normal
incidence is modified as

Af =
R2�x�y

cos 	x cos 	y
. �18�

V. RESULTS AND DISCUSSIONS

A. Experiment description

The river Waal is the main distributary branch of river
Rhine flowing to the central Netherlands for about 80 km. It
is a major river that serves as the main waterway connecting
the Rotterdam harbor and Germany for commercial activi-
ties. Along several parts of this river, the bottom is subsiding.
Since the subsidence varies along the river, dangerous shoals
can occur. Appropriate sediment suppletion—it is a stable
layer of concrete blocks—is planned to counteract the sub-
sidence and to keep the riverbed more stable. To monitor the
suppletion effectiveness, regular MBES measurements are
planned, allowing for simultaneous estimation of bathymetry
and sediment composition.

In October 2007, as a first step, MBES measurements
were acquired at the Waal, accompanied with extensive sedi-
ment grabbing. The MBES used for the measurements is a
Kongsberg EM3002, which was hull-mounted at a depth of
70 cm in the water. It typically works at a frequency of
300 kHz for shallow water �1–150 m�. The depths of the
area under survey range from 2 to 10 m. The EM3002 sys-
tem used has a single sonar head with left and right trans-
ducers. Other technical specifications of this system are as
follows: �1� The pulse length is 150 �s. �2� The maximum
number of beams per ping is 254. �3� The maximum ping
rate is 40 Hz. �4� The maximum angular coverage is 130°.
�5� The beamwidth is 1.5° �1.5° at nadir. �6� The beam
pattern is equidistant or equiangular. �7� The transducer ge-
ometry is mills cross.

The bathymetry of this study area is shown in Fig. 4.
Except for the flat area �sediment suppletion to prevent de-
formation in the outer part of the bend� in the middle of the
area, the river exhibits significant bottom slopes. This section
presents the results of the acoustic sediment classification

based on the methodology developed in Secs. IV and III. To
assess the MBES classification results, a comparison is made
with the analysis of the grab samples.

B. Acoustic classification results

We now apply the classification method of Sec. III to the
above-described set of backscatter data. Figure 5 shows the
histogram along with its best Gaussian fit for the original
backscatter values at 
=60° and 
=62°. The two Gaussian
PDFs indicate that there exist two sediment types for the
riverbed. Note that a third PDF was also found which has a
small contribution of 0.3%. This third PDF is likely due to
the heterogenity in the sediments or the violation of the nor-
mality assumption because we deal with a small number of
scatter pixels per beam footprint. One may consider to apply
the classification method based on these results.

There are, however, two issues that need to be ad-
dressed: �1� water depths are very shallow and �2� significant
bottom slopes exist. The low depth results in a small number
of scatterers within the signal footprint �Ns is low� and a
small number of scatter pixels per beam footprint �N is low�.
In both cases, the central limit theorem is not valid, and
consequently neither is the normality assumption of the
backscatter data. These will affect the classification results.
Also, the lower water depths correspond to higher ping-to-
ping variability and hence higher fluctuation for backscatter
data. Therefore, the discriminating power of the classifica-
tion decreases as the two Gaussian PDFs are highly over-
lapped �Fig. 5�. The second issue is the bottom slopes, which
can significantly affect the backscatter data and the grazing
angle.

One way out of this dilemma is to increase the number
of samples for each beam considered �Secs. IV and III�. This
is achieved by including more angles around the central
beam angle �e.g., with deviation of 1° as 
−1° �
�
+1°�.
For such close angles, the angular dependence of the back-
scatter distribution can be ignored. One can also average
over a few consecutive pings �e.g., 7 pings� because the ping
rate �40 Hz� is high in shallow water. This results in a small
surface patch that contains, say, 56 beams �Fig. 3�. The av-
eraged corrected �over patches� backscatter data will then be
used.

The number of bottom types is unknown and needs to be
determined according to the method described in Sec. III B.
This is achieved by increasing the number of Gaussian func-
tions to well describe the histogram of the averaged back-
scatter strength values after applying the slope corrections
and averaging over the small patches. Figure 6 shows a plot
of test statistic �2 in Eq. �3� versus the number r of the
Gaussian PDFs. The value of r at which either the test sta-
tistic falls below the critical value or no further significant
decrease in test statistic is obtained is the optimal value for r.
This value is set to be r=3 �Fig. 6�, which is the “estimated”
number of bottom types based on the acoustic data.

Figure 7 shows the histogram and its best Gaussian fit
for the averaged backscatter values. Three Gaussian PDFs,
indicating three acoustic classes, are identified. The previ-
ously detected small PDF �Fig. 5� is averaged out over the
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small patches and it is not detectable anymore. However, a
new PDF �a third one� is now detected and the Gaussian PDF
distributions are better separated. The histograms are more
peaked than those in Fig. 5, indicating lower variance and
higher discriminating power. Also, the left tail of the histo-

gram is now longer �left-skewed�, indicating that the mass of
the distribution is concentrated on the right hand side. The
contributions of the PDFs are roughly 5%, 40%, and 55%. It
is worthwile mentioning that the classification method is in-

FIG. 4. Bathymetry map of river Waal, The Netherlands; km 920–930 �km 0 refers to a bridge in Constance, Switzerland �Ref. 42��.
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FIG. 5. �Color online� Histograms �light bar� of original measured backscat-
ter data, its three Gaussians �solid line�, and its best fit �dashed line� at
angles 
=62° �top� and 
=60° �bottom� over the whole area; left and right
transducers; number of Gaussians r=3 �third PDF is very small and located
at �3=−10 dB�.
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sponding critical values� chi-squared test statistic versus number r of Gauss-
ian PDFs. Dashed lines indicate critical values which are set to one for
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=62°
�top� and 
=60° �bottom�.
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dependent of the absolute values of the backscatter data. One
may, for instance, think of the angular dependence of the
backscatter data or the intrinsic difference between the back-
scatter data of the left and right transducers due to MBES
transducer calibration effects.

To explore the full high-resolution mapping potential of
the method, one may consider to use multiple beams instead
of only one �Sec. III B, Step II�. The ultimate goal of the
acoustic classification method is to obtain a continuous map
over the whole region, as for the bathymetry map. The clas-
sification map obtained from the averaged backscatter data
using beam angles at 
=64° ,62° , . . . ,20° is shown in Fig. 8
in which the three sediment classes are presented by the col-
ors red, yellow, and green. The green represents low values,
the yellow represents intermediate values, and the red repre-
sents high values for the backscatter data. At a typical angle

=60°, the acceptance regions are as follows: �−� to
−18� dB �Class I�, �−18 to −16.25� dB �Class II�, and
�−16.25 to +�� dB �Class III�.

In general, a correlation between the bathymetry and the
classification results is observed �Figs. 4 and 8�; the deeper
the depth is, the larger the backscatter values are, and hence
the coarser the sediments will be. That is what we would
expect, and intuitively ground truth the classification results
�see Sec. V C�. Note, however, that there exist also shallow
water areas where the sediment is coarse grained �compare
Fig. 4 with Fig. 8�. That is an indication for the absence of
any depth-dependent artifacts or unmodeled effects in the
backscatter data.

To further elaborate on the performance of the classifi-

FIG. 8. Acoustic classification map of Waal river �km 920–930� obtained from backscatter at 
=64° ,62° , . . . ,20°. For each angle separate classification has
been applied and results put in a single map. The frames on top indicate a zoom-in of classification results for areas where grab samples have been taken. A
correlation of 0.75 is obtained between acoustic sediment classification and mean grain size from core analysis.
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FIG. 7. �Color online� Histograms �light bar� of averaged �over small sur-
face patches� backscatter data corrected for local slopes, its three Gaussians
�solid line�, and its best fit �dashed line� at angles 
=62° �top� and 
=60°
�bottom� over the whole area; left and right transducers; number of Gauss-
ians r=3.
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cation method, the averaged backscatter data over the south-
ern part of a smaller area where the east component lies
between 151 000 and 153 350 m—the stable flat area in Fig.
4—is now considered. The corresponding histogram along
with two Gaussian PDFs is shown in Fig. 9. The left tails of
the histograms are now shorter than those in Fig. 7. The two
detected PDFs coincide with the results of the classification
map using the three PDFs over the whole river �Fig. 8, two
classes can be seen in this area�.

C. Correlation with core analysis

The ultimate goal of MBES data analysis is to transform
the backscatter classification results into estimates of seafloor
sediment properties such as mean grain size. The goal of the
sediment grab sampling and grain-size analysis is to evaluate
the potential correlation between the mean grain size and the
results from acoustic classification. A total number of 29
grab samples taken at the central axis of the river and at both
sides �70 m apart from the central path� were collected and
analyzed for grain-size distribution. There exist 25 samples
which fall inside the survey area. The grab samples were
washed, dried, and sieved through a series of mesh sizes
ranging from 30 to 0.1 mm. The sieve sizes were converted
into � �phi� units43 using the equation �=−log2 d, where d is
diameter of grain in millimeters. Note that fine sediments
have large � values. Based on the comparison with the
acoustic classification results, it can be concluded that the
areas of high backscatter values correspond to gravel and
lower backscatter values correspond to sand.

We now make a comparison between the classification
results and the mean grain size of the samples. Our strategy
is to use the results of the core analysis for comparison and
to perform a correlation analysis afterward. The mean grain
sizes were sorted from fine to coarse sediment. Considering
the grab samples as an unbiased representative for the whole
area, the percentages of 5%, 40%, and 55% were then ap-
plied to the 25 samples. This corresponds to 1, 10, and 14
samples, respectively for sand, gravelly sand, and sandy
gravel areas. The classification results show good overall

agreement with the ground truth information obtained from
the core analysis �Fig. 8 zoom-in part, and Fig. 10�a��. Most
of the differences belong to the areas where the grab samples
are in the boundary region of two classes. The dependence of
acoustic backscatter techniques on sediment physical proper-
ties is examined using the Pearson correlation coefficient as
well as a disattenuated correlation �Appendix B� between
mean grain size of the samples and the classification results.

Due to the river currents’ interaction with bottom sedi-
ments, the rivers are dynamic environments and hence sedi-
ment distribution can be highly heterogeneous. Ground truth-
ing our classification results from core analysis of the
sediments is prone to a few sources of uncertainty, of which
we mention five. �i� Positioning error of the grab samples
which is considered to be about 4–5 m: this issue is ad-
dressed in this section. �ii� The complexity inherent in ascer-
taining whether a single sample is representative of a larger
region:3 this originates from the heterogeneity of the river
sediment distribution. �iii� A finite number of grab samples
when assigning sediment types to acoustic classes, e.g., the
percentage of the Class I �green� is 5% which leads to just
one sample �if any� from 25 samples. �iv� Large standard
deviation of backscatter data due to the shallowness of water,
which leads to a small beam footprint: this has been ac-
counted for, to a large extent, because of the averaging pro-
cedure. �v� Considering other physical properties of sedi-
ments rather than just the mean grain size. We can also use
the full grain-size distribution and perform similar compari-
son.

We examine the potential correlation between classifica-
tion results and the mean grain size. Larger grain sizes are
expected to produce stronger backscatter for sandy and grav-
elly sediment. The Pearson correlation coefficient �Eq. �B7��
between the mean grain size and the results of the classifi-
cation is 0.75. It indicates a high positive correlation �it is
negatively correlated with � values�. The uncertainties �er-
rors� mentioned above underestimate the correlation coeffi-
cient below the level it would have reached if the measure-
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ments had been precise. Such uncertainties can be accounted
for in the correlation coefficient, which gives rise to the di-
sattenuated correlation coefficient �see Appendix B�. This
correlation coefficient indicates whether the correlation be-
tween two data sets is low�er� because of measurement error
or because the two sets are really uncorrelated. Therefore, if
the measure for the uncertainties is available �for example, if
it is estimated by an independent method�, one can then ob-
tain the disattenuated correlation coefficients.

To see how significantly the aforementioned effects im-
pact the correlation coefficients, the effect of position errors
of the samples is assessed. The disattenuated correlation is
given by Eq. �B9�, where its disattenuation coefficient � is
obtained from Eq. �B10�. Based on the data themselves, one
cannot estimate the measurement errors �ex

and �ey
�varia-

tion within the sub-populations�. Variation in the sediment
composition �due to sediment heterogeneity� versus position
can be simulated using the classification results in the fol-
lowing way: �i� consider randomly a large number of points
with their true positions and classification results, �ii� simu-
late the position error and add it up with the true position,
�iii� look at the classification results at the simulated point,
and �iv� obtain its difference with the classification results at
the true positions and hence its standard deviation �ex

. A
positive trend for the disattenuated correlation is observed
versus position error �Fig. 10�b��. The correlation coefficient,
when taking the 5 m position error into account, increases
from 0.75 to 0.90. Note, however, that the disattenuated cor-
relation is an indication for the presence of measurement
errors and not a substitute for precise measurements. Future
work can use and apply a similar correlation analysis to the
grain-size distribution of the sediments.

D. K-distributed backscatter intensity

1. Background

The classical Rayleigh distribution theory is not appli-
cable when the number of scatterers within the signal foot-
print is not large enough to apply the central limit theorem.
This theory is not applicable, at least, when �1� the seafloor
and hence seafloor data are rough, �2� the number of scatter-
ers within the signal footprint is not large enough, �3� the
number of scatterers is a random variable with high variance,
and �4� the assumption of independent and identically dis-
tributed scatterers is violated.

Statistical analysis of backscatter intensity typically
deals with fitting a set of theoretical distributions to see
which one describes the data best. Non-Rayleigh distribu-
tions can better fit the skewed distributions and provide new
parameters for characterization. It is widely accepted to use
the K-distribution when the classical Rayleigh distribution is
not applicable to backscatter amplitudes.24–27,29 The
K-distribution is

f I�I� =

2�N�

�
��N+��/2

I�N+�−2�/2

������N�
K�−N�2�N�

�
I� , �19�

where � is the scale parameter, � is the shape parameter, N is
the multi-look parameter �i.e., the number of scatter pixels in

the beam footprint�, and K�−N is the modified Bessel function
of the second kind. The K-distribution results from two in-
dependent � -distributed random variables. It has the advan-
tage of being able to reproduce the classical distributions.
For a given N, the K-distribution tends to the gamma distri-
bution when the shape parameter increases to infinity ��
→��. In a special case when N=1, it then reduces to the
exponential distribution.

The maximum likelihood estimation method is usually
applied to estimate the parameters � and � of the
K-distribution.44,45 An alternative is based on the method of
moments.46 We use a method which is based on the least-
squares principle: fitting a curve to the histogram of the data
in a least-squares sense �similar to Sec. III B, Step 1�. Such
estimates are first of all independent of the distribution of the
data, second they are unbiased, and third they give the best
possible precision �minimum variance� for the unknown pa-
rameters of the distribution.

The parameters � and � of the K-distribution depend on
the incident angle. The K-distribution has proved to be a
promising and useful model for the backscattering statistics
in MBES and side-scan sonar data.31,32 Also the
K-distribution is of particular interest because its shape pa-
rameter is related to physical descriptors �e.g., spatial density
of scatterers� of the seafloor.29,30 Our application of the
K-distribution is to further study the problem of riverbed
characterization using the original backscatter intensities
�without averaging�. The angular evolution of the shape pa-
rameter � is, in particular, investigated.

2. Results

The K-distribution is compared to the experimental PDF
of the original backscatter intensities. Figure 11 shows typi-
cal graphical examples of the observed backscatter intensi-
ties along with their least-squares fit. The goodness of fit
criterion ��2 values, similar to those in Eq. �3�� are as fol-
lows. For left transducer they are �2=242 and �2=209 at 

=62° and 
=60°, respectively. For right transducer they are
�2=333 and �2=280 at 
=62° and 
=60°, respectively �see
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FIG. 11. �Color online� Measured histograms of backscatter intensity �solid
black line� and statistical K-distribution �dashed light line� fitting; left and
right transducers; 
=62° �top�, 
=60° �bottom�.
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Fig. 6�. The critical value is only 1.43. This indicates that the
fit is not good enough because of large �2 values, which is a
further indication for having more than one sediment types
�this came out of the Gaussian fitting�.

The angular evolution of backscattering statistics via the
evolution of one parameter, the shape parameter � in Eq.
�19�, of the K-distribution is now investigated. Its estimate is
based on the least-squares curve fitting using the simulta-
neous estimation of the shape parameter � and the scale pa-
rameter �. The results for � are shown in Fig. 12. The angu-
lar evolution of the shape parameter � coincides with the
findings of Refs. 31 and 32. For the intermediate incident
angles, the shape-parameter values are low. At high incident
�low grazing� angles, the increase is due to the extension of
the beam footprint, which includes a greater number of scat-
terers; the central limit theorem applies, and the
K-distribution tends to an exponential distribution �and cor-
respondingly the Rayleigh distribution for amplitude�.

The results given in Ref. 32 show a point where the
functional behavior of the shape-parameter curves �i.e., �
=��
�� reverse for soft sediments, and that the rough seafloor
does not seem to exhibit this transition angle. They indicate
that the riverbed can be considered to be a rough surface �we
cannot see such transition point here as the shape parameter
increases with 
�. We have already identified that the river
sediment composition is formed primarily of coarse sand and
gravel. This makes sense because the grain size of the sedi-
ment is a major contributor to the surface roughness.

We also observe that the shape parameters, in the stable
flat area, are significantly smaller than their corresponding
values in the entire area �Fig. 12�. This can be considered as
the effect of the bottom slopes, which is not seriously present
in the flat area. The strong local slope variation as a normally
distributed random variable will further increase the shape
parameter of the K-distribution. Therefore, the K-distribution
tends to an exponential distribution as in a Rayleigh rever-
beration process.

VI. SUMMARY AND CONCLUSIONS

Riverbed sediment classification using MBESs, back-
scatter data is a promising approach. The degree to which

different bottom types can be discriminated using the back-
scatter data depends on the following. �i� Geoacoustical fea-
tures of the bottom types: an obvious effect is on the mean
and variance of the backscatter data. �ii� Measurement con-
figuration such as beam grazing angle, water depth, pulse
length, and number of scatterers in the signal footprint: such
issues usually affect the distribution of the backscatter data.
�iii� The presence of local slopes of the seafloor. In principle,
the backscatter data should be corrected for bottom slopes.
The differential slopes might, however, significantly affect
the distribution parameters.

This contribution presented a methodology to use the
�very� high-frequency MBES backscatter data for the sedi-
ment classification in very shallow water applications �depth
of 2–10 m�. The MBES used is an EM3002, typically work-
ing at 300 kHz with the maximum 254 number of beams.
However, there is no restriction regarding the capability of
the method for other water depths and frequencies. This
method employs the MBES backscatter data to obtain the
number of classes and to discriminate between them by ap-
plying the Bayes decision rule for multiple hypotheses. This
is achieved by fitting a series of Gaussian PDFs to the back-
scatter strength histogram. Since the classification is done
per beam, the method is independent of the possible incor-
rect calibration effects and the angular behavior of the back-
scatter data.

The performance of the method was tested by using the
backscatter data acquired in the river Waal, The Netherlands.
Extensive sediment grab samples analyzed for the grain-size
distribution were used to evaluate the performance of the
classification results. The following aspects of the research
are highlighted.

• Shallow water depths result in small beam footprints and
hence a small number of scatter pixels per beam. That
makes the backscatter data highly variable and conse-
quently the classification method becomes less efficient. To
increase the discriminating power of the classification re-
sults, we used an averaging procedure over small surface
patches 0.5�0.5 m2. The high resolution bathymetry data
provide precise bottom slope corrections to convert the
arrival angle of the signal into the true incident angle, and
the high resolution backscatter data allow one to reduce the
statistical fluctuation in backscatter strength.

• We performed a correlation analysis. The dependence of
acoustic backscatter classification on sediment physical
properties was verified by using Pearson �0.75� and disat-
tenuated �0.90� correlation coefficients between the classi-
fication results and sediment mean grain size. The disat-
tenuated correlation gives an indication for the effects of
measurement errors that attenuate the correlation below the
level it would have reached had the measurements been
precise.

• We considered the backscattered intensity statistics using
the K-distribution to further study the riverbed character-
ization. Angular evolution of the K-distribution shape pa-
rameter indicated that the Waal riverbed is indeed a rough
surface. It is in agreement with the ground truth informa-
tion from the core analysis.
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FIG. 12. �Color online� Angular evolution of shape parameter � of
K-distribution for entire area and flat area.
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APPENDIX A: COORDINATE TRANSFORMATION

The linear model of observation equations in the vessel
coordinate system x-y is

E�z� = Aa , �A1�

where z is the bathymetry data, A is the m�6 design matrix
of the form

A = �1 X Y X2 Y2 XY� , �A2�

or, written out as

A = �1 x1 y1 x1
2 y1

2 x1y1

] ] ] ] ] ]

1 xm ym xm
2 ym

2 xmym
� , �A3�

and a is the unknown coefficients of the bi-quadratic poly-
nomial. The least-squares estimate of a is

â = �ATQz
−1A�−1ATQz

−1z . �A4�

Another parametrization of the above system of obser-
vation equations is based on the UTM coordinate system
�north N and east E�

E�z� = A�a�, �A5�

where

A� = �1 N E N2 E2 NE� . �A6�

The prime � indicates that the terms are now defined in the
new coordinate system. The least-squares estimate for a� is

â� = �A�TQz
−1A��−1A�TQz

−1z . �A7�

One can simply show that the design matrices A and A�
are related using the transformation A=A�T, where T is a 6
�6 regular matrix of the form

T = �
1 0 0 0 0 0

0 cos 	 − sin 	 0 0 0

0 sin 	 cos 	 0 0 0

0 0 0 cos2 	 sin2 	 −1
2 sin 2	

0 0 0 sin2 	 cos2 	 1
2 sin 2	

0 0 0 sin 2	 − sin 2	 cos 2	

� ,

�A8�

with the inverse

T−1 = �
1 0 0 0 0 0

0 cos 	 sin 	 0 0 0

0 − sin 	 cos 	 0 0 0

0 0 0 cos2 	 sin2 	 1
2 sin 2	

0 0 0 sin2 	 cos2 	 −1
2 sin 2	

0 0 0 − sin 2	 sin 2	 cos 2	

� ,

�A9�

where 	 is the heading angle of the vessel. Substituting A
=A�T in Eq. �A4� gives the relation between the least-
squares estimates â and â� as

â = T−1�A�TQz
−1A��−1A�TQz

−1z = T−1â� �A10�

or

�
â0

â1

â2

â3

â4

â5

� = �
â0�

â1� cos 	 + â2� sin 	

â2� cos 	 − â1� sin 	

â3� cos2 	 + â4� sin2 	 + 1
2 â5� sin 2	

â3� sin2 	 + â4� cos2 	 − 1
2 â5� sin 2	

â4� sin 2	 − â3� sin 2	 + â5� cos 2	

� . �A11�

Equations âx= â1+2â3x+ â5y and ây = â2+2â4y+ â5x with
x=N cos 	+E sin 	, y=E cos 	−N sin 	, and Eq. �A11�
simplify to

âx = �â1� + 2â3�N + â5�E�cos 	 + �â2� + 2â4�E + â5�N�sin 	 ,

�A12�

ây = �â2� + 2â4�E + â5�N�cos 	 − �â1� + 2â3�N + â5�E�sin 	 ,

�A13�

or simply

âx = âN cos 	 + âE sin 	 , �A14�

ây = âE cos 	 − âN sin 	 , �A15�

where âN= â1�+2â3�N+ â5�E and âE= â2�+2â4�E+ â5�N are the es-
timated slopes in the north and east directions, respectively.

APPENDIX B: DISATTENUATED CORRELATION
COEFFICIENT

Consider the data set x= �x1 , . . . ,xm�T and y=
�y1 , . . . ,ym�T, as a realization of the following random vari-
ables: x� i=�x+�xi

+exi
and y� i=�y +�xi

+eyi
, where the �’s rep-

resent the mean values, the �’s represent variation between
sub-population, and the e’s represent variation within the
sub-populations �measurement error�. The underline indi-
cates randomness. The variances of the components �xi

, �yi
,

exi
, and eyi

are assumed to be ��x

2 , ��y

2 , �ex

2 , and �ey

2 , respec-
tively. The �x and �y are assumed to be correlated ���x�y
�0�, but the measurement errors ex and ey are assumed to be
uncorrelated ��exey

=0�. The above formulas can be written in
a matrix notation as
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	x�

y�

 = 	�x

�y

 + 	1 0 1 0

0 1 0 1

�

�x

�y

ex

ey

� , �B1�

with the covariance matrix of

D��
�x

�y

ex

ey

�� = �
��x

2 ��x�y
0 0

��x�y
��y

2 0 0

0 0 �ex

2 0

0 0 0 �ey

2
� . �B2�

Application of the variance propagation law47 gives the co-
variance matrix of �x� ,y��T as

D�	x�

y�

� = 	��x

2 + �ex

2 ��x�y

��x�y
��y

2 + �ey

2 
 . �B3�

If we have a series of m samples of random variables x and
y, written as xi and yi, where i=1, . . . ,m, then the variances
�x

2=��x

2 +�ex

2 and �y
2=��y

2 +�ey

2 and the covariance �xy =��x�y

can be estimated using the following linear model of obser-
vation equations:

E�	x�

y�

� = 	u 0

0 u

	�x

�y

 , �B4�

with the covariance matrix

D�	x�

y�

� = 	 �x

2I �xyI

�xyI �y
2I

 , �B5�

where u= �1,1 , . . . ,1�T is a summation vector. The least-
squares estimates of �x

2, �y
2, and �xy are then40,48

�̂x
2 = �x − x̄�T�x − x̄�/�m − 1� ,

�̂y
2 = �y − ȳ�T�y − ȳ�/�m − 1� ,

�̂xy = �x − x̄�T�y − ȳ�/�m − 1� , �B6�

where x̄= �1 /m��i=1
m xi and ȳ= �1 /m��i=1

m yi are the sample
means. The Pearson correlation coefficient �sample correla-
tion� can then be used to estimate the correlation between x
and y:49

�xy =
�̂xy

��̂x
2�̂y

2
=

�̂�x�y

���̂�x

2 + �̂ex

2 ���̂�y

2 + �̂ey

2 �
. �B7�

When two data sets x and y are correlated, measurement
errors underestimate the correlation coefficient. Measure-
ment error can be accounted for in a correlation coefficient,
which gives rise to the correlation coefficient disattenuated
of measurement error

�xy
d =

�̂�x�y

��̂�x

2 �̂�y

2
. �B8�

Disattenuated correlation coefficient indicates whether the
correlation between two data sets is low because of measure-

ment error or because the two sets are really uncorrelated.
Note that Eq. �B6� gives �̂x

2 and �̂y
2, and not separately �̂�x

2 ,
�̂ex

2 , �̂�y

2 , and �̂ey

2 . If the measurement errors are available �for
example, if they are estimated by an independent tool such as
simulation�, one can account for them and obtain the disat-
tenuated correlation coefficients. The relation between Pear-
son correlation coefficient and its disattenuated one is

�xy = ��xy
d , �B9�

where � is the attenuation coefficient

� =
��x

��y

����x

2 + �ex

2 ����y

2 + �ey

2 �
. �B10�

How well the variables are measured affects the correlation
of x and y. The correction for attenuation shows the correla-
tion as if one measures x and y without errors.
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The estimation of the impulse response �IR� of a propagation channel may be of great interest for
a large number of underwater applications: underwater communications, sonar detection and
localization, marine mammal monitoring, etc. It quantifies the distortions of the transmitted signal
in the underwater channel and enables geoacoustic inversion. The propagating signal is usually
subject to additional and undesirable distortions due to the motion of the
transmitter-channel-receiver configuration. This paper shows the effects of the motion while
estimating the IR by matched filtering between the transmitted and the received signals. A
methodology to compare IR estimation with and without motion is presented. Based on this
comparison, a method for motion effect compensation is proposed in order to reduce
motion-induced distortions. The proposed methodology is applied to real data sets collected in 2007
by the Service Hydrographique et Océanographique de la Marine in a shallow water environment,
proving its interest for motion effect analysis. Motion compensated estimation of IRs is computed
from sources transmitting broadband linear frequency modulations moving at up to 12 knots in the
shallow water environment of the Malta plateau, South of Sicilia.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3203308�

PACS number�s�: 43.30.Pc, 43.60.Mn, 43.60.Pt, 43.30.Cq �AIT� Pages: 1739–1751

I. INTRODUCTION

The knowledge of the impulse response �IR� of propa-
gation channels is potentially interesting for a large number
of underwater acoustics applications such as underwater
communication, sonar detection and localization, marine
mammal monitoring, etc. The IR estimate is also central for
geoacoustic inversion using matched impulse response
�MIR� techniques.1 The most popular method to estimate IR
is the so-called matched filtering,2 where the received signal
is correlated with the transmitted one.

Ideally, with an additive white-noise background, the
matched filtering operation processing correlates the re-
ceived signal with time-delayed versions of the transmitted
signal. When the motion of the transmitter and receiver is
well monitored, as in the case of active ocean acoustic to-
mography, methods such as matched-field-processing.3 or
MIR can take into account the motion effects, even if a
highly computational cost may be required for broadband
signals. When the motion of the transmitter and receiver is
unknown �as it is the case for passive ocean acoustic
tomography4,5�, these methods cannot be applied any longer.
In this paper, we propose a new method to estimate and

compensate the motion effects. This work is a contribution to
the development of a passive tomography system using tran-
sient signals.

When the motion of the transmitter-channel-receiver
configuration is not known, the received signal could be cor-
related against a family of reference signals that represent as
well all possible receptions. The set of reference signals
would account for all the possible velocities of the configu-
ration and the multipath propagation effects of the environ-
ment. For example, Qian and Chen6 and Mallat and Zhang7

proposed a matching pursuit algorithm on transitory signals,
which adaptively decomposes any signal into a linear com-
bination of best-matched basis functions that are selected
from a dictionary of Gabor atoms. Zou et al.8 extended some
earlier results on steady-motion based Dopplerlet transform
and introduced the application of Dopplerlet transform to the
estimation of range and speed of a moving source.

Not many works have been reported on the problem of
solving the resulting wave equation for a moving source in
an acoustic waveguide. Guthrie et al.,9 Hawken,10 and more
recently Lim and Ozard11 considered sources moving radi-
ally or horizontally and obtained expressions for the acous-
tics field using normal theory. Flanagan et al.12 and Clark et
al.13 formulated the moving source problem in terms of ray
theory, where each raypath has different Doppler shift ac-
cording to its angle of emission. Most solutions are given in
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terms of contemporary time, i.e., the time at which the sound
reaches the receiver but Lim and Ozard expressed their so-
lution in terms of retarded time, i.e., the time at which the
sound was transmitted by the source.

This paper investigates the effects of the motion that
often exists in an operating transmitter-channel-receiver con-
figuration in geoacoustic inversion. Doppler effect conse-
quences on the estimation of the IR are shown and explained
for shallow water environments with matched filtering be-
tween the transmitted and received signals. The studied sig-
nals have very low central frequencies �around 1300 Hz� and
high bandwidth �around 2000 Hz�. For feasibility purposes,
it is considered that the relative motion existing between the
transmitter and the receiver is horizontal with a constant
speed during transmissions.

The performance of the correlation receiver in delay and
Doppler can be described with the ambiguity function. If the
signal is narrowband, then the conventional formulation of
the ambiguity function is appropriate. In this case, the effects
of motion, which are a compression in time for approaching
sources and an expansion for receding sources, are approxi-
mated as simple carrier-frequency shifts of the transmitted
waveform. For the narrowband case, the correlation receiver
has a reference set of signals composed by time-delayed and
carrier-frequency-shifted versions of the transmitted signal.
However, this is no longer valid when the ratio bandwidth
under central frequency increases. In our study, a multipath
wideband ambiguity function is introduced in order to ac-
count for a different broadband Doppler effect for each path.
In the wideband case, the correlation receiver has reference
signals that are time-delayed and time-scaled versions of the
transmitted one. Hermand and Roderick14 fully described
and formulated the narrowband and wideband ambiguity
functions for active sonar systems. The interferences that can
occur in the cases of reflection on multiple moving targets
are also analyzed. The purpose of this paper is to analyze the
broadband ambiguity function with the same approach as in
Ref. 14 and apply it to the estimation of the IR of an under-
water acoustic propagation channel when motion exists be-
tween the source and the receiver. We will show that when
high bandwidth and very low central frequency signals are
transmitted, the wideband ambiguity plane enables estimat-
ing and compensating the Doppler effects which modify the
underwater acoustic propagation channel. Doppler effects
will be shown to differ for each propagation path on simu-
lated and real data.

This paper is organized as follows. Section II presents a
transient signal modeling for a multipath environment with
rectilinear, constant speed motion. Then Sec. III describes
the motion effects both on the estimation of an IR computed
with a correlation receiver process and on the narrowband
and wideband ambiguity functions in a multipath environ-
ment. A Doppler effect estimation and removal technique on
the IR and its applications on simulated data are presented in
Sec. IV. The results on a real data set are presented in Sec. V.
We close in Sec. VI with conclusions.

II. MODELING WAVE PROPAGATION AND MOVING
TRANSIENT EMISSION

The wideband Doppler effect in a multipath environ-
ment is presented in this section using contemporary time,
i.e., the time at which the sound reaches the receiver, and
retarded time, i.e., the time at which the sound was transmit-
ted by the source considering a constant speed of propaga-
tion in the medium.

A. Signal received for one ray

In this section, we consider a fixed receiver and a source
with constant speed motion M� . The source emits a signal for
T s while moving at a constant speed v along the x axis, as
illustrated in Fig. 1. For one emission, the source position
along the x axis is

x0 −
vT

2
� x � x0 +

vT

2
, �1�

where x0 is the position of the source after T /2 s. We define
a time axis u for the emission, which is the retarded time,
and t for the reception, which is the contemporary time, fol-
lowing a relation of the form

u + Ti�u� = t , �2�

where Ti�u� refers to the time delay of the ith ray and u
verifies

−
T

2
� u �

T

2
. �3�

Relation �2� means that a signal transmitted at the delayed
time u is received on the ith ray at the contemporary time t
equal to u plus the propagation time along the ith ray. If Li�u�

M
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FIG. 1. Schematic illustration of how vi is computed from the motion vec-
tors M� and v� . The top panel represents a side view of the source-receiver
configuration while the bottom panel is a top view. For simplicity, it is
assumed here that the speed is constant.
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is defined as the path length of the ith ray in meters, formula
�2� can be rewritten as

u +
Li�u�

c
= t , �4�

where c is the speed of the sound in the medium. Assuming
that the latter is constant, the path length of the ith ray is
defined as

Li�u� = �xi�u�2 + zi
2, �5�

where �xi�u� ,zi� represents the position of the virtual source
from which the signal propagating along the ith ray seems to
have been radiated �the expressions of zi are given in Appen-
dix A for all rays�. It is worthy noting that each of the virtual
sources seems to move at a different apparent speed vi. The
term xi�u� is the distance existing between the virtual source
and the hydrophone along the x axis

xi�u� = x0 − viu , �6�

where vi is considered positive for approaching sources and
negative for receding sources. Expression �2� can be rewrit-
ten as

u +
��x0 − viu�2 + zi

2

c
= t . �7�

In order to obtain the time of emission as a function of the
time of reception, some hypotheses are necessary. The first
one considers that the depth of the propagation channel can
be neglected compared with its length. After calculation
�given in Appendix B� and under our first hypothesis, expres-
sion �7� can be expressed by

u +
x0 − viu

c
+

zi
2

2c�x0 − viu�
= t . �8�

The second hypothesis states that the distance covered by the
moving source during one transmission can be neglected
compared with the source-hydrophone separation. Some cal-
culation �given in Appendix B� yields an approximation of
the expression of the time of emission as a function of the
time of reception:

u =
t − �i

1 − vi�1

c
−

zi

2cx0
2� , �9�

where �i corresponds to the time-delay associated with the
ith path for a fixed source located at x=x0,

�i =
x0

c
+

zi
2

2cx0
. �10�

Relation �9� means that the signal received for the ith ray is
a time-delayed and time compressed �or expanded� version
of the transmitted one. Expression �10� illustrates what ap-
pears logical: if one computes an IR with a moving source
and wants to compare it with the motionless case, it should
be done with a source located in the middle of the motion.

B. Signal received in multipath configurations

In Eq. �6�, it has been assumed that the speed of the
source appears to be different for each ray. The projection of
the source’s speed on the sight line between the transmitter
and the receiver is called v� . It is assumed that v� can vary
with time as the line defined by the source and the receiver
changes. As shown in Fig. 1, the motion vector v� is then
projected on the path of the ith ray with the declination angle
�i which leads to

vi = �v��cos��i� . �11�

A solution of the wave equation for the sound field in an
iso-speed ocean channel overlying a homogeneous fluid half-
space was developed and published over half a century ago
in a classic paper by Pekeris.15 For Pekeris waveguides16 the
departure angle of one path, �i, and its angle of arrival differ
in sign for one ray out of two but they have the same cosine.
This basic property can be used to validate the assumption of
using a Pekeris waveguide. We consider that the received
signal is distorted by the combined effects of propagation
and source motion �i.e., time-delayed, amplitude attenuated,
and Doppler transformed�. Using Eq. �9�, and adding a
change in amplitude to conserve energy yields the expression
of the signal received at time t for the ith ray

si�t� = ai�i
1/2e��t − �i� · �i� , �12�

where e�t� is the transmitted signal, ai represents the ampli-
tude attenuation due to propagation losses, and �i is the scale
factor due to the broadband Doppler effect satisfying

�i =
1

1 − �v��cos��i��1

c
−

zi

2c · x0
2� . �13�

The received signal s�t� is the sum of all the si�t� received
from each ray which leads to the following expression:

s�t� = 	
i

si�t� . �14�

We made the hypothesis that the distance covered by the
source during the transmission can be neglected compared
with the source-receiver separation to obtain Eq. �8�. From
now on, we can consider the propagation time, Ti�u�, and the
projection of the motion vector v� along the path of the ith
ray, vi, to be constant during one emission. By using the
complete formulation of the signal received for each ray �12�
and of the compression factor �i �13�, Eq. �14� can be rewrit-
ten as

s�t� = 	
i

ai�i
1/2e��t − �i��i� . �15�

This expression illustrates that the signal received from a
moving source with a multipath propagation is a weighted
sum of amplitude attenuated, time-delayed, and Doppler-
transformed versions of the transmitted signal. The compres-
sion factor �i depends on the velocity of the source v� , on the
angle of emission of ray i, and on the position of its corre-
sponding virtual source, as shown in Eq. �13�.
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III. EFFECTS OF SOURCE MOTION

In Sec. II, the received multipath signal has been char-
acterized. The effects of source motion on the estimation of
an IR with matched filtering are formulated and analyzed in
this section.

A. Effects of source motion on the matched-filter
output

Considering that the received signal is defined as the
sum of amplitude-attenuated, time-delayed, and Doppler-
transformed versions of the transmitted signal, the Doppler-
transformation stands for a Doppler scaling which is not ap-
proximated as a simple frequency shifting. Assuming that the
transmitted signal is known, the propagation time and the
velocity associated with each ray can be estimated by cross
correlating the received signal with a set of reference signals.
The set of reference signals is composed of time-delayed and
Doppler-transformed versions of the emitted signal for the
range of time delays and speeds expected.14 For each refer-
ence signal, the cross correlation depends on the speed v
because of the � dependency and is computed by

R��,v� = 

−�

�

s�t + ���1/2eT��t�dt , �16�

where T denotes the complex conjugation, s�t� is the re-
ceived signal, e�t� is the transmission, and � is the compres-
sion factor due to the Doppler effect. Using the expression of
the received signal in a multipath environment �15� in Eq.
�16� yields

R��,v� = 	
i

ai���i�1/2

−�

�

e��i�t + � − �i��eT��t�dt . �17�

Local maxima of this correlation function are reached
for each ray. For the ith ray, the maximum is reached when
the reference and the propagated signal are exactly aligned in
time delay and Doppler. It is assumed that the smallest time
difference between two consecutive arrivals is larger than the
inverse of the time-bandwidth product of the transmitted sig-
nal so rays are well separated for the motionless case, and
each peak of the correlation can be detected. The interfer-
ences that could occur between local maxima are studied in

Ref. 14 and are not the purpose of this paper. The time of
propagation and the apparent speed of the ith ray can be
estimated once a local maximum is detected.

B. Effects of source motion on the ambiguity plane

The wideband ambiguity plane introduced here is the
squared magnitude of the result of the correlation equation
�17�. The propagation time and the velocity associated with
the received signal are estimated by cross correlating the
received signal with a set of reference signals. The set of
reference signals is composed of time-delayed and Doppler-
transformed versions of the transmitted signal which is as-
sumed to be known.

For geoacoustic inversion applications, the emitted sig-
nals are wideband signals, and the motion effect cannot be
approximated by a frequency shifting. It is well known that
the representation of a linear frequency modulation �LFM�
signal in the narrowband ambiguity plane is ambiguous, as
shown in Fig. 2. A LFM frequency shifted by the narrow-
band approximation of the Doppler effect is really close to
one another which is just time-delayed, as illustrated in Fig.
3. Figure 3 shows the ideal time frequency representation of
a LFM signal compared with the Doppler-transformed ver-
sions of the signal under narrowband and broadband ap-
proximations of the Doppler effect. That is why there is an
ambiguity and one cannot find accurately the right coordi-
nate of the maximum in the ambiguity plane. There is no
absolute maximum in the narrowband ambiguity plane, and
possible solutions are represented by all the points of the
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and a time duration of 4 s. The simulated speed is 2.5 ms−1 and the time
delay is 0.1 s.
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straight line containing the energy. Hence neither the propa-
gation time nor the source speed can be estimated accurately
when a broadband LFM is transmitted.

As shown in Fig. 4, the representation of a time-delayed
and Doppler-transformed LFM provides a finite resolution in
the �� ,v� domain but remains ambiguous in the wideband
ambiguity plane, although there is one absolute maximum
that can be detected far more accurately than in the narrow-
band ambiguity function. That is why the wideband ambigu-
ity plane is well adapted to geoacoustic inversion applica-
tions. The maximum is reached when the parameters of the
reference signal match exactly with the parameters of the
estimate. The amplitude of the correlation stays high for time
delays close to the simulated one, and the correlation broad-
ens farther from the simulated speed.

For multipath propagation, paths have different apparent
speeds and different time delays, as illustrated in Fig. 5. Each
path is seen as a sweep-like shape which broadens with the
distance between the reference and the simulated speed. Fig-
ure 5 illustrates the wideband ambiguity plane for a simu-
lated multipath propagation centered on the six first arrivals.

C. The LFM case

LFMs are classically used for geoacoustic inversions
and tomography because their large time-bandwidth product
provides a good resolution and because of electro-acoustic
transduction technological constraints. From now on, the
transmitted signal is assumed to be a LFM signal with
known parameters

e�t� =

rect� t

T
�

��T�
exp� j2�� fct +

k

2
t2�� , �18�

where fc is the central frequency of the sweep, k is the chirp
rate or sweep rate, T is the duration of the signal, and the rect
function is defined by

rect�t� = �1 if �t� �
1
2

0 otherwise.
 �19�

Some algebraic manipulations14,17,18 detailed in Appen-
dix C with Eqs. �17� and �18� lead to the analytic expression
of the cross correlation defined previously if v is different
from vi,

R��,v� = 	
i

CiDiEi

2���i�



Xi

Yi

exp��
�

2
jt2�dt , �20a�

where Ci =
�i

1/2�1/2ai

T
exp�j��fc	�i�� + �i��� , �20b�

Di = exp��
k	�i

2

4
j��i

2 − �2�� , �20c�

Ei = exp�− �2j�� 
i

2���i�
�2� , �20d�

�i =
k

2
��i

2 − �2� , �20e�


i = fc��i − �� + k	�i��2 − �i
2� , �20f�

	�i = � − �i, �20g�

Xi =
�
i

���i�
+ 2t1

���i� , �20h�

Yi =
�
i

���i�
+ 2t2

���i� , �20i�

� = sgn�k��i − ��� . �20j�

The bounds of integration of Eq. �20� depend on t1 and
t2 which are given in Appendix D. Finally, the result of Eq.
�20� can be expressed and simplified with a complex form of
the Fresnel integrals if v is different from vi,

R��,v� = 	
i

CiDiEi

2���i�
�F�Yi� − F�Xi�� , �21�
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F�u� = C�u� + j�S�u� , �22�

C�u� = 

0

u

cos�ut2

2
�dt , �23�

S�u� = 

0

u

sin��t2

2
�dt . �24�

When the Doppler transformation of the reference signal
matches exactly the Doppler transformation of the ith path,
expression �21� is no longer valid, and the ith term of the
sum, ri�� ,vi�, becomes

ri��,vi� = Ci��	�i� −
T

�i
� sin��i�

�i
, �25a�

�i = �k	�i��i�	�i� − T� . �25b�

When the reference signal matches exactly the ith path,
expression �25� reaches its maximum as expected and equals
ai meaning that the amplitude associated with each ray can
be recovered. It is worthy noting that Eq. �25� is a sine car-
dinal multiplied by a constant that can be compared with the
classical LFM ambiguity function. According to the
asymptotic evaluation of Harris and Kramer19 and Kramer,17

the Doppler tolerance, i.e., half-power contour, is given by

V−3 dB = �
2610

TW
knots, �26�

where T is the duration of the LFM and W the signal band-
width. As an example, we consider a large TW-product and
wideband LFM signal with known parameters:

fc = 1300 Hz, W = 2000 Hz, T = 4 s, �27�

where fc is the central frequency of the LFM. From Eq. �26�
the Doppler tolerance of this signal in the wideband ambigu-
ity plane is V−3 dB= �0.32 knots, whereas its classical Dop-
pler tolerance in the narrowband ambiguity plane would be7

V−3 dB = �
450W

fc
= � 692.3 knots. �28�

This example confirms the results obtained with our
wave propagation modeling, the wideband ambiguity func-
tion is well adapted for the study of Doppler scenarios in
geoacoustic inversion applications, and the narrowband ap-
proximation is not valid. For the narrowband case, the cor-
relation receiver has a reference set of signals composed of
time-delayed and carrier-frequency-shifted versions of the
transmitted signal. As can be seen in Fig. 3, a LFM
frequency-shifted by the effects of motion is not very differ-
ent from one another which is only time-delayed; that is why
LFM signals have a poor Doppler tolerance and are ambigu-
ous in the narrowband ambiguity plane. The inclusion of the
motion effect for broadband signals, i.e., time compression
�or expansion�, in the computation of the correlation receiver
clearly enhances the Doppler tolerance of wideband signals
so that a LFM is no longer ambiguous in the wideband am-

biguity plane. Different Doppler removal techniques derived
from the wideband ambiguity plane are introduced and stud-
ied in Sec. IV.

IV. DOPPLER REMOVAL TECHNIQUES

A computational method has been presented in Sec. III
to study the multipath propagation when a LFM is transmit-
ted. The wideband ambiguity plane was introduced as an
adapted representation of the multipath propagation for geoa-
coustic applications whenever the source is moving or not.

A. The motionless source hypothesis

A well known method of estimating the IR of a propa-
gation channel is to compute the cross correlation between
the time-delayed transmitted signal and the received signal
as

IR��� = 	
i

ai�i

−�

�

e��i�t + � − �i��eT�t�dt . �29�

This is equivalent to computing expression �17� with a
zero speed, meaning �=1, for all references. The result of
Eq. �29� is a sub-part of the broadband ambiguity plane and
can be obtained by keeping the column at zero speed in this
plane. From Eq. �29� it can be seen that the motion effects
are not considered and the computed IR will be biased. Both
the estimation of the time of propagation ��i� and the ampli-
tude of the ith ray �ai� will be incorrect. An example of the
zero speed correlation is illustrated with the solid line in Fig.
6. The parameters used for this simulation are the same as
the one used for the simulation presented in Fig. 5 except for
the source speed. The first two paths are not resolved be-
cause the transmitted signal is transformed by the Doppler
effect which is not taken into account during the processing.
The amplitude of each peak is lowered and the time delays
are not correctly estimated. The exact values of amplitude
and time delay of the ith path are located at the maximum
value of the shape associated with the ith path on the wide-
band ambiguity plane. The effects of Doppler transforma-
tions on wideband LFM signals have been verified for a large
set of simulated data, confirming the necessity of adding a
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speed parameter to the matched filtering processing so the
motion of the source can be estimated and then compensated.

B. The uniform speed compensation

The cross correlation between the time-delayed trans-
mitted signal and the received signal has been shown to have
poor performances in estimating the IR when the motion is
not taken into account. We propose here a new method to
compensate the motion in the estimation of an IR of the
propagation channel. This aims at reconstructing a motion-
less IR from an acoustic observation with a moving source in
order to enable the use of classical acoustic inversion pro-
cesses. The declination angle of the direct path is very low,
and expression �11� shows that the apparent speed of this
path will be the projection of the motion vector along the
receiver-source line. If the amplitude of the direct path is
considered higher than any other, then the amplitude of its
correlation with the reference signals is also higher than any
other. The speed of the source v is estimated as the coordi-
nates of the absolute maximum in the ambiguity plane. If the
source is far away from the receiver, as illustrated in Fig. 7,
the received paths will have low declination angles, meaning
an apparent speed close to v and Eq. �11� becomes

vi = �v�� . �30�

The uniform speed compensation is defined as keeping
the column at constant speed v in the wideband ambiguity
plane and is presented in Fig. 8.

We developed a software simulating all the propagation
process with ray theory for signals transmitted from a mov-
ing source in order to test our uniform motion compensation
method. The simulation is presented in Fig. 8 and was com-
puted with a source moving at a constant speed of 5 ms−1, at
a depth of 24 m, 4 km from the receiver at a depth of 90 m
on a 165 m deep channel with a constant sound speed of
1500 ms−1. The signal transmitted is a LFM with a central
frequency of 1300 Hz, a bandwidth of 2000 Hz, and a dura-
tion of 4 s. In Fig. 8, the star shows the absolute maximum
detected in the wideband ambiguity plane, giving an esti-
mated speed of 5�0.16 ms−1 as expected. In this case, the
source is far away from the receiver at a distance much
greater than the depth of the propagation channel so the con-
ditions necessary to apply uniform speed compensation are
met. The compensation of the motion on the estimated IR is
made by keeping the column at the estimated speed which is
represented with solid line on the top of Fig. 8. The panel on
the bottom of Fig. 8 represents estimates of the IR where the

dashed line stands for the IR estimated with zero speed com-
pensation �no speed compensation�. The solid line stands for
the estimation of the motion compensated IR while the
crosses represent the simulated IR. This compensation
method is effective and improves the estimated IR. Both am-
plitudes, time delays, and peak detections have been im-
proved. It is not possible to distinguish any path without
compensation while they are clearly detectable with compen-
sation. The general shape of the IR is well recovered even if
amplitudes are not the theoretical ones.

The estimated amplitudes of the motion compensated IR
are biased because the hypothesis made in relation �30� is not
valid for all rays, and the column at constant speed v does
not cut each chirp-like shape around its maximum in the
ambiguity plane. The interferences existing between paths
are clearly illustrated on the broadband ambiguity plane of
Fig. 8. As expected, the Doppler effect lowers amplitudes,
shifts time delays, and leads to the appearance of interfer-
ences between peaks which are not detectable if the motion
is not compensated. The time delay shifting is clear on the
estimated IR represented in Fig. 8 and can be explained by
the sweep-like shape of each path on the ambiguity plane.

Figure 9 illustrates another example of uniform speed
compensation where the source is moving at a speed of
4 ms−1 at a depth of 32 m and a distance of 500 m from the
receiver. The recorder is at a depth of 90 m and the propa-
gation channel is the same as before. The star represented on
the wideband ambiguity plane of Fig. 9 shows the absolute
maximum detected in the wideband ambiguity, giving an es-
timated speed of 3.99�0.16 ms−1 which is valid. For this
simulation, the depth of the channel cannot be neglected
compared with the source-hydrophone separation so the con-
ditions required to apply the uniform speed compensation are
not met. We consider that the uniform speed compensation
can be applied when the source-hydrophone separation is at
least ten times larger than the channel depth. The motion
compensation for the IR estimate is made by keeping the
column at the estimated speed which is represented with

FIG. 7. Schematic illustration of the hypothesis necessary to obtain relation
�30�. Here the source is 30 times farther than the channel depth and only the
first three paths are represented for simplicity.
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FIG. 8. �Color online� The top panel shows the ambiguity plane for a
4000 m multipath propagation. The star represents the detected absolute
maximum. The bottom panel shows the IR estimated with zero speed com-
pensation in dashed lines �on the top�; the IR estimated with uniform speed
compensation is represented with solid line �on the bottom� and the crosses
stand for the ideal simulated IR.
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solid line in Fig. 9. Contrary to the previous simulation, it
can be seen that the line along which the compensation is
made on the ambiguity plane is no longer cutting each
sweep-like shape around its maximum. This means that the
apparent speed, amplitude, and time delay of each ray will
not be estimated properly. In Fig. 9, it is worthy noting that
the distance between local maxima and the line along which
the compensation is made increases with the time delay,
which explains the degradation of estimations for the last
rays. These drawbacks can also be seen on the estimation of
the motion compensated IR which is represented by a solid
line in the bottom of Fig. 9 and can be compared with the
dashed line representing the zero speed compensation and
the crosses representing the simulated IR. The first two rays
of the motion compensated IR are well estimated and their
time-delays and amplitudes are well recovered. However, the
estimation error of the motion compensated IR increases
with the time-delays.

The uniform speed compensation is a good way to com-
pensate the motion of a source while estimating an IR.
Though the hypothesis is necessary, its validity cannot al-
ways be verified. A compensation method that considers the
speed of each ray individually should lead to a more general
result and is one of our short term prospects.20

V. APPLICATION TO REAL DATA

In this section, the previously described methods are
tested on a dedicated real data set recorded in a shallow
water environment.

A. Experiment description

The BASE’07 experiment was jointly conducted by the
NATO Undersea Research Center, the Forschungsanstalt der
Bundeswehr für Wasserschall und Geophysik, the Applied
Research Laboratory, and the Service Hydrographique et
Ocanographique de la Marine �SHOM�. The main objective
of the experiment is to investigate broadband adaptive sonar
techniques in the shallow water. Two additional days of mea-

surement were also conducted by SHOM for geoacoustic in-
version. Some results can be seen in Refs. 21–23. The first
day was dedicated to a general survey and the second day
was dedicated to motion effect compensation. The real data
of this second day are used in the following. The campaign
took place on the Malta Plateau in shallow water �130 m
depth�. Underwater LFM, as illustrated in Fig. 10, was trans-
mitted by a source moving rectilinearly at constant speed
from 2 to 12 knots and different depths. The transmitted
LFM has a bandwidth of 2000 Hz, a central frequency of
1300 Hz, and a duration of 4 s, and the effects of the multi-
path propagation can be seen in Fig. 10. The transmitted
signal’s bandwidth is very large compared with the signal’s
central frequency, which ensures a large propagation distance
and good auto-correlation properties for geoacoustic inver-
sion. However, the transmitted signals are Doppler sensitive.
The source-receiver separation varied from 500 to 25 000 m,
and the transmitted signals were recorded by an array of six
hydrophones located at different depths �from 9 to 94 m�. As
shown in Fig. 11, the array of hydrophones had its own glo-
bal positioning system �GPS� and clock for localization and
was not anchored so it can move freely with currents and
avoid additional flow noise. The boat had a GPS which was
used to derive the position of the towed source. Both position
and speed of the source and the hydrophone array are known
at any moment so the results can be compared and analyzed.

B. Results

The wideband ambiguity plane has been studied for
more than 100 different scenarios on each of the six hydro-
phones of the array. The motion existing between the source
and the receivers was clearly seen on all the wideband am-
biguity planes. The uniform speed compensation method was
then automatically carried out to estimate the source-receiver
relative speed and the motionless IR. All the broadband am-
biguity planes analyzed from real data give realistic results.
They are close to the simulated data and the chirp-like
shapes, representing that each path of the acoustic waves is
easily seen. The apparent speed of the first path is estimated
in the ambiguity plane by the detection of the absolute maxi-
mum. It corresponds to the projection of the speed vector on
the sight line existing between the source and the hydro-
phones multiplied by the cosine of the declination angle. The
accuracy of the speed estimate using Eq. �26� is 0.16 ms−1 or
0.32 knots. An example of the wideband ambiguity plane
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FIG. 9. �Color online� The top panel shows the ambiguity plane for 500 m
multipath propagation. The star represents the detected absolute maximum.
The panel on the bottom shows the IR estimated with zero speed compen-
sation in dashed lines �on the top�; the IR estimated with uniform speed
compensation is represented with solid line �on the bottom� and the crosses
stand for the ideal simulated IR.
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FIG. 10. Spectrogram of the LFM signal transmitted by the towed source.
The effects of the multipath underwater propagation such as the apparition
of time-delayed echoes can be seen on this time frequency representation.
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with its associated motion-compensated IR is presented in
Fig. 12. The scenario presented here was recorded with a
projected speed of 11 knots, a source at 24 m depth, and a
4015 m propagation channel. The speed estimated by the
automatic process is 10.8 knots which stays within the
bounds of accuracy. The ambiguity plane illustrated on the
top of Fig. 12 is close to that obtained during simulations.
The IR estimated with the uniform speed compensation
method is shown as a solid line on the bottom panel of Fig.
12. The amplitude of each peak seems to be corrected, and
the time delays are shifted compared with those of the IR
estimated with classical matched filtering represented with a
dashed line. It is worthy noting that the source perpetually
moves so the propagation channel is different for each emis-
sion. This shows that it is not possible to improve the IR by
computing means as is usually done with real data and mo-
tionless sources. A simulated IR obtained from a Pekeris
waveguide with a flat bottom of sandy mud having a sound
speed of 1550 ms−1 and a density of 1700 kg m−3, which is
close to the data recorded in situ, is represented with crosses
on the bottom panel of Fig. 12. The propagation speed of the
simulated canal is 1500 ms−1 and its depth is 125 m. Even if
the simulated IR is not the real one, this provides a reference
to compare the IR estimated with classical matched filtering
and the motion-compensated IR. It can be seen that the uni-
form speed compensation both corrects the general shape of
the IR and shifts the time delays which was the case for
simulations. Finally the motion compensated IR is closer to
the expected IR than the IR computed with zero speed com-
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pensation, showing the improvements of our compensation
method on real data.

Most of the estimated speeds were correct and quite ac-
curate, leading to good compensation of the motion, but
some were poor. Results obtained on the estimated speeds
from 70 transmissions are presented and analyzed for each
hydrophone in Table I. In most cases, poor speed estimates
occurred when the absolute maximum of the ambiguity plane
corresponded to constructive interference between two paths
arriving almost simultaneously or because the distance be-
tween the source and the receiver exceeds 15 000 m. Finally,
results are consistent from one hydrophone to another even if
the signal to noise ratio �SNR� varies.

As illustrated in Fig. 13, the motion-compensated IR
obtained from several hydrophones at different depths has
been analyzed and compared with classical matched filtering
IR. The IRs estimated from the data recorded on hydrophone
number one �H1� match well with the physics of the propa-
gation channel. This hydrophone is located close to the sea
surface in the mixed layer where the sound speed is almost
constant. The upper left of Fig. 13 clearly shows a family of
rays arriving first with low amplitude which were trapped
close to the sea level and were reflected at the sea surface.
For this application to real data, the motion compensation
improves the shape of the IR and allows recovery of the

arrival time of each group of rays. Hydrophones number two
and three �H2 and H3� are located around sound speed mini-
mum where the records have a high SNR. From H2 and H3
in Fig. 13, it can be seen that the motion compensated IRs
have been corrected in time delays and amplitudes and
present thinner shapes for each group of rays. Finally, hydro-
phone number six �H6� is located in the middle of the water
column and its records have a low SNR, which leads to poor
estimates of the IR for both the classical matched filtering
and motion compensation methods.

VI. CONCLUSIONS

The effects of motion while estimating the IR for shal-
low water environments with signals having low central fre-
quencies and high bandwidth must be taken into account. In
this case, Doppler effects that cannot be modeled by a carrier
frequency shift usually used to represent the narrowband
cases, and wideband Doppler effects should be considered
instead, modeled as a compression or expansion in time. The
wideband ambiguity plane is presented here as a convenient
way of representing multipath environments in a transmitter-
receiver motion scenario. The uniform compensation method
for motion effect compensation is proposed in the wideband
ambiguity plane in order to reduce the distortions due to
motion when the transmitted signal is known. This compen-
sation method was tested on real set of data from BASE’07
campaign �SHOM, South of Sicilia, 2007� leading to realistic
results.
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APPENDIX A: EXPRESSIONS OF THE VIRTUAL
SOURCE HEIGHT FOR A PROPAGATION CHANNEL
WITH A CONSTANT SPEED

This appendix gives the expressions of zi introduced in
formula �5� for all rays considering that the propagation
speed is constant. There are four possible expressions for zi

depending whether the number of reflections is even or odd,
and on the first reflection. The first family of rays is the 2p
+1 rays which has an odd number of reflections and begins
with a reflection at the surface of the sea. The expression for
the height of the corresponding virtual source is

zi
2p+1 = 2�p + 1�zs − 2pzb − zh, �A1�

where zs, zb, and zh are the heights of the surface, of the
bottom, and of the hydrophone compared to the position of
the real source, respectively. p is an integer and 2p+1 is the
number of reflections. The second family of ray is 2p rays
which has an even number of reflections and begins with a
reflection at the surface of the sea. The expression for the
height of the corresponding virtual source becomes

zi
2p = 2pzb − 2pzs − zh, �A2�

where p is an integer and 2p is the number of reflections. The
third family of rays is the −�2p+1� rays which has an odd

TABLE I. The mean and standard deviation �std� of the difference between
the estimated speed and the projection of the real speed normalized by the
projection of the real speed expressed in m/s. 70 transmissions have been
studied with a range source-receiver varying from 1500 to 6000 m and a
source’s speed varying from −4 to 6 ms−1.

H1 H2 H3 H4 H5 H6

Mean 0.11 0.09 0.15 0.20 0.03 0.12
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FIG. 13. �Color online� Time series of the IR estimated from four different
hydrophones at different depths. The dashed lines represent the IR estimated
with classical matched filtering and the solid lines stand for the motion-
compensated IR. The depths of the hydrophones are H1 at −9 m, H2 at
−82.5 m, H3 at −93.5 m, and H6 at −51 m.
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number of reflections and begins with a reflection at the bot-
tom of the propagation channel. The height of the corre-
sponding virtual source is given by

zi
−�2p+1� = 2�p + 1�zb − 2pzs − zh, �A3�

where p is an integer and 2p+1 is the number of reflections.
Finally, the last family of rays, the −2p rays, is made of rays
having an even number of reflections beginning with a re-
flection at the bottom of the sea. The height of the corre-
sponding virtual source follows,

zi
−2p = 2pzs − 2pzf − zh, �A4�

where p is an integer and 2p is the number of reflections.

APPENDIX B: CHARACTERIZATION OF THE
MULTIPATH RECEIVED SIGNAL

This appendix aims at explaining the calculation neces-
sary to obtain expressions �8� and �9�. The notations used in
this part are the same as in Sec. II. The hypothesis that chan-
nel depth can be neglected compared with its length can be
summarized as

�x0 − viu�2 � zi
2. �B1�

This hypothesis is used to approximate Li�u� defined in Eq.
�5� and get a linear expression of u as a function of t. Ex-
pression �5� can be reformulated as

Li�u� = �x0 − viu��1 +
zi

2

2�x0 − viu�2 . �B2�

Using hypothesis �B1� in Eq. �B2� yields

Li�u� � x0 − viu +
zi

2

x0 − viu
. �B3�

The expression of Li�u� obtained in Eq. �B3� is then injected
in Eq. �7� which leads directly to expressions �8� and �B4�,

u +
x0 − viu

c
+

zi
2

2c�x0 − viu�
= t . �B4�

The first hypothesis �B1� allows expressing u as a function of
t, but this expression is not yet linear. The second hypothesis
made in Sec. II assumes that the distance the source moves
during one transmission can be neglected compared with the
source-hydrophone separation, which can be summarized as

x0 � viu . �B5�

Hypothesis �B5� approximates the part of Eq. �B4� contain-
ing the inverse of the time of emission u as

zi
2

2c�x0 − viu�
�

zi
2

2cx0
+

zi
2

2cx0
2 . �B6�

Some manipulations with Eqs. �8� and �B6� finally lead to
the expression of u as a linear function of t:

u =

t − � x0

c
+

zi
2

2cx0
�

1 − vi�1

c
−

zi

2cx0
2� . �B7�

APPENDIX C: THE MATCHED-FILTER OUTPUT FOR
THE LFM CASE

Calculations necessary to obtain Eqs. �20� and �25� are
explained in this appendix. First, recall expression �17� de-
fining the result of the matched-filter output for any signal:

R��,v� = 	
i

ai���i�1/2

−�

�

e��i�t + � − �i��eT��t�dt , �C1�

where e�t� is a LFM signal with known parameters defined in
Sec. III as

e�t� = rect� t

T
� 1
�T

exp� j2�� fct +
k

2
t2�� . �C2�

We introduce the substitution

t� = t +
	�i

2
�C3�

to get a symmetric expression in 	�i which avoids the need
to consider the two cases 	�i positive and 	�i negative. Re-
lation �C1� becomes

R��,v� = 	
i

ai��i��1/2

−�

�

e��i�t +
	�i

2
��eT���t −

	�i

2
��dt .

�C4�

After some manipulations with Eqs. �C2� and �C4� we obtain

R��,v� = 	
i

CiDiEi

−�

�

R1R2 exp� j��

2 � �
i

���i�
+ 2t���i��2�dt ,

�C5�

where

R1 = rect��i�t +
	�i

2
�

T
� , �C6�

R2 = rect���t −
	�i

2
�

T
� , �C7�

The variables Ci, Di, �i, 
i, and �i are introduced in Sec. III
by relations �20�. The bounds of integration of Eq. �C5� de-
pend on R1 and R2. They are called t1 and t2, and Appendix
D explains how they are obtained. Equation �C5� is reformu-
lated with the following change in variables:

X =
�
i

���i� + 2t���i�
, �C8�

leading to

R��,v� = 	
i

CiDiEi

2���i�



Xi

Yi

exp� j��

2
t2� , �C9�

where Xi and Yi can be expressed as function of t1 and t2

according to the change in variables defined in formula �C8�,

Xi =
�
i

���i� + 2t1
���i�

, �C10�
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Xi =
�
i

���i� + 2t2
���i�

. �C11�

Finally, the result of Eq. �C9� can be expressed and simpli-
fied with a complex form of the Fresnel integrals if v is
different from vi,

R��,v� = 	
i

CiDiEi

2���i�
�F�Yi� − F�Xi�� , �C12�

where

F�u� = C�u� + j�S�u� , �C13�

C�u� = 

0

u

cos��t2

2
�dt , �C14�

S�u� = 

0

u

sin��t2

2
�dt . �C15�

When the Doppler transformation of the reference signal
matches exactly the Doppler transformation of the ith path,
Eq. �21� is no longer valid. Equation �C5� becomes

R��,u� = 	
i

Ci

t1

t2

exp�2j�tk	�i�
2�dt , �C16�

where bounds of integration are given by R1 and R2, and
when �i=� they satisfy

t1 =
�	�i�

2
−

T

2�
, �C17�

t2 =
T

2�
−

�	�i�
2

, �C18�

�	�i� �
T

�
. �C19�

The integration of formula �C16� finally gives the expression
of the output matched-filter when Doppler transformation of
the reference signal matches exactly with the Doppler trans-
formation of the ith path

R��,v� = 	
i

Ci��	�i� −
T

�i
� sin��i�

�i
, �C20�

where

�i = �k	�i�i��i�	�i� − T� . �C21�

APPENDIX D: DETERMINATION OF THE
INTEGRATION BOUNDS

The bounds of integration of expression �C5� are called
t1 and t2 and are given by R1 and R2. Different cases appear
depending on both the length and the position of R1 com-
pared with R2. When �i is different from �, there are four
possible values for each bound of integration and they may
be sorted by the range of 	�i, as summarized in Table II.
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Horizontal ducting of sound between short-wavelength nonlinear internal gravity waves in coastal
environments has been reported in many theoretical and experimental studies. Important
consequences arising at the open end of an internal wave duct �the termination� are examined in this
paper with three-dimensional normal mode theory and parabolic approximation modeling. For an
acoustic source located in such a duct and sufficiently far from the termination, some of the
propagating sound may exit the duct by penetrating the waves at high grazing angles, but a fair
amount of the sound energy is still trapped in the duct and propagates toward the termination.
Analysis here shows that the across-duct sound energy distribution at the termination is unique for
each acoustic vertical mode, and as a result the sound radiating from the termination of the duct
forms horizontal beams that are different for each mode. In addition to narrowband analysis, a
broadband simulation is made for water depths of order 80 m and propagation distances of 24 km.
Situations occur with one or more modes absent in the radiated field and with mode multipath in the
impulse response. These are both consistent with field observations.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3203268�

PACS number�s�: 43.30.Re, 43.20.Bi, 43.20.Mv, 43.30.Bp �JAC� Pages: 1752–1765

I. INTRODUCTION

Theoretical and experimental studies have revealed that
propagating sound can be trapped and ducted between pairs
of nonlinear internal waves of depression commonly ob-
served in coastal areas. Here, we examine what happens
when such a duct gradually or abruptly relaxes to the back-
ground conditions and the sound exits the duct. The horizon-
tal ducting of sound between internal waves can be under-
stood in terms of the horizontal rays of acoustic vertical
modes bending and focusing in the duct, or by spiraling rays.
Katsnel’son and Pereselkov1 theoretically studied the effect
using the theory of “horizontal rays and vertical modes.”2

Another study by Oba and Finette3 which included results
obtained with a computer code for three-dimensional �3D�
sound propagation, FOR3D,4 also predicted this ducting phe-
nomenon. In another of their papers,5 these investigators nu-
merically investigated the consequences of this effect on
horizontal array beamforming and also performed a modal
decomposition of the sound field to explain its structure in
the duct. Observations by Badiey et al.6 and Franks et al.7

from the SWARM’95 experiment off New Jersey confirmed
these predictions. Typical internal wave packets capable of
causing this effect have inter-wave distances of 300–1000 m
and modal refractive index anomalies of a few tenths of a
percent to 3%.8

Work to date has addressed these internal wave ducts as
“infinite length pipelines” for sound, i.e., the internal wave
crests are straight and endless. However, this is not the case
in the real world. Many satellite and in-situ observations
have shown internal wave packets �ducts� to be finite and
localized, having total along-crest lengths as short as a few
kilometers near an internal wave source region.9 Prior work

does not address what happens to internal-wave ducted
sound when the duct terminates in the horizontal and the
sound is emitted. The goal of this paper is to investigate this
radiation from the duct termination. Analytical and numeri-
cal approaches are taken. In the analytical approach, an ide-
alized internal-wave shape �square waveform� and the as-
sumption of adiabatic mode propagation give a 3D normal
mode solution for the sound field in the duct. Then Huygens’
principle is adopted to calculate the radiation field. As for the
numerical approach, a computer code10 implementing a 3D
parabolic approximation in Cartesian coordinates is em-
ployed to calculate the acoustic field and broadband impulses
within and emitted from a duct. The use of this 3D parabolic
approximation model allows more complicated �or more re-
alistic� internal-wave shapes. Also, since this numerical
model allows mode coupling, it can be used to verify the
adiabatic mode assumption used in the analytical computa-
tion.

Both the analytical and numerical computations show
horizontal interference patterns within the duct. Richly de-
tailed sound radiation fields are predicted at locations far
from the termination of a truncated internal wave duct, hav-
ing mode-dependent patterns with strong azimuthal and tem-
poral variability. Thus, effects of ducting are found at loca-
tions with no evidence of a ducting condition. Similar
radiation effects were found in the data collected in the
SW06 shallow water acoustic experiment.11 Though we will
not completely prove it in this paper �as this involves other
analyses which are future work�, the results shown here
make a plausible explanation for at least some of the data
variability measured in the field. As examples, the tempo-
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rally varying modal contents of sound and mode multipath
were observed and compare well qualitatively with the pre-
dictions made here.

The contents of this paper are as follows: Sec. II con-
tains the derivation and evaluation of a 3D normal mode
solution for an idealized environment. Section III contains a
numerical parabolic equation solution for a more complex
environment. Section IV contains field observation of the
effects similar to those predicted by the theory. Section V has
a discussion and Sec. VI contains a summary.

II. NORMAL MODE SOLUTION

The horizontal ducting of acoustic energy between inter-
nal waves can lead to a rather complicated horizontal eigen-
value problem if realistic detailed shapes of the internal
waves that form the duct are considered. Also, the sound
radiation from a real, irregular duct termination is not simple
to handle by a theoretical means. So, rather than addressing a
complicated case, we will begin with a simple duct model
which will still retain most of the physics associated with the
ducting and radiation effects. The detailed model configura-
tion is provided below, along with the explanations for two
assumptions used in deriving the normal mode solution.

A. Simplified physical model and assumptions

The model used for the theoretical analysis has two ho-
mogeneous water column layers bounded below by a homo-
geneous bottom, as shown in Fig. 1�a�. The sound speed in
the upper water column layer is slightly faster, and sound
absorption is neglected in both the water column layers, but
is included in the bottom. Two internal waves of depression
are introduced by deepening the interface between the two
aqueous layers from the ambient state to a perturbed state.
Simplified internal waves with square and equal waveforms
in the y direction, equal perturbation amplitudes, and parallel
wave crests along the x-axis are used, forming an acoustic
duct with slow normal velocity in the center, as will be
shown. The waves abruptly terminate at a selected location
in the x direction, forming an open end of the duct. Although

the acoustic horizontal ducting modes in this square-wave
approximate model may differ from the ones seen in realistic
cases, the physical characteristics of these ducting modes can
still be captured in the approximate model. In addition, if it is
required, one can more carefully design an internal square-
wave model to fit a realistic waveform such that the resultant
horizontal ducting modes are comparable to the realistic
ones. The coordinate origin of the Cartesian coordinate sys-
tem is placed in the middle between the internal waves on
the sea surface. The z axis is positive upward. At x locations
less than termination position x=L solutions valid in a
ducted environment will be found. At x�L solutions in a
homogeneous layered environment will be computed using
Huygens’ principle, which is done by employing the Green’s
function method.

For the theoretical analysis, we make two following as-
sumptions about sound propagation. �1� Mode propagation is
adiabatic, with no energy exchange between modes. This as-
sumption would be invalid if the addressed problem was
sound propagation across the internal waves.12,13 �2� Total
transmission at the open-ended termination is assumed so
that no sound energy is reflected back into the duct. This is
justified by the fact that the termination width normal to the
duct �300–1000 m across in a common situation� is very
large compared to the underwater acoustic wavelength of
frequencies greater than 50 Hz, which produces a large ka
value �acoustic wavenumber multiplying the gap aperture�
and thus should yield only tiny reflected sound by analogy
with the unflanged, open pipe problem.14 A final caution
should be made here: for high grazing-angle penetration �at x
near that of the source� the assumption of adiabatic mode
propagation is violated, and the solution in terms of the re-
sultant mode sum is not strictly correct. The horizontal leaky
modes are included in the following derivation, but they only
describe the barrier penetration and tunneling effect that oc-
curs when the trapped sound strikes the internal waves at low
grazing angle and radiates out of the duct in the y direction.

B. Derivation of an analytical solution

The sound pressure field excited by a harmonic point
source located at �xs ,ys ,zs� in the physical model described
above is governed by the inhomogeneous 3D Helmholtz
equation with a Dirac delta source function

��z� � · � 1

��z�
� P�x,y,z�� +

�2

c2�x,y,z�
P�x,y,z�

= − 4���x − xs���y − ys���z − zs� , �1�

where c�x ,y ,z� is the medium sound speed �this is a complex
number with imaginary component enumerating absorption�,
��z� is the medium density �its horizontal variations are ne-
glected�, and �=2�f is the acoustic frequency �f enumerates
this in Hertz�. To solve Eq. �1�, begin with a vertical mode
decomposition of the sound field

P�x,y,z� = �
m

�m�x,y��m�x,y,z� , �2�

where �m�x ,y� is the �complex� mode amplitude and
�m�x ,y ,z� is the mth vertical normal mode at �x ,y� that

FIG. 1. Simplified internal-wave duct model used for theoretical analysis.
�a� Internal waves of depression with square waveforms and parallel wave-
fronts are considered. The waves abruptly terminate to the background state.
�b� Comparisons of acoustic vertical modes before and after being perturbed
by the internal-square wave. �c� A depiction of sound radiation from the
termination. Total radiation field equals to the sum of all vertical mode
radiations.

J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Lin et al.: Sound radiation from truncated internal-wave ducts 1753



satisfies the following local mode equation with appropriate
boundary conditions on the sea surface and the bottom:

��z�
d

dz
� 1

��z�
d

dz
�m�x,y,z�� + � �2

c2�x,y,z�

− �m
2 �x,y���m�x,y,z� = 0, �3�

where �m is the horizontal wavenumber of the mth vertical
mode. Deriving analytic expressions for such vertical modes
in the simplified, three-layer model considered here can be
done by matching the interface conditions, and the details are
omitted here. As shown in Fig. 1�b�, the vertical mode func-
tions are perturbed by the internal waves that comprise the
duct. Also, the horizontal wavenumbers of vertical modes
may be affected by the internal waves.

After replacing the sound pressure function in the 3D
Helmholtz wave equation with the vertical mode decompo-
sition and employing the assumption of adiabatic mode
propagation, one can see that the vertical modal amplitude is
governed by a two-dimensional �2D� Helmholtz equation,
which is often called the horizontal refraction equation,15

given by

� �2

�x2 +
�2

�y2��m + �m
2 �x,y��m

= − 4�
�m�xs,ys,zs�

��zs�
��x − xs���y − ys� . �4�

This equation was employed in Ref. 5 for studying the
focusing/defocusing structure in a straight and endless inter-
nal wave duct. Note how the horizontal wavenumber of the
mth vertical mode, �m, mimics the wavenumber k=� /c in
Eq. �1�. In addition, the internal waves may alter the values
�m, yielding interface/boundary conditions across the waves
in the y direction. In the model considered here the internal
waves of depression have perturbed wavenumbers that are
lower than the unperturbed values so that an incident vertical
mode from the inside of the duct impinging horizontally onto
the internal waves may encounter a situation where total re-
flection occurs and vertical modes are ducted in the horizon-
tal plane, as shown in Fig. 1�c�.

Solving the horizontal refraction equations for the verti-
cal modal amplitudes allows the sound pressure field to be
computed via mode summation. A two-step procedure is
implemented. The first step is to obtain the ducted sound
field between the simplified internal waves, and the second
step is to apply Huygens’ principle to obtain the radiation
field due to the sound pressure distributed at the open-ended
termination.

1. Ducted sound field

We begin by solving for the field at x	L, where ducted
horizontal modes will exist. To solve Eq. �4� in this region,
we can utilize many of the methods used in solving boundary
value problems in shallow water acoustics, such as the well-
known Pekeris waveguide mode problem. But, instead of
looking at the constructive interferences of up- and down-
going plane waves to get vertical modes, we are now seeking

horizontal modes associated with each vertical mode �m.
Due to barrier penetration and tunneling effects, which cause
sound transmission through the internal wave “walls” and
radiation outward in the y direction, Eq. �4� is not a proper
Sturm–Liouville problem, so we cannot use an exact eigen-
function expansion to generate a solution. Instead, a wave-
number integration technique is employed, and a generalized
eigenfunction expansion can be achieved for the vertical
modal amplitude �m if the branch-line integral is neglected.
The detailed derivation is described below. Beforehand, note
that the generalized expansion is of the form

�m�x,y� = �
n

Anm�x�
nm�y� , �5�

where 
nm are the horizontal modes associated with each
vertical mode �m, and Anm are their �complex� amplitudes. A
combination of indices �n ,m� is required for the horizontal
ducted modes. The complete solution for the ducted sound
field will be of the form P�x ,y ,z�=�m�nAnm�x�
nm�y�
��m�x ,y ,z�. The horizontal mode functions only depend on
y since the environment in the duct area does not have
x-dependency. The amplitude Anm depends on x only and will
mainly vary due to modal phase delays and modal attenua-
tion, with no geometric spreading loss for the trapped modes.

The wavenumber integration technique of solving Eq.
�4� for the vertical modal amplitude �m at x	L is now de-
scribed in detail. First, the assumption of total transmission
at the open-ended termination allows us to reformat the prob-
lem to be an infinitely long duct problem, and the solution of
the reformatted problem at the positions where x	L �the
internal waves terminate at x=L� is valid for representing the
ducted sound field. Note that after we get the radiation field
solution in Sec. II B 2, we will justify the assumption of total
transmission. Since the horizontal wavenumber of the mth
vertical mode, �m, does not have x-dependency in the refor-
matted problem, we can apply the following plane-wave
spectral integral or spatial Fourier transform to decompose
the vertical modal amplitude in terms of a set of infinite
plane waves:

�m�x,y� =
1

�2�
	

−�

�

Gm�kx,y�eikxxdkx, �6a�

Gm�kx,y� =
1

�2�
	

−�

�

�m�x,y�e−ikxxdx , �6b�

where Gm�kx ,y� is the plane-wave component of the mth
vertical modal amplitude with wavenumber kx. Applying the
inverse transform operator to both sides of Eq. �4� yields a
one-dimensional, y-dependent Helmholtz equation that is
comparable to the depth-dependent Green’s function equa-
tion in the wavenumber integration technique,15

d2

dy2Gm�kx,y� + ��m
2 − kx

2�Gm�kx,y�

= − 2�2�
�m�xs,ys,zs�

��zs�
e−ikxxs��y − ys� , �7�

which is subject to interface conditions on the internal-wave
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‘‘walls’’ that can be expressed as plane-wave reflection coef-
ficients.

To determine Gm�kx ,y� �and thence �m� for x	L, we
first obtain a solution for the domain bounded by the internal
waves −D /2	y	D /2, where y= D /2 are the inner

boundaries of the internal waves, and then extend the
bounded domain solution to the external domain by match-
ing the interface condition at y= D /2. Utilizing the end-
point method,16 the plane-wave component Gm�kx ,y� in the
bounded domain �
y
	D /2� can be found as

Gm�kx,y� = �i�2�
�m�xs,ys,zs�

��zs�
e−ikxxs

�e−ikyy + RLmeikyDeikyy��RRmeikyDe−ikyys + eikyys�
ky�1 − RLmRRme2ikyD�

for − D/2 	 y 	 ys,

i�2�
�m�xs,ys,zs�

��zs�
e−ikxxs

�e−ikyys + RLmeikyDeikyys��RRmeikyDe−ikyy + eikyy�
ky�1 − RLmRRme2ikyD�

for ys 	 y 	 D/2, � �8�

where ky
2=�m

2 −kx
2, and RLm and RRm are the plane-wave re-

flection coefficients at y=−D /2 and D /2, respectively, as a
function of kx and the mth vertical modal phase speeds inside
and outside the internal waves. The plane-wave reflection
coefficients can be obtained using the usual formulas for
plane-wave reflections from horizontally stratified multi-
layered media. Note that there is no horizontal density con-
trast in the system we are considering. To complete the so-
lution for the vertical modal amplitude �m, we insert Eq. �8�
into Eq. �6a� and employ a complex contour integration tech-
nique. This immediately gives us the equation for the eigen-
values:

1 − RLmRRm exp�2i��m
2 − kx

2D� = 0. �9�

Since the plane-wave reflection coefficients RLm and RRm de-
pend on which vertical mode is being considered, solving
this eigenvalue equation leads to a set of horizontal mode
wavenumbers for each vertical mode considered. There are
two kinds of horizontal modes: trapped modes forming the
ducted sound field and leaky modes forming the sound pen-
etrating the internal waves and radiating laterally outward in
the y direction. By selecting the Pekeris branch cut and ne-
glecting the branch-line integral, the vertical modal ampli-
tude �m in the domain bounded by the internal waves
�−D /2	y	D /2� is found to be

�m�x,y� = 2�i
�m�xs,ys,zs�

��zs�
�

n


nm�ys�
�nmwnm

ei�nm�x−xs�
nm�y� ,

�10a�

where wnm is the normalization factor for the unnormalized
horizontal mode function 
nm,

wnm = i�d�1 − RLmRRme2ikyD�/
dky
ky
2=�m

2 −kx
2

kx=�nm

�

��RLmei��m
2 −�nm

2 D� , �10b�


nm�y� = �e−i��m
2 −�nm

2 y + RLmei��m
2 −�nm

2 �y+D��

for − D/2 	 y 	 D/2, �10c�

and �nm is the x-component wavenumber of the nth horizon-
tal mode resulting from the eigenvalue equation, Eq. �9�,

given that we have mth vertical mode excited. The normal-
ization factor wnm can be found numerically by employing a
series of chain rules. This involves finding the first deriva-
tives of the reflection coefficients with respect to ky. In ad-
dition, taking a total derivative of the eigenvalue equation,
Eq. �9�, with respect to the frequency � at kx=�nm yields the
group slowness of the horizontal modes �dkx /d�� and hence
the group velocities. To extend the solution shown in Eq.
�10a�–�10c� to 
y
�D /2 with the assumption of adiabatic
mode propagation, one can determine the unnormalized hori-
zontal mode function outside the bounded domain by satis-
fying the continuity and smoothness conditions across all of
the horizontal interfaces. For the horizontal ducted modes of
interest, the horizontal trapped mode functions are sinusoids
within the bounded domain and decay exponentially to van-
ish outward in the y direction. Note that, in the complex
contour integration, without compensation of the branch-line
integral for the exponential growth of the horizontal leaky
modes in the y direction, the solution does not converge
along the y-axis when the x-coordinate of a calculation point
is close to the source. However, the boundary of this diverg-
ing area gets further and further out in the y direction as the
x-coordinate of the calculation point moves away from the
source, and so the branch-line integral can generally be ne-
glected when the computation domain of interest expands
reasonably in the x direction. After all, in the domain of
small x and large y the sound field is dominated by the mode
coupling effect occurring as the sound penetrates the internal
waves at high grazing angles. This coupling is beyond the
limitation of our 3D normal mode theory, so the branch-line
integral failure is inconsequential.

2. Radiation field

The contribution of each vertical mode to the sound field
at the termination of the duct �x=L� can now be computed
from Eq. �10a�–�10c�, and then used to obtain the radiation
field from the termination by adopting Huygens’ principle.
Under the prior assumptions, the ducted sound will pass
through the termination and radiate outward, with vertical
modal energy staying in the same mode �adiabatic mode
propagation�. Hence, the total radiation field can be obtained
by summing up all the vertical mode radiations.
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The amplitude of the mth vertical mode at every termi-
nation position �x=L� is given by Eq. �10a�–�10c�. Accord-
ing to Huygens’ principle, solutions at �x�L� must be con-
sistent with an infinite number of “modal” point sources
adjoining each other across the termination, radiating the
modal energy outward. Mathematically, the solution is found
using the Green’s function method. The required Green’s
function Gm�x ,y ;� ,��, where �� ,�� indicates the termina-
tion position, i.e., �=L, is symmetric and equals
Gm�� ,� ;x ,y� by the principle of reciprocity. This is gov-
erned by

� �2

��2 +
�2

��2�Gm��,�;x,y� + �m
2 Gm��,�;x,y�

= − ��� − x,� − y� . �11�

Note that since the mth vertical modal amplitude at the ter-
mination provides a Dirichlet boundary condition for the ra-
diation field, a homogeneous Dirichlet boundary condition
for the Green’s function �Gm�� ,� ;x ,y�=0� is required at �
=L. The method of images yields

Gm�x,y ;�,�� =
i

4
H0

�1���m
��� − x�2 + �� − y�2�

−
i

4
H0

�1���m
��� + x − 2L�2 + �� − y�2� ,

�12�

where H0
�1� is the zeroth order Hankel function of the first

kind. With this Green’s function, it is straightforward to ob-
tain the radiated mode amplitude at x�L, i.e., �m�x ,y�
= 
�m�L ,���Gm�x ,y ;� ,�� /��
�=Ld�, and �m�L ,�� is the
mth vertical modal amplitude across the termination. Substi-
tuting the necessary terms yields

�m�x,y� = − �
�m�xs,ys,zs�

��zs�
�m�

n


nm�ys�
�nmwnm

ei�nm�L−xs�

�	
−�

�


nm���
x − L

��x − L�2 + �y − ��2

�H1
�1���m

��x − L�2 + �y − ��2�d� , �13�

where H1
�1� is the first order Hankel function of the first kind,

resulting from differentiation of H0
�1�. It is numerically

straightforward to implement this Hankel integral, which is
done in Sec. II C. Alternatively, with the assistance of the
principal asymptotic form of the Hankel function for large
arguments, the far-field approximation is given by

�m�x,y� = 2�ei��/4���m
�m�xs,ys,zs�

��zs�

��
n


nm�ys�
�nmwnm

ei�nm�L−xs��nm�r,�� , �14�

where r=��x−L�2+y2, �=tan−1�y / �x−L��, �nm�r ,��
=r−1/2ei�mr sin �
̂nm���, and 
̂nm���= �2��−1/2−�

� 
nm���
�e−i2�u�d�, where the u in the exponent equals
�m sin� / �2��.

The normal mode solutions for the ducted field and the
radiation field have been obtained, and now we shall re-visit
the prior assumption of total transmission at the open-ended
termination. Remember that since the termination gap is very
large compared to the underwater acoustic wavelength of
interest in a common case, the ka value �acoustic wavenum-
ber multiplying the gap aperture� is large and thus only tiny
amount of reflection energy is yielded, which means that the
assumption of total transmission should be valid. In addition,
we can examine the continuity of the normal derivative of
the pressure field solution �the smoothness� across the termi-
nation, as we notice there is only pressure continuity condi-
tion being used in deriving the radiation field solution. If the
assumption of total transmission is sustained, the pressure
field solution should be smooth across the termination, as
shown in the next computational example.

C. Computational example

A numerical integration scheme is utilized to compute
the analytic solution shown in Eq. �13�, and the environmen-
tal model considered here is illustrated in Fig. 1�a�. To re-
mind the reader, a 3D Cartesian coordinate system �x-y-z� is
chosen for positioning �see the figure for the orientation�.
The water column has two homogeneous layers; the sound
speed in the upper layer is 1520 m /s, faster than the lower
layer, where the sound speed is 1480 m /s. The density in the
water column �in both layers� is 1.0 g /cm3. The water depth
is 80 m, and the thickness of the upper water layer is 20 m.
Two nonlinear internal waves with square waveform disturb
the water column, and their wavefronts are both parallel to
the x-axis. These internal square waves have the same am-
plitude, 20 m, and wavelength, 200 m, and they both
abruptly terminate at x=20 km. The gap between the internal
waves is 300 m wide. The bottom is considered to be homo-
geneous, with sound speed of 1700 m /s, sound attenuation
coefficient of 0.5 dB /�, and density of 1.5 g /cm3.

The first result shown here is the dependence of the
radiation patterns of the vertical modes on the acoustic
source position. A sinusoidal 100-Hz source is considered,
and Fig. 2 shows the intensity contours of the first and sec-
ond vertical modes excited by the source located at four dif-
ferent x-y positions in the gap between nonlinear internal
waves. The internal waves form a horizontal duct at positions
0	x	20 km where the sound transmitted from the source
is trapped. The waves terminate at x=20 km, and the trapped
sound radiates away at this position. Note that the source
depth is fixed �zs=−70 m�, and the internal waves have a
square shape so that excitation of vertical modes is the same
for each of the four source positions. There are more than
two vertical modes excited by the source, but only the first
two of them are shown in the plot. As shown in the figure,
each vertical mode has its unique radiation pattern. That is
because the across-duct energy distribution of each vertical
mode at the termination is unique �see Eq. �13��. Note also
that the radiation pattern of each vertical mode differs dra-
matically for different source positions in the duct between
the waves. The reason is that for a given vertical mode the
excitation of the horizontal modes in the duct strongly de-
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pends on the source position in the y-axis �see Eq.
�10a�–�10c��, so the across-duct energy distribution of the
given vertical mode at the termination is a function of source
position, and thus the radiation pattern is a function of source
position.

The next computational result shows broadband sound
radiation from the termination of an identical truncated inter-
nal square-wave duct. The previous harmonic source is re-
placed by a source emitting a broadband signal which con-
tains 16 periods of a 100-Hz sine wave and is tapered by the
Hann window. Note that 99.95% of the source energy is
contained in the 25-Hz bandwidth centered at 100 Hz. This
broadband source is fixed at a position of �xs ,ys ,zs�
= �0 km,0 m,−70 m�, and a hydrophone array is placed at
x=30 km �10 km distant from the termination of the

internal-wave duct�. The array has a vertical component �ver-
tical line array �VLA�� covering the whole water column and
located at y=0 m and a horizontal component �horizontal
line array �HLA�� placed on the bottom and extending along
the negative y-axis for 1000 m.

The internal waves form a horizontal acoustic duct at
positions 0	x	20 km. Horizontal modal dispersion in the
duct is examined here because this phenomenon affects the
broadband result. The dispersion of horizontal modes can be
quantified by modal group velocities. Figure 3 shows how,
for this duct configuration, the group velocities of the hori-
zontal modes associated with the second vertical mode vary
with the horizontal mode number and the frequency. The
group velocities of horizontal modes have upper limits given
by the group velocity computed using profiles in the wave

FIG. 2. �Color online� Intensity is shown for the first two vertical modes excited by a sinusoidal 100-Hz source located at four different y positions �shown
from top to bottom�. The source is always in the gap between the nonlinear internal waves, and the simplified model of Fig. 1 is used. Mode 1 intensity is
shown on the left, mode 2 on the right. The source depth is fixed. The edges of internal waves are indicated by dashed lines. See the main text for the detailed
environmental and acoustic source parameters.
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crests �i.e., away from the wave duct region, which happens
to be the profile in the duct itself for this idealized configu-
ration�. However, when the horizontal mode angle with re-
spect to the internal-wave crests, determined from
cos−1��nm /�m�, nears the critical grazing angle for total inter-
nal reflection, the horizontal modal energy tunnels through
the internal-wave trough, where the vertical modal phase and
group velocities are higher, and thus the horizontal modal
group velocity increases and exceeds that limit �see the sixth
horizontal mode in Fig. 3�.

The four panels in Fig. 4 illustrate the magnitude of the
broadband acoustic time series received on the hydrophone
arrays �both on the VLA and the HLA� when the truncated
internal-wave duct is located at four different positions along
the y-axis. As shown in the plot, each vertical mode arrival is
well separated in time at the array; the arrivals on the VLA
nicely represent the vertical mode shapes, and the arrivals on
the HLA provide a means for us to observe the energy dis-
tribution of each vertical mode along the y-axis. Due to the
change in source position in the internal-wave duct, modal
radiation patterns at these four cases are different, and we do
see the intensity of modal arrivals changing. This broadband
source calculation does show the effect of horizontal modal
dispersion �see the multiple arrivals of the second vertical
mode in the top two panels of the plot�. This is indeed a nice
illustration in the time domain that the modal field now has
vertical and horizontal mode numbers.

III. 3D PARABOLIC EQUATION MODELING

In the ocean, background sound speed profiles and non-
linear internal waves are not as simple as in the previous
simplified model, and it would be challenging if not impos-
sible to obtain an analytical solution for the 3D sound field.
In order to handle a more realistic case, an acoustical propa-
gation program 10 using the 3D parabolic approximation is
employed here. The modeling technique utilized in this pro-
gram is discussed briefly below, and the reader is referred to

the technical report 10 for further details. Note that the para-
bolic approximation is more complete than the approach of
Sec. II because it allows mode coupling, which has been
observed to occur in the field, but is not expected to occur
near the termination which we are modeling.

A. Split-step Fourier algorithm

The acoustical propagation program we use employs the
split-step Fourier �SSF� technique17 to solve the 3D parabolic
acoustic wave equation �PE� for one-way propagating waves
from a harmonic source in a Cartesian coordinate system.
The SSF technique divides propagation over each distance
increment through a heterogeneous sound speed environment
into step-by-step “free space” propagation through a medium
having a fixed reference wavenumber and periodically intro-
duced �at each step� phase fluctuations consistent with depar-
tures from that fixed speed. The free space propagation is
handled in the wavenumber domain, and the phase anomalies
are introduced in the spatial domain. Amplitude effects such
as absorption are introduced with the phase anomalies. Thus,
each step �defined to be in the x direction� requires a 2D
Fourier transform and an inverse 2D Fourier transform. Note
that the wide-angle variant of the propagation operator18 is
used.

FIG. 3. Group velocities of the unperturbed second vertical mode �solid
line� and six of its associated horizontal ducting modes �dashed lines� are
shown for the simplified model of Fig. 1. The six horizontal modes are
labeled by numbers.

FIG. 4. �Color online� Broadband sound radiation from the termination of
the internal-wave duct in the simplified mode. From top to bottom, the y
position of the source with respect to the waves differs. The right panels
illustrate the pulse intensity received at the horizontal and vertical arrays,
denoting by thick lines in the left panels. See the main text for the detailed
information about the model parameters.
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B. Numerical simulation example

The environmental conditions for the numerical simula-
tion using the Cartesian 3D PE program are illustrated in the
upper-left panel of Fig. 5 and are described here. The water
depth is 80 m, and a typical downward refracting sound
speed profile observed in the ocean is considered. The bot-
tom geoacoustic properties are listed in the figure. Note that
the bottom density is set to be 1 g /cm3 because the current
version of this Cartesian 3D PE program does not allow
medium density to vary; however, the conclusion drawn
from the simulation result should still be valid. The nonlinear
internal-wave chain moving in the y direction consists of
three solitons, which depress the thermocline into the deeper
water column. Although the solitons have different ampli-
tudes, they all satisfy the Korteweg-de Vries �KdV� nonlin-
ear internal-wave equation. Along the soliton wavefront �see

the transparent surface shown in the lower-right panels of
Fig. 5�, the internal-wave waveform extends to x=10 km dis-
tant from the acoustic source with a permanent shape and
then gradually diminishes to zero within a 4 km distance
�14 km total�.

The first numerical calculation is for narrowband sound
propagation. The acoustic source, emitting 200-Hz sound, is
placed between the biggest two solitons and at 60-m depth in
the water, close to a node of the third acoustic mode. The
calculation domain of the 3D PE program is configured in
such a way that we can simulate sound propagating in the
nonlinear internal-wave duct and radiating outward from the
termination of the duct. A mode filtering is employed to ob-
tain acoustic mode amplitudes at each �x ,y� position from
the full-field solution. The 3D visualization volume in Fig. 5
shows the simulation results. On the bottom of the visualiza-

FIG. 5. �Color online� Numerical simulation of 3D sound propagation in an internal-wave duct model. �a� Upper left panel: environmental conditions in the
numerical calculation. The sound speed profile represents a downward refracting situation in shallow water ocean. A sinusoidal 200-Hz source is located at
60-m depth. �b� Lower right panel: illustrations of 3D sound pressure fields. On the bottom of the visualization volume a 2D distribution of depth-averaged
sound intensity is shown. The vertical slices show intensity on the slice. The transparent surface illustrates the displacement of the top of thermocline layer,
i.e., internal waves.
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tion volume a 2D distribution of depth-averaged sound in-
tensity is presented, and a vertical slice slides through the
field to show detailed 3D structure. The mode amplitudes
resulting from mode filtering are shown in Fig. 6 as horizon-
tal contours, from which the following is observed.

Within the first 10-km propagation distance, despite
some of the sound energy escaping at high angles with re-
spect to the duct direction, the modal interference process
yields a strong focusing effect in the internal-wave duct,
which is consistent with what has been reported in the
literature.1,3,5–7 The radiation beam pattern, unique to each
mode, starts to develop in the diminishing region of internal
waves and becomes fully developed after the sound exits the
duct with the features suggested by the simplified analytic
model in Sec. II. Note that from the plot of mode amplitudes
�Fig. 6� no mode-coupling effect is observed in both the
ducted sound area and the radiation field, which confirms the
assumption of adiabatic mode propagation used in deriving
the normal mode solution.

The next case is broadband sound propagation, and the
previous narrowband source is replaced by a source emitting
a broadband signal which contains 16 periods of a 200-Hz
sine wave and is tapered by a Hann window. Since 99.95%
of the source energy is contained in the 50-Hz band centered
at 200 Hz, one can calculate the fields for frequencies from
175 to 225 Hz �at N-Hz spacing� and sum them to produce a
N−1-second-long broadband reception at any receiving point.
The four panels in Fig. 7 illustrate the magnitude of the
broadband signals received at four VLAs distributed across
the wavefront at the end of the propagation distance �X
=24 km�. The VLA locations are chosen to reveal the spatial

variability of broadband sound radiation from the open end
of the nonlinear internal-wave duct. A good reference VLA is
the one located at the source axis �labeled as Y =0 m�, where
all vertical modes except for the third mode are distinct. Note
that since the source is placed close to a depth null of the
third mode, insignificant modal energy is excited. First we
see that at Y =300 m the fifth mode fades out, and �more
dramatically� at Y =1101 m only the second mode is observ-
able. In addition, as seen in the previous analytical compu-

FIG. 6. �Color online� Vertical mode intensity is shown for propagation in the environmental model of Fig. 5. The solid lines are along internal-wave troughs,
and the dashed lines indicate the “diminishing region” of the internal waves. See the main text for detailed discussions. At the lower right, the modal intensity
at the right hand edge of other panels is plotted.

FIG. 7. �Color online� Simulation results for broadband sound �50-Hz band-
width centered at 200-Hz� propagation in the environmental model of Fig. 5.
These four panels show the intensity of the broadband signals received at
four vertical hydrophone line arrays distributed across the wavefront at X
=24 km.
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tation, multiple arrival of the same mode is also observed in
this numerical calculation �mode 1 at Y =−1251 m�. All of
these plots truly convey the complexity of the sound field
due to the modal radiation effect.

IV. EXPERIMENTAL DATA

In Secs. II and III theoretical and numerical analyses
have been implemented to study acoustic mode radiation
from the terminations of idealized square-wave and KdV-
model internal-wave ducts. Here we shall examine acoustic
signals measured in the coastal ocean for evidence of fea-
tures similar to those seen in the computational examples. In
the summer of 2006 a large multi-disciplinary experiment,
SW06,11 was conducted on the Mid-Atlantic Bight continen-
tal shelf at a location about 160 km east of the New Jersey
coast and about 80 km southwest of the Hudson Canyon
�Fig. 8�. A total of 62 acoustic and oceanographic moorings
was deployed in a “T” geometry to create an along-shelf
track �following the 80-m isobath line� and an across-shelf
track �depths changing from 50 to 500 m�. In this paper, we
will focus on the data collected from some of the moorings
deployed on the along-shelf track. At the southern end of the
along-shelf track, an underwater hydrophone-array system
�labeled by “WHOI array” as it was deployed by the acous-
tics group from the Woods Hole Oceanographic Institution�
was positioned. This system has two arrays: one is a 16-
channel VLA covering the water column from depth 13.5 m
to the bottom, and the other is a 465-m-long HLA with 32
uniformly-spaced hydrophones deployed on the bottom in a
strict N-S orientation. There were many acoustic sources de-
ployed in the water during the SW06 experiment, and the
specific source of interest on the along-shelf track is a source
transmitting a frequency modulated �FM� sweep sound cen-
tered at frequency of 300 Hz with 60-Hz bandwidth �labeled
by “NRL300” as this source is owned by the U.S. Naval
Research Laboratory�. Water temperature data collected at
the NRL300 source mooring and the WHOI array will be

used to identify internal waves. Four oceanographic moor-
ings deployed on the along-shelf track �labeled by ENV#30-
33� also provide other useful environmental measurements,
including water temperature and current speeds.

The environmental data indicate that a strong nonlinear
internal-wave packet with a somewhat straight wavefront
started passing through the along-shelf mooring track at
about 10:00 Greenwich mean time �GMT� on August 20 �see
Fig. 9�. The angle between the wavefront and the along-shelf
track was about 6 deg. The environmental data also indicate
that this internal-wave packet terminated between moorings
ENV#32 and ENV#31, and that the exact terminating point
should be around 13 km distant from the NRL300 source
and 5 km distant from the WHOI array. The NRL300 source
was designed to transmit sound for 7.5 min at every hour and
half-hour. At the next transmission �10:30 GMT� after the
internal-wave packet reached the NRL300 source, the source
was still in the packet. Hence it can be expected that the
sound transmitted from the source would be trapped in the
duct formed by the internal waves and propagate toward the
termination of the internal-wave packet between moorings
ENV#32 and ENV#31. The trapped sound would then radi-
ate out from the termination and finally reach the WHOI
array. In the following, we will see that the sound field re-
ceived at the array was structured in a way that suggests that
ducting and radiation from the duct had strong influences.

The NRL300 source linearly swept over 270–330 Hz in
exactly 2.048 s every 4.096 s for 110 times, which yielded a
7.5-min-long transmission, at every hour and half-hour. Each
sweep was tapered with a 0.2048-s amplitude taper �10%
cosine taper� at the beginning and the end to allow gradually
ramping on and off. A standard matched filter can compress
the sweep to 33 ms, but with significant side-lobe ripples that
could mask the multi-modal arrivals in this case. To reduce
the side lobes, one can apply a taper window on the replica
waveform of the matched filter19 at the cost of increasing the
�compressed� pulse length. In this data analysis the Ham-
ming window function is applied, and the matched filter with
such a tapered replica waveform produces 66-ms-long com-
pressed pulses with side lobes less than −30 dB. Three of the
110 pulses are shown in Fig. 10, where one can clearly see
complicated temporal and spatial variability. To further ana-
lyze the data and quantify the variability, the following
modal analyses are performed.

Modal excitation by the NRL300 source during the
transmission period encountering the truncated internal-wave
packet is calculated by the acoustic normal mode program
KRAKEN.20 The in situ water sound speed measurements on
the NRL300 source mooring and a bottom model provided
by a previous study21 are used in the program. The calcula-
tion results, shown in Fig. 11, indicate that the variation in
modal energy excitation caused by the local water-column
fluctuations is less than 3 dB, with the maximum variation
occurring in the first mode. A series of broadband mode fil-
terings is performed next to examine the vertical modal con-
tent of the received pulses on the WHOI VLA. The vertical
mode functions used in the filter are calculated by the
KRAKEN program, and the in situ water sound speed mea-
surements on the WHOI VLA and the same bottom model

FIG. 8. Study area of the SW06 experiment. The depth of each isobath line
is labeled. A total of 62 moorings was deployed in a “T” geometry to create
an along-shelf path and an across-shelf path. The data collected from the six
labeled moorings on the along-shelf path are used in this paper.
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for modal excitation calculation are used. Figure 12 shows
the vertical mode functions of frequency 300 Hz at 10:32:30
GMT. The mode-filter outputs, shown in Fig. 13, reveal a
very interesting mode-dependent variation pattern; one can
see that modal arrival levels can vary up to 30 dB in 3 min,
and also that modal arrivals alternately diminish. This is
quite striking. Examining possible causes of this, given the
good coverage of the WHOI VLA in the water column �see
Fig. 12�, there should not be a serious modal cross-talking
defect in the mode filtering process, especially for the lowest
three modes. Hence the modal variation seen in the filter
outputs is not due to imperfect signal processing. Another
possible explanation is variable modal excitation. A modal
excitation calculation suggests that less than 3-dB variation
should be expected, which cannot explain the 30-dB varia-
tions in modal arrival levels, not even if one placed consid-
erable uncertainty on the modal excitation prediction. Invok-
ing known mechanisms for mode coupling is also
unreasonable because the fairly straight wavefront of the
truncated internal-wave packet is only about 6 deg to the
propagation path from the source to the receiver, which is
smaller than the typical angles causing coupling �although
the very largest waves measured in the SW06 area, 20-m
amplitude, may cause coupling at 8 deg22�. Thus, the modal
arrivals are most consistent with time-variable of acoustic
mode radiation from the internal-wave duct termination. As
the internal-wave duct passed over the NRL300 source the
relative source position in the duct changed, causing horizon-
tal modal radiation pattern fluctuation in the manner illus-
trated by the examples.

V. DISCUSSIONS

The theoretical and numerical calculations clearly show
that variable acoustic mode radiation from the termination of
an internal-wave duct can be a significant source of spatial
and temporal fluctuations of sound outside the duct. The spa-
tial fluctuations result from the narrow angular extent of the
radiation beams, for each mode, that emerge from the termi-
nation. One consequence is that the sound intensity in the
areas not covered by radiation beams is reduced. The beams
have temporal variability because passage of a truncated
internal-wave duct over a fixed source causes the source po-
sition in the duct to vary in time, thus giving a time-
dependence to the excitation of horizontal mode and thus to
the emerging beams.

The real oceanic environment is often more complicated
than the modeled environments used in this paper, and there
are other acoustic effects that cause acoustic fluctuation pat-
terns that are similar to the modal beam effect and that we
shall be aware of. For instance, the effect of mode coupling
on changing received modal intensity can be similar to the
modal beam effect. To distinguish these two effects, one may
need to carefully examine environmental data and determine
which effect is more likely to occur in the environmental
condition, as done here for the NRL300 signals. The follow-
ing is another example. The calculations herein show that
horizontal modal dispersion within the duct may cause mul-
tiple arrival of a mode �see the top two panels of Fig. 4 and
the lower right panel of Fig. 7�. However, in sound transmis-
sion data collected in the 1988 Hudson Canyon

FIG. 9. �Color online� Environmental data collected from the moorings distributed along the 80-m-isobath track �total 30 km long� in the SW06 experiment
on August 20 from 8:00 to 14:00 �GMT�. Left panels: temperature data at three different depths about 10 m �thick line�, 20 m �dashed line�, and 30 m �thin
line�. Right panels: vertical current speeds measured by the acoustic Doppler current profilers. Both temperature and current speed data show that a truncated
nonlinear internal-wave packet, terminating between moorings ENV#32 and ENV#31, passed through the mooring track.
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Experiment,23 Cederberg et al.24 observed that a deep sub-
bottom duct may produce two different modes with almost
identical wavenumbers and with shapes that are similar in
the water column. Separate arrival of the two modes may be
mistaken for multiple arrival of the same mode, particularly

when noise is present. This sub-bottom ducting effect pre-
sents an alternative explanation of the double �repeat� mode
features.

During the SW06 experiment, other internal-wave duct-
ing situations were observed, such as curved waves or frag-

FIG. 10. �Color online� Compressed pulses of the NRL300 sweep signals received on the SW06 WHOI array. �Right� Pulse arrivals at three times are shown,
from top to bottom. To the left of each pulse plot, temperature vs depth time series for the source and receiver positions are shown. The line indicates the
condition at the time of transmission. At these times, the source was in the truncated internal-wave packet shown in Fig. 9.
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mented waves. In the interesting curved wave situation,
sound initially trapped in the duct may escape due to the
change in the grazing angles of trapped sound. That is, hori-
zontal modes that are sub-critical may become supercritical
and escape. As for a fragmented internal-wave field, sound
will encounter multiple processes of trapping and radiating,
and the single truncation case reported in this paper may
serve as a starting point toward understanding that multiple-
scatter case. It is also worth mentioning that when an acous-
tic source is just outside and close to a truncated internal-
wave duct, the significance of the mode radiation effect
depends on how far the source is away from the duct. If it is
close, a certain amount of energy may still be trapped in the
duct after the sound refracts into the duct, and so at the
termination one can still observe significant radiation effects.

The modal radiation may affect horizontal array beam-
forming. The simulations show that the termination acts like
a sound projector, and horizontal beamforming may show
incorrect sound source bearing directed toward the termina-
tion. Note that narrow beams are not plane waves, and stan-
dard beamforming with arrays larger than the beam width
may be inconclusive. Also, because of the interference of the
radiation patterns of different modes, the array coherent
length in the radiation field may be much shorter than what
would be expected at array locations far from internal waves

�a typical value in the SW06 site is 15 wavelengths at
100 Hz, according to the measurement of Collis et al.25 dur-
ing quiescent periods. Further analysis of a larger portion of
this data set shows higher values of 25–30 wavelengths dur-
ing the first week of the experiment�.

VI. CONCLUSIONS

The sound radiation from the termination of a truncated
internal-wave duct has been studied with both analytical and
numerical approaches. A 3D normal mode solution has been
derived to describe the radiation field in a simplified trun-
cated internal-wave duct model, and a computer code imple-
menting 3D PE approximation is employed to investigate the
radiation effects in a more realistic shallow-water ocean en-
vironment. Both of the analytical and numerical calculations
predict anomalous sound radiation fields at locations far
from the termination of a truncated internal-wave duct. The
radiation patterns are unique to each mode and show strong
spatial and temporal variability. The studies also show that
the cause of this is a strong dependence on the position of an
acoustic source in the duct, which changes in time for a
moving wave and a moving or fixed source. Broadband
simulations made in this paper reveal situations where one or
more modes are completely absent on a fixed VLA because
the strongly localized modal radiation beams cannot just

FIG. 11. Time series of theoretical estimates of the energy excitation of first
three modes by the NRL300 source during the truncated internal-wave event
shown in Fig. 9 on August 20.

FIG. 12. Estimates of the mode functions of frequency 300 Hz at the loca-
tion of WHOI VLA at 10:32:30 GMT on August 20 in the SW06 experi-
ment. The in situ water-column sound speed profile and a bottom model
derived from Ref. 21 are used for calculating the modes. The circles on the
curves indicate the hydrophone depths on the VLA.

FIG. 13. �Color online� Broadband mode-filtered outputs of the received
NRL300 pulses on the WHOI VLA during the truncated internal-wave event
on August 20 in the SW06 experiment. The first three modes are shown, and
a total of 110 pulses is analyzed. The mode intensities fluctuate in time.
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reach the fixed array and mode multipath arising from dis-
persive propagation within the horizontal waveguide.
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The theoretical understanding of encapsulated microbubble response to high-frequency ultrasound
�HFUS� excitation is still limited although some novel experimental HFUS contrast imaging
techniques have been well developed. In this paper, the higher-order modal �HOM� contributions to
the scattered field are studied for such microbubbles driven by 1–100 MHz ultrasound. An exact
solution of all small-amplitude vibrational modes of a single encapsulated microbubble in water is
given by the wave scattering theory �WST� method and compared to results obtained from Church’s
Rayleigh–Plesset-like model for the small-amplitude radial oscillation of a microbubble in an
incompressible fluid. From numerical results, we show that the HOM field contribution is significant
for scattering properties from individual Nycomed microbubbles with normalized frequency �0.2.
It is also shown that the multiple scattering is strengthened for monodispersed Definity®

microbubbles of 3 �m radius at frequencies �40 MHz. However, comparisons between the
authors’ analyses and known experimental data for polydispersed Definity® microbubbles indicate
that the HOM contributions are insignificant in attenuation estimation at frequencies �50 MHz. In
conclusion, the WST model analysis suggests that HOM scattering is an important consideration for
single bubbles but may be less critical in the modeling of polydispersed Definity® bubbles at high
frequencies. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3203917�

PACS number�s�: 43.35.Bf, 43.35.Ei, 43.20.Fn �CCC� Pages: 1766–1775

I. INTRODUCTION

Low-frequency ultrasound imaging systems clearly lack
the spatial resolution to examine the microcirculation, al-
though details obtained at this level may be important to both
clinical and basic medical science, for example, in the hyper-
tensive microcirculation �James et al., 2006�. Recently, mi-
crobubble contrast agents have been successfully extended to
a variety of high-frequency ultrasound �HFUS� imaging sys-
tems and have made possible non-invasive slow blood flow
measurements and targeted molecular imaging with high
contrast in the microcirculation �Lanza et al., 1997; Goertz
et al., 2007b; Goessling et al., 2007; Needles et al., 2008;
Yeh et al., 2008�. In support of these imaging methods, the
acoustic properties of microbubbles at higher frequencies
have also been intensively studied through experimental ob-
servations of attenuation and nonlinear scattering activities
�e.g., Moran et al., 2002; Goertz et al., 2006; Goertz et al.,
2007a; Cheung et al., 2008�. However, the understanding of

microbubble dynamics at high frequencies is still incom-
plete, especially with regard to knowledge of resonant
bubble sizes, attenuation prediction, and nonlinear scattering
mechanisms. Similarly, the acoustic radiation forces on mi-
crobubbles subject to HFUS have not been investigated al-
though some targeted applications have already been re-
ported �Lanza et al., 1997; Rychak et al., 2007�.

Multiple models have been employed for studying the
dynamics of encapsulated microbubble contrast agents in the
conventional frequency range �1–10 MHz�. The most com-
mon models rely on Rayleigh–Plesset-like �RPL� ordinary
differential equations and account for only bubble radial pul-
sation �de Jong et al., 1994; Church, 1995; Hoff, 2001�. Ana-
lytical solutions for both linear and nonlinear scattering from
individual microbubbles encapsulated by a shell of Kelvin–
Voigt viscoelastic solid are provided in such RPL models.
Multiple scattering of bubbles was thus achieved in sound
dispersion and attenuation �Church, 1995; Hoff, 2001� by
Foldy’s theory �Foldy, 1945�. The RPL model has been ex-
tensively developed for various contrast microbubbles with
different encapsulations and surrounding liquids �Sarkar
et al., 2005; Doinikov and Dayton, 2007�; it has also been
proven effective in predicting the sound properties of ultra-
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dren’s Hospital, 13123 East 16th Ave., Cardiology B-100, Aurora, CO
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sound contrast agents in conventional ultrasound imaging
�Frinking and de Jong, 1998; Coussios et al., 2004�. How-
ever, RPL models only consider the radial pulsation of
bubbles and usually assume a uniform internal gas pressure,
i.e., no inertial effect of the gas core. These approximations
may not be appropriate for microbubbles subject to HFUS
field. At higher frequencies, the wavelength decreases to the
order of magnitude of some particle sizes and falls into an
intermediate wavelength regime in which the higher-order
contracting movements become important and anisotropic
scattering begins to appear �McClements, 1996; Ye, 1996�.
Moreover, the shell properties for Definity® bubbles esti-
mated by modeling experimental attenuation measurements
with an RPL-based method differed between the low- and
high-frequency regimes, as reported by Goertz et al. �2007a�.
This would imply that traditional modeling methods need to
be improved for microbubble oscillation at high frequencies,
with the higher-order modal �HOM� scattering contribution
requiring particular attention.

The wave scattering theory �WST� has also been em-
ployed in the past decade in studies of the dynamics of en-
capsulated microbubble surrounded by water and oscillating
in the linear regime �Ye, 1996; Allen et al., 2001; Hu et al.,
2004; Chen and Zhu, 2005�. The WST method was originally
developed for object detection by the underwater acoustics
industry and has been intensively used to predict acoustic
scattering from both spherical and cylindrical scatterers im-
mersed in various surrounding fluids over the past two de-
cades �Ayres et al., 1987; Gaunaurd and Werby, 1991;
Hasheminejad and Safari, 2005; Mitri and Fellah, 2006�.
While the RPL equation is derived from a fluid velocity po-
tential, through simplification it is reduced to a simple dy-
namic mass-spring system for the radial oscillation of the
bubble without any shape oscillations. In contrast, the wave-
based interaction between ultrasound and bubble in the WST
method is retained in its description of multi-modal velocity
potentials of the acoustic waves propagating through the sur-
rounding fluid, the shell layer, and the internal gas. The first
modal component of this velocity potential corresponds to
the radial oscillation, and each additional mode represents a
non-spherical oscillation mode of unique shape complexity.
Under the quasi-equilibrium approximation and the small-
amplitude assumption, all the oscillation modes are orthogo-
nal and the total scattering of the bubble can be found from
their linear summation. As a result, the WST method reveals
directionality of the scattering. Ye �1996� first used the WST
method to model the contrast microbubble as an individual
elastic shell in inviscid water and qualitatively compared his
results with Church’s viscoelastic shell bubble model in in-
compressible, viscous water. He noted that the scattering by
Albunex® bubbles from WST prediction could be highly an-
isotropic at frequencies above resonance. Allen et al. �2001�
studied the reflectivity and scattering directivity of mi-
crobubble at high driving frequencies with the WST model
and proposed the potential applicability of “shell” Lamb
waves, which propagate as symmetric �flexural� and anti-
symmetric �extensional� modes of deformation in a curved
plate idealized for shell. The double-layered shell, which is
typically used for encapsulated drug delivery, has never been

explored by the RPL model but was investigated using the
WST model by Hu et al. �2004�. The employment of WST
provides an alternative method to predict the acoustic scat-
tering properties of contrast microbubbles. However, previ-
ous WST studies provided only initial theoretical details, and
the HOM components were actually found to be negligible
for microbubbles in conventional ultrasound imaging. No
comparisons between the WST and RPL models have been
performed, and the multiple scattering of contrast mi-
crobubbles due to anisotropic effects has not been predicted
with the WST model. The significance of the HOM scatter-
ing contribution in microbubbles under higher frequency ex-
citation is still pending.

The aim of this work is to assess the HOM contributions
to scattering at both low- and high-frequency excitations as
modeled by the WST model and to compare them to a
dilatation-only model. This is accomplished with the follow-
ing steps. First, the modeling of the same encapsulated mi-
crobubble by both WST and RPL methods is outlined. Sec-
ond, the HOM contributions to the total scattering of the
microbubble are compared within the WST method, and suc-
cessively, the acoustic scattering properties of the mi-
crobubbles such as scattering cross section, attenuation, and
acoustic radiation forces are simulated by both models and
are compared to reveal the significance of HOM contribu-
tions. Finally, a discussion follows for physical interpreta-
tions of differences between the two models and the pros-
pects of the WST method in modeling of microbubble
response at high frequencies.

II. METHOD

The encapsulated microbubble model consists of a
spherical shell located in a spherical coordinate system,
shown in Fig. 1. An incident plane ultrasound wave excites
the bubble in the direction �=0. The gas enclosed by the
shell is assumed to be air, and the surrounding fluid is water.
The bubble geometry is given by inner radius R1, outer ra-
dius R2, and shell thickness d. The shell is considered to be a
thin monolayer of Kelvin–Voigt-type viscoelastic solid. The
water is assumed to be inviscid and compressible for the
wave scattering analyses. The incident ultrasound pressure is
sufficiently small such that the vibration of the bubble can be
approximated as a spherical oscillation within the linear re-
gime. For simplicity, the damping due to liquid viscosity and

FIG. 1. Schematic sketch of the model.
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thermal conductivity, as well as surface tension effects, are
ignored because they have been proven to be of little impor-
tance for micron-sized encapsulated microbubbles in the fre-
quency range of 1–100 MHz by previous studies �Church,
1995; Hoff, 2001�.

A. Outline of WST on encapsulated microbubbles

Ye’s �1996� Albunex® bubble model consisted of a
spherical gas-filled bubble coated with a layer of elastic
solid; an exact solution for its wall motion was obtained
based on the literature of Hasegawa et al. �1993�. The vector
wave potentials in the work of Hasegawa et al. are expanded
with factors for each eigenterm using a differential form of
the associated Legendre function. In contrast, other contribu-
tions �Ayres and Gaunaurd, 1987; Ayres et al., 1987� ex-
panded the vector potentials as sums of modal series without
any differential forms of Legendre function. This so-called
“Debye potential” expansion method has been widely used,
and it has proved to be more numerically robust for model-
ing contrast microbubbles �Allen et al., 2001�. Allen et al.
�2001� extended the calculations from elastic to viscoelastic
shell models by directly applying the viscoelastic material
parameters from Ayres et al. �1987� into the scattering matrix
for an elastic shell. Chen and Zhu �2005� gave a rigorous
derivation for the matrix elements of a Kelvin–Voigt vis-
coelastic shell model and proved that they are the same as
those for the elastic shell model of Ayres et al. �1987�. In this
work, Chen and Zhu’s results are quoted below to outline
key steps and variables.

Let the potentials of incident and scattering waves in
water be noted as �i and �s, respectively, and the potential
inside the shell be �a. Let �2 ,�2 denote the longitudinal
and shear wave potentials propagating in the solid layer,
which satisfy the Helmholtz equations,

��2 + kd
2��2 = 0, ��2 + ks

2��2 = 0, �1�

where kd and ks are acoustic wave numbers in the solid shell
layer and given as complex forms by Ayres and Gaunaurd
�1987�. The Lamé parameters of various shell materials are
given in the complex forms by �=�e+ i	�v and �=Gs

+ i	�s. The real and imagery parts represent elastic and vis-
cous properties of the shell, respectively.

Expanding the acoustic field in each of the three media
in terms of norm modes and taking the symmetry into ac-
count, it yields

�i = �0�
n=0




�2n + 1��i�njn�k1r�Pn�cos ��e−i	t, �2a�

�s = �0�
n=0




�2n + 1��i�nanhn
�1��k1r�Pn�cos ��e−i	t, �2b�

�a = �0�
n=0




�2n + 1��i�nfnjn�k3r�Pn�cos ��e−i	t �2c�

�2 = �0�
n=0




�2n + 1��i�n�bnjn�kdr� + cnnn�kdr��

�Pn�cos ��e−i	t, �2d�

�2 = �0�
n=0




�2n + 1��i�n�dnjn�ksr� + ennn�ksr��

�Pn�cos ��e−i	t, �2e�

where k1 and k3 are the wave numbers in the water and in the
gas, respectively, Pn� · � is the Legendre polynomial of order
n, jn� · � is the spherical Bessel function of order n, nn� · � is
the spherical Neumann function of order n, and hn

�1�� · � is the
spherical Hankel function of the first kind. Finally, the coef-
ficients an ,bn ,cn ,dn ,en , fn are unknowns determined by the
boundary conditions noted below; an specifically is the scat-
tering coefficient. Under this framework, the determination
of the sound scattering from an encapsulated bubble comes
down to the evaluation of the an.

Solution begins by applying the following approximate
boundary conditions at the two spherical interfaces between
the media: �1� the continuity of normal displacement ur; �2�
the continuity of normal stress �rr; �3� the tangential stress
�r� must be zero; six equations are obtained:

At the water-shell interface �r=R2�,

ur
1 + ur

4 = ur
2, �rr

1 + �rr
4 = �rr

2 , �r�
2 = 0. �3a�

At the shell-gas interface �r=R1�,

ur
2 = ur

3, �rr
2 = �rr

3 , �r�
2 = 0. �3b�

Here, the superscripts denote the following: 1, incident
waves; 2, waves propagating in the layer; 3, waves propagat-
ing in the inner air; 4, scattering waves.

Substituting the velocities and displacements in Eq. �6�
of Ayres and Gaunaurd �1987� into the six boundary equa-
tions, the corresponding matrix equation is obtained,

�
0 12 13 14 15 16

0 22 23 24 25 26

0 32 33 34 35 0

41 42 43 44 45 0

51 52 53 54 55 0

0 62 63 64 65 0

��
an

bn

cn

dn

en

fn

� = �
0

0

0

4

5

0

� . �4�

From this matrix equation, we can solve for the scattering
coefficients �an� by Cramer’s rule. The elements of the ma-
trices ij�i , j=1–6� are also determined by the matrix equa-
tion, and their expressions can be found from appendices of
previous literature �Ayres et al., 1987; Chen and Zhu, 2005�.

Using asymptotic expansions of Hankel functions, the
scattering from an encapsulated microbubble in the far field
can be expressed in terms of a modal series as follows:

f��� = �
n=0




fn��� =
1

ik1
�
n=0




�2n + 1�anPn�cos �� . �5�

Here, f��� is the scattering �form� function. Each term fn���
represents the nth partial wave of the scattering. Generally,
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only the monopole scattering, i.e., the first term f0, needs to
be considered for Rayleigh scatterers �k1R2�1�. It is also
stated that the extinction cross section and the sound reflec-
tivity of the bubble are proportional to the imaginary part of
forward scattering f�0� and the amplitude of backward scat-
tering f���, respectively �Ye, 1996�. The scattering function
can also be linked to the scattering cross section,

�s��� = 4��f����2. �6�

The reduced scattering cross section �r��� is defined here by
�s��� multiplying a factor of 1 /4�R2

2 for later convenience.
Here, �r��� is noted as the “total” reduced scattering cross
section since it is the infinite sum of all contributing scatter-
ing modes, according to Eqs. �5� and �6�; in practice, how-
ever, the sum is truncated to an approximate representation.
In order to study the modal contributions, we also use the
symbol �r

�m���� to represent the sum truncated to the first m
+1 modes, i.e., mode 0 to mode m; thus, the contribution
from mode m to the total scattering cross section �r��� in the
WST model is �r

�0���� for m=0 or �r
�m����−�r

�m−1���� for m
�0. It is important to note that for a mode m, the sum still
contains lower modal contributions; thus, the contribution
from a single mode is coupled to the modes below it.

B. RPL equation for encapsulated microbubbles

The linear harmonic oscillation of an encapsulated mi-
crobubble can be written in a simple form using the RPL
equation �Church, 1995; Hoff, 2001�,

ẍ + 2�ẋ + 	0
2x = pa��sR10

2 �−1sin 	t , �7�

where x is the normalized small displacement to the first
order of the inner shell wall, defined by R1=R10�1+x�, x
�1 where R10 represents the initial inner shell radius; 	, �s,
and pa are the angular driving frequency, the density of shell,
and the acoustic pressure amplitude, respectively. The scat-
tering cross section �s for our model can be given as

�s�R10,	� = 4�R10
2 �l

2

�s
22

	4

�	2 − 	0
2�2 + �2�	�2 , �8�

where

	0
2 =

1

�sR10
2 

	3�p0 +
4Gs�R20

3 − R10
3 �

R20
3 
 ,

 = 	1 + ��l − �s

�s
�R10

R20

 ,

� = �ac + �sh, �ac =
�l

�s

	2R10

2c0
	1 +

�l
2

�s
22

	2R10
2

c0
2 
−1

,

�sh =
2�s�R20

3 − R10
3 �

�sR10
2 R20

3 .

Here, only the damping terms due to acoustic radiation �ac

and shell viscosity �sh are considered. The above-listed ex-
pressions are simplified from a corresponding Church’s RPL
model �Church, 1995; Khismatullin, 2004�. The compress-
ibility of surrounding liquid is neglected here but can be

implemented by some other RPL models in the low-
frequency limit �Trilling, 1952; Keller and Miksis, 1980�.
Finally, the RPL model neglects the surface tension on both
interfaces and the viscous effects of the surrounding liquid in
order to compare with WST, which as noted above does not
include these effects.

III. RESULTS

The simulation results of both WST and RPL models
were performed using MATLAB

® software �Version 14, The
Mathworks Inc., and Natick, MA� and are compared in the
following sections. Three types of contrast bubbles are simu-
lated. We primarily examine Albunex® microbubbles, which
have been best characterized in the literature, especially with
regard to their shell material. In order to compare the theo-
retical models with the existing measurements, lipid-shelled
Definity® microbubbles are also simulated. Finally, the poly-
mer shell of Nycomed microbubbles is also simulated for
discussion since they have a fixed thickness-to-radius ratio in
contrast to the fixed thickness seen in Albunex® bubbles. All
physical parameters used in the simulations are selected from
previous works and provided in Table I if not specified else-
where. In addition, the Lamé first parameters �e and �v have
little influence on bubble scattering properties, and consistent
values of 6.1�104 MPa and 50 Pa s are selected here
�Chen and Zhu, 2005�.

A. Scattering cross section: Modal contributions

The contributions of the first three modes to the reduced
scattering cross section are examined by the term defined just
below Eq. �6� and shown in Fig. 2. A single Albunex® bubble
with radius of 2 �m is selected for investigation. Strong
resonant peaks are observed in the figure at about 10, 56, and

TABLE I. Parameter values for aqueous suspensions of Albunex®,
Definity®, and Nycomed bubbles. Listed values are given by Church �1995�
except those noted in the footnotes.

Symbol

�Value�

UnitAlbunex® Definity® Nycomed

Shell Gs �88.8� �190�c,d �12�e,f MPa
�s �1.77� �0.07�c,d

¯ Pa s
�e �6.1�104�b �6.1�104�b �6.1�104�b MPa
�v �50�b �50�b

¯ Pa s
	�v ¯ ¯ �0.5�106�a Pa
	�s ¯ ¯ �0.1�105�a Pa

d �15� �0.9�d �0.05a�a,e nm
�s �1100� �1100� �1100� kg m−3

Liquid �L �1000� �1000� �1000� kg m−3

Gas � �1.4� �1.06�c �1.1�f
¯

p0 �0.1013� �0.1013� �0.1013� MPa

aAllen et al., 2001.
bChen and Zhu, 2005.
cCheung et al., 2008.
dGoertz et al., 2007a.
eHoff, 2001.
fKhismatullin, 2004.
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90 MHz corresponding to these modes; the mode 2 plot in
Fig. 2�c� has a notable peak at the resonant frequency of
mode 1 due to coupling. The figure also shows that mode 0,
i.e., monopole scattering in Fig. 2�a�, is far greater in mag-
nitude than modes 1 and 2 and dominates the total scattering
at low frequencies ��20 MHz�. The contribution of mode 1
in Fig. 2�b� first becomes significant at 20 MHz and in-
creases rapidly with the driving frequency, exceeding that of
mode 0 above 80 MHz. At 100 MHz, modes 0 and 1 con-
tribute 0.7 and 1.0 to the total reduced scattering cross sec-
tion of about 1.9. The contribution of the third mode �m
=2� in Fig. 2�c� becomes important at 60 MHz and is ex-
pected to be more significant than the first two modes at
frequencies higher than 100 MHz. It is verified here that the
higher modes contribute greatly to the total scattering of
Albunex® bubbles at high frequencies. Moreover, further cal-
culations for Definity® bubbles with radius between 1 and
6 �m indicate that, depending on bubble size and shell
properties, the HOM can contribute greatly to the total scat-
tering in the frequency range under 100 MHz. Following
previous work, we explored multiple truncations of the WST
modal sums; this analysis suggested that the first 30 modes
are sufficient to approximately represent the total scattering
at frequencies �100 MHz �error in scattering amplitude
�0.1%�. The HOM contribution can be easily seen from the
differences between monopole �mode 0� and total �all
modes� scattering of WST model.

B. Scattering cross section: Directionality

The reduced scattering cross sections of the Albunex®

bubbles with radius either larger or less than the critical ra-
dius Rc=1.46 �m �Khismatullin, 2004� are shown in Fig. 3.
To further understand the differences between the methods,
we compare four terms of acoustic scattering: the backward
scattering, the forward scattering, and the monopole scatter-
ing component from the WST model and the scattering from
RPL model. It is apparent for a single Albunex® bubble with
radius 1 �m in Fig. 3�a� that the four curves overlap at
driving frequencies below 20 MHz, but significant differ-
ences begin to appear above 30 MHz. These differences in
the magnitudes of reduced backward scattering and forward

scattering clearly indicate directivity in the scattered field.
Although the monopole is similar to the RPL model, it is
obvious that its scattering also exhibits differences at high
frequencies. From strong to weak, the four terms are in the
order by backward scattering from WST�scattering from
RPL�monopole scattering from WST� forward scattering
from WST. For the large bubbles with 2 �m in radius, the
resonances appear in Fig. 3�b� and act as boundaries to sepa-
rate the low- and high-frequency ranges. Identical profiles
are obtained for the four terms in the low-frequency range
�13 MHz, but significant differences between them occur
above resonance. Compared with Fig. 3�a�, the scattering
directivity in Fig. 3�b� is strengthened, and the additional
peaks at higher frequencies begin to appear in both backward
and forward scattering. These peaks in scattering cross sec-
tions are associated with various shell Lamb wave modes.
Therefore, the results not only indicate that the monopole
scattering component is dominant for the microbubble scat-
tering at low driving frequencies, as was proved by Ye
�1996�, but also demonstrate that shell Lamb waves exist for
Albunex® microbubbles at high frequencies, a finding of
Allen et al. �2001�. In addition, our results show that the
RPL and WST models are identical for low ultrasound fre-
quencies, but the HOM contribute greatly to the total at high
frequencies. Further calculations show that the microbubbles
with hard shells have more violent resonance peaks, which
suggests the existence of stronger Lamb waves and greater
HOM contributions at high frequencies.

C. Attenuation

The multiple scattering properties of contrast mi-
crobubbles are usually studied through the attenuation and
dispersion of sound in suspensions. However, attenuation
measurements at HFUS ��10 MHz� are limited. In order to
compare our model predictions against prior experimental
studies �Goertz et al., 2007a�, the Definity® bubbles were
simulated as follows: The effective wave numbers in the mi-
crobubble suspensions following in the RPL and WST mod-
els were calculated by the multiple scattering theories of
Foldy �1945� and Waterman and Truell �1961�, respectively.
Figure 4 is the result for monodispersed Definity® bubbles.

FIG. 2. Contribution of first three modes of WST model as a function of
driving frequency. The Albunex® bubble is 2 �m in radius.

FIG. 3. Reduced scattering cross sections of Albunex® bubbles with radius
�a� 1 �m and �b� 2 �m.
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We see that the predicted attenuation from WST model is
higher than that from the RPL model at frequencies above
resonances; this difference becomes more significant as fre-
quency increases, and larger differences were obtained for
the larger bubble. Furthermore, the HOM contributions to
attenuation in the WST model appear insignificant for
smaller bubbles �1 �m in radius, Fig. 4�a�� but important for
larger bubbles �3 �m in radius, Fig. 4�b�� at high
frequencies�40 MHz; anyhow, both are less important than
the differences between the attenuation due to isotropic scat-
tering of the two models. Moreover, attenuation peaks simi-
lar to those seen in Fig. 3�b� appear at higher frequencies.

Figure 4 refers to monodispersed bubbles; however, in
practice such sharp resonance peaks likely do not exist since
the microbubbles have a broad size distribution ranging from
�1 �m to 10 �m. Goertz et al. �2007a� measured the at-
tenuation of polydisperse solutions of Definity® bubbles over
a broad frequency range �2–50 MHz�; these results are com-
pared with corresponding attenuation values computed from
our WST and RPL models and shown in Fig. 5. We specifi-
cally compare our simulations to results from their first vial
of “native” bubbles �decantation time is 30 s�, of which the
size distribution and attenuation are given in their Figs. 5�a�
and 4�a�, respectively. This vial is selected because it con-
tains a greater fraction of larger bubbles than other vials

�with longer decantation times or after filters�, and so the
HOM contributions from bubble scattering, if present, should
be most apparent. Some observations and conclusions can be
reached: First, the model predictions agree fairly well at fre-
quencies �50 MHz, but the HOM contribution is negligible
at this broad frequency range, in contrast to what is seen in
monodisperse simulations; second, the models offer good
prediction near resonance at around 10 MHz but model-
measurement agreement degrades at frequencies �7 and
�20 MHz. The predicted attenuation peak at low frequen-
cies ��7 MHz�, which should correspond to the large
bubbles of radii 6–7 �m, has shifted greatly to a lower fre-
quency range ��3 MHz� in the measured results. Measured
attenuation is also far more than predicted at frequencies
�20 MHz. These disagreements reveal the failure of both
prediction methods and will be discussed in next section.

D. Primary acoustic radiation force

Accurately predicting the acoustic radiation force on the
microbubble subject to the HFUS field is another concern
introduced by the WST model. The primary radiation forces
on the encapsulated microbubbles are calculated by means of
Eq. �12� of Dayton et al. �1997� and Eqs. �23�, �24�, and �28�
of Hasegawa et al. �1993� for RPL and WST models, respec-
tively. The acoustic radiation forces as a function of bubble
radius are shown for the cases of both low frequency �3.5
MHz� and high frequency �50 MHz� in Figs. 6�a� and 6�b�.
The two models predict approximately identical profiles of
acoustic radiation force at 3.5 MHz but predict remarkable
differences for bubbles larger than 2 �m in radius at 50
MHz. The differences increase with the bubble radius as
well. Resonant peaks are also shown in the WST result in
Fig. 6�b� and may correspond to natural frequencies of vi-
brational modes. Unlike the conclusions from Fig. 4, the dif-
ference in the results of acoustic radiation forces between
monopole and multi-modal scattering is much larger than
that between monopole scattering and RPL scattering.

FIG. 4. Attenuation coefficients A in Definity® microbubble suspensions.
The bubbles are identical in radii of �a� 1 �m and �b� 3 �m. The bubble
concentrations are �a� 2�106 and �b� 5�105 bubbles /ml.

FIG. 5. Attenuation coefficients A from models and measurements;

FIG. 6. Primary acoustic radiation forces on the Albunex® bubble in water
as a function of radius under a driving ultrasound pulse wave with peak
negative pressure pa=100 kPa and central frequencies of �a� f =3.5 MHz
and �b� f =50 MHz.
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IV. DISCUSSION

Our simulation results highlight four novel points re-
garding the acoustic response of contrast microbubbles at
high frequencies as follows. �1� The HOM contribution is not
negligible at high frequencies. �2� The results of isotropic
scattering from both models are also different at high fre-
quencies. �3� Both models cannot well-predict attenuation in
suspensions with dispersed Definity bubbles. �4� These dif-
ferences are exhibited in multiple acoustic scattering proper-
ties of microbubbles including not only scattering cross sec-
tions and attenuation but also acoustic radiation forces,
which are key parameters of various currently available con-
trast techniques. The results may lead to deeper understand-
ing of the microbubble dynamics, as well as optical usage
and potential applications of contrast microbubbles at HFUS.

It is seen in Fig. 3 that monopole scattering from WST
model and scattering from current RPL model are slightly
different from each other. This difference is more evident in
Figs. 4 and 6�b� and may be due to the following two rea-
sons. First, the effect of liquid compressibility is ignored in
Eq. �8� but is included in WST model, which, based on prior
work �Church, 1995; Hoff, 2001�, should lead to consider-
able errors at high frequencies. Second, in the RPL model, it
is assumed that the air pressure stays uniform, but the WST
model takes the gas inertial effects into consideration. At
high frequencies, the time period is so short that the internal
energy in the air may become spatially nonuniform during
the oscillation. As a result of these issues, we believe the
WST model may be more reasonable to predict microbubble
responses to HFUS field.

The gas inertial effects can be further discussed by the
modeling of thermal behavior within the microbubble. It has
been previously reported that the selection of polytropic ex-
ponent � depends on the encapsulation properties and was
given by complex expressions �Hoff, 2001�. Selected value
for � in RPL models varies from 1.0 to �, representing iso-
thermal to adiabatic behavior of gas �Sarkar et al., 2005;
Goertz et al., 2007a�. An empirical value of 1.1 is also found
to best match numerical and analytical solutions for the case
of Nycomed and Albunex® microbubbles within conven-
tional frequency range �Khismatullin, 2004�. The modeling
of heat conduction through the Albunex® bubble wall in
WST is investigated by the comparisons in Fig. 7. It is seen
from Figs. 7�a� and 7�b� that the resonance slightly shifts
when the WST plot is compared to both isothermal and em-
pirical RPL plots; in Fig. 7�c�, the WST result best matches
for an adiabatic RPL model. It has been demonstrated that
whether the compression process is isothermal or adiabatic
for free bubble oscillation depends on the ratio of thermal
diffusion length to bubble radius defined by the parameter
�=D0 /	R2

2 �Prosperetti et al., 1988�. The large and small
values of � indicate nearly isothermal and adiabatical behav-
ior of gas, respectively. Obviously, the value of � also has a
reciprocal relation to the driving frequency. In other words,
the value of � will be much smaller and thus represents the
adiabatic behavior of gas at high frequencies. The WST is
shown here to display adiabatic gas behavior and may thus

be a good model for encapsulated microbubbles subject to
high frequencies.

The failure of both models in predicting the attenuation
of Definity® suspensions at higher frequencies in Fig. 5 ex-
cludes the HOM contribution, liquid compressibility, and gas
inertial effects. Alternative explanations here may link to the
material properties of lipid shells, which are different from
those of polymer and albumin encapsulation �Sarkar et al.,
2005; Doinikov and Dayton, 2007�. Disagreement above 20
MHz could also be attributed to nonlinear shell response due
to shear-thinning and strain-softening material properties
�Tsiglifis and Pelekasis, 2008; Doinikov et al., 2009�. How-
ever, it is necessary to state that the importance of HOM
scattering should be reexamined for other types of contrast
agents, especially those with a greater number percentage of
large bubbles or encapsulated by thick, hard shells, or driven
at even higher frequencies �100 MHz. One good example
is Imagent® bubbles, which have a mean size of 6.0 �m.
Moreover, from the shift of the measured attenuation peak at
frequencies �7 MHz, we believe that further investigation
is warranted to examine problems such as theoretical model-
ing of lipid shells and experimental design of acoustic mea-
surements.

The significance of the HOM contribution to the primary
acoustic radiation forces on the microbubble subject to the
HFUS has been exhibited in Fig. 6�b� for larger bubbles. As
is known, the second scattering mode �m=1� has a dipole
pattern in scattering directivity and results in a unidirectional
radiation force that enables the detection of bubble transla-
tional motion. It is thus indicated that bubble manipulation
by ultrasound will be violently impacted by the anisotropic
scattering for high-frequency targeted contrast applications
such as drug delivery and molecular imaging. It is also no
doubt that the frequencies applied in upcoming microbubble-
assisted ultrasound techniques will get higher, and thus it
will lead to considerable HOM contributions for even
smaller microbubbles.

Microbubble usage in HFUS imaging may also be opti-
mized by means of WST model. As introduced above, the
monopole scattering is dominant only if the normalized fre-

FIG. 7. Reduced scattering cross sections of single Albunex® bubble as a
function of driving frequency. The polytropic exponents are �a� 1.0 �left�, �b�
1.1 �center�, and �c� 1.4 �right�.
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quency k1R2�1, indicating that such scattering is on par
with the scattering from radial pulsation predicted by the
RPL model for contrast microbubbles at frequencies
�10 MHz. However, this condition is partially violated for
contrast microbubbles at higher frequencies, and in such in-
termediate wavelength regimes the HOM contribution be-
comes significant. Figure 8 shows the scattering cross sec-
tions for various terms as a function of normalized frequency
for Nycomed bubbles, which has a fixed value of 5% for
thickness-to-radius ratio �Hoff, 2001�. It is seen that the dif-
ferences due to the HOM start at k1R2=0.2. Further calcula-
tions lead to a range of start points of k1R2 from 0.1 to 0.4 for
other types of shells. This result is instructive for optimized
usage of contrast bubbles in HFUS applications. A contour
plot of k1R2 is given in Fig. 9. Given a certain frequency, one
may use the plot to find the corresponding threshold of
bubble radius below which the HOM contribution is negli-
gible. For example, the HOM contribution to scattering in
bubbles with radius �1 �m is negligible at 50 MHz if the
start point k1R2=0.2 �Nycomed bubbles�. This indicates that
the WST analyses instead of the RPL method should be ap-
plied for predictions on single scattering of bubbles �1 �m

in radius and multiple scattering for suspensions of which a
great portion of the bubbles �1 �m in radius.

Shell Lamb waves are essential signals of the contrast
microbubble. Simulation results have shown that optimized
design of material properties and geometry of the shell can
maximize the response of the Lamb wave for a specific fre-
quency �Allen et al., 2001�. This may make possible novel
HFUS contrast techniques in ophthalmology, dermatology
and oncology and so on, based on detection of shell Lamb
waves within the total scattering spectrum of microbubbles
seeded in complex structures of microcirculation. In under-
water acoustics, the modal verification and peak detection
are realized by the partial wave decomposition of the scat-
tering form function in the analyses of resonance scattering
theory �Gaunaurd and Werby, 1991�. This approach may be
useful for detection of Lamb waves for encapsulated mi-
crobubbles and is a topic of ongoing study.

The WST model holds both advantages and disadvan-
tages against various RPL models in modeling of encapsu-
lated microbubble dynamics at high frequencies. Besides the
HOM contribution, it has also been shown previously that
liquid compressibility is no longer negligible for Mach num-
bers comparable to unity �Hoff, 2001�. For time-harmonic
scattering, the radial velocity of the bubble shell outer inter-

face is Ṙ22�fR2, and thus the Mach number of the fluid is
M =2�fR2 /c0=k1R2. Developed RPL models, such as the
Triling or Keller–Miksis equations, are restricted by M �1,
but WST method works for any k1R2. In addition, studies on
the microbubble responses at high frequencies can be ex-
tended to more practical linear WST models. For example, a
viscous-liquid WST model can be used to evaluate bubbles
in blood. However, the nonlinear oscillation of microbubbles
has never been incorporated in WST models and is under
further investigation. To date, the RPL models continue to be
used for the evaluation of nonlinear effects.
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NOMENCLATURE

R1 � Inner radius of the shell
R2 � Outer radius of the shell
d � Shell thickness
� � Scattering angle

�i � Potential of the incident waves
�s � Potential of the scattering waves
�a � Wave potential in the air
�2 � Scalar potential in the shell
�2 � Vector potential in the shell
�s � Shear viscosity of the shell material
Gs � Shear modulus of the shell material
�e � Elastic Lamé’s first parameter
�v � Viscous Lamé’s first parameter

FIG. 8. Scattering cross sections of single Nycomed bubble as a function of
normalized frequency.

FIG. 9. Contour plot of normalized frequency.
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k1 � Wave number in water
ks � Wave number of the shear waves in the shell
kd � Wave number of the longitudinal waves in

the shell
k3 � Wave number in the air

Pn� · � � Legendre polynomial of order n
jn� · � � Spherical Bessel function of order n
nn� · � � Spherical Neumann function of order n

hn
�1�� · � � Spherical Hankel function of the first kind of

order n
an � Scattering coefficient
ur � Normal displacement
�rr � Normal stress
�r� � Tangential stress
ij � Elements of the scattering matrix

�i , j=1–6�
f��� � Scattering function in the far field

fn��� � Scattering function of mode n
f0 � Monopole scattering function

f�0� � Forward scattering function
f��� � Backward scattering function

�s � Scattering cross section
�r � Reduced scattering cross section

�r
�m�

� �r calculated by truncation of first �m+1�
modes

�s � Density of the shell material
�l � Density of water
�r � Damping due to acoustic radiation

�sh � Damping due to shell viscosity
� � �r+�th, total damping

pa � Acoustic pressure amplitude
p0 � Hydrostatic pressure in the surrounding

liquid
R10 � Inner radius of the shell at t=0
R20 � Outer radius of the shell at t=0

f � Driving frequency
	 � 2�f , angular driving frequency

	0 � Resonant angular frequency
c0 � Sound speed in water
� � Polytropic exponent
� � Ratio of specific heats
A � Sound attenuation coefficient

Fac � Primary acoustic radiation force
D0 � Gas thermal diffusivity
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Power series expansions in ka are derived for the pressure at the edge of a radiator, the reaction force
on the radiator, and the total radiated power arising from a harmonically excited, resilient, flat,
circular radiator of radius a in an infinite baffle. The velocity profiles on the radiator are either
Stenzel functions �1− �� /a�2�n, with � the radial coordinate on the radiator, or linear combinations
of Zernike functions Pn�2�� /a�2−1�, with Pn the Legendre polynomial of degree n. Both sets of
functions give rise, via King’s integral for the pressure, to integrals for the quantities of interest
involving the product of two Bessel functions. These integrals have a power series expansion and
allow an expression in terms of Bessel functions of the first kind and Struve functions.
Consequently, many of the results in �M. Greenspan, J. Acoust. Soc. Am. 65, 608–621 �1979�� are
generalized and treated in a unified manner. A foreseen application is for loudspeakers. The relation
between the radiated power in the near-field on one hand and in the far field on the other is
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I. INTRODUCTION

The analytical theory of sound radiation for the case of a
harmonically excited, circular piston in an infinite baffle is
firmly established in the literature. There are chapters in text
books,1–5 survey papers,6,7 and many research papers from
older8–13 and more recent14–21 years devoted to this subject.
A big effort has been made to find series or convenient inte-
gral expressions for the sound pressure at all field points on
or in front of the disk and the baffle. The single integral
approach, in which the pressure is expressed via Rayleigh’s
integral2 or by other means as a single integral with bounded
integration limits, occurs in Refs. 10, 11, 13, and 15 and is
reviewed, with emphasis on numerical work, in Ref. 16. The
spherical-wave-expansion approach uses Gegenbauer’s addi-
tion theorem22 to express the pressure as a series of integrals
involving spherical Bessel functions and Legendre polyno-
mials and can be found in Refs. 15, 18–20, and 23. Further-
more, King’s integral9 is used in Refs. 6, 12, 14, 17, and 19
and this yields expressions for the pressure in the form of an
infinite integral involving the product of two Bessel func-
tions and an exponential factor. In order that this integral can
be used conveniently for computations, it is often necessary
to employ somewhat more advanced complex function
theory. Finally, in Ref. 24 series expansions following from
Rayleigh’s integral2 are given for the on-disk pressure, and in
Ref. 19 King’s integral is used to develop a double-series
expansion for the on-disk pressure.

In the present paper, single-series expressions are devel-
oped for quantities associated with the pressure �rather than
for the pressure in the field itself� from King’s integral. The

velocity profile on the radiator is allowed here to be non-
uniform. A set of results of this type, for the reaction force
and the total radiated power, was obtained by Greenspan.6

Greenspan considered, what are called in the present paper,
Stenzel functions8 s�n����= �1− �� /a�2�n, 0���a �n
=0,1 ,2�, and �infinitely supported� Gaussians and estab-
lished series expansions and closed-form expressions for the
quantities just mentioned. These results were derived from
King’s integral in an ad hoc manner with an impressive
amount of analytical skill.

Greenspan’s results will be generalized to velocity pro-
files of the Stenzel type of arbitrary order n and of the
Zernike25 type, see below, and linear combinations of the
latter. The acoustical quantities considered here are edge
pressure, reaction force, total power, and directivity. Zernike
functions have the form R2n

0 �� /a�= Pn�2�� /a�2−1�, with Pn

the Legendre polynomial of degree n. Linear combinations
of both Stenzel functions and Zernike functions can be used
to approximate any radially symmetric velocity profile. In
this respect, Zernike functions are much more effective, in
terms of the required number of coefficients and amplitudes
of these, than the Stenzel functions. Zernike functions have
been considered recently21 by the authors with respect to
their potential and efficacy for forward computation of the
on-axis and far-field pressure from a non-uniform velocity
profile on the piston in terms of its Zernike expansion coef-
ficients. Here it has been very helpful that Zernike functions
are orthogonal and that many velocity profiles have Zernike
coefficients that can be found in analytical form, see Ref. 21,
Appendix A. Moreover, the inverse problem of estimating a
velocity profile in terms of its expansion coefficients from
on-axis pressure data has been considered in Ref. 21. Results
for quantities related to the pressure that admit an analytical
treatment via King’s integral were, however, not presented in

a�Author to whom correspondence should be addressed. Electronic mail:
ronald.m.aarts@philips.com. Also at: Technical University Eindhoven,
Den Dolech 2, PT3.23, P.O. Box 513, NL-5600MB Eindhoven, The Neth-
erlands.
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Ref. 21. This is done in the present paper: for the quantities
of interest it will be shown that King’s integral yields an
attractive power series expansion.

Stenzel functions, with half-integer rather than integer
order n, have been considered recently by Mellow19 in the
context of King’s integral for the pressure. In Ref. 19, these
Stenzel type functions have been used to expand a non-
uniform velocity profile for the purpose of computing the
pressure everywhere on the radiator. This leads via King’s
integral to certain double series expansions for the pressure
on the radiator that are more complicated than what is ob-
tained here for the pressure at the edge of the radiator.

This paper is organized as follows. In Sec. II the basic
formulas and functions are presented, and the results of this
paper are discussed globally. In Secs. III–V the formulas for
the pressure at the edge, the reaction force, and the total
power and directivity are presented and discussed. These for-
mulas are given for the case that � is a general �integer-order�
Stenzel function or a linear combination of Zernike func-
tions. In Sec. VI, it is briefly indicated how the power can be
estimated from near-field on-axis pressure data via the in-
verse method developed in Ref. 21. In Sec. VII the conclu-
sions are presented. Finally, in Appendix A the required in-
tegrals are computed in the form of power series in ka, and
in Appendix B the convergence properties of these series are
discussed.

II. BASIC FORMULAS AND OVERVIEW

The radiated pressure is given by Rayleigh’s integral2,26

as

p�r�,t� =
i�0ck

2�
ei�t�

S
v�r�s�

e−ikr�

r�
dS , �1�

where �0 is the density of the medium, c is the speed of
sound in the medium, k=� /c is the wave number, and � is
the radial frequency of the vibrating surface S for which a
disk of radius a in an infinite baffle is taken. Furthermore, r�
is a field point, r�s is a point on the disk S, r�= �r� −r�s� is the
distance between r� and r�s, and ��r�s� is the normal component
of a �not necessarily uniform� velocity profile; see Fig. 1 for
the geometry and notations. The time variable t in p�r� , t� and
the harmonic factor exp�i�t� in front of the integral in Eq.
�1� will be omitted in the sequel. The average velocity on S is
denoted by Vs; hence the volume velocity V is given by

V = �
S

v�r�s�dS = �a2Vs �2�

�the definition of V is in agreement with Greenspan’s defini-
tion and notation,6 Eq. �2�; in the present paper only Vs will
be used�.

In the main body of this paper, the velocity profile ��r�s�
is assumed to be radially symmetric and is written as ����,
0���a �with ����=0, ��a�. In the notations of Fig. 1,
King’s result9 reads

p�r�� =
i�0ck

2�
�

S
v���

e−ikr�

r�
dS

= i�0ck�
0

� e−z�u2 − k2�1/2

�u2 − k2�1/2 J0�wu�V�u�udu , �3�

where

�u2 − k2�1/2 = �i�k2 − u2, 0 	 u 	 k ,

�u2 − k2, k 	 u 
 � ,
	 �4�

with � non-negative, and

V�u� = �
0

a

J0�u��v����d�, u � 0, �5�

is the Hankel transform �of order 0� of v and Jn�z� is the
Bessel function of order n, where n=0 in Eqs. �3� and �5�.

In this paper, two sets of functions for use in conjunction
with King’s result will be highlighted. The first set of func-
tions are Stenzel’s function s�n���� given by

v��� = s�n���� = �n + 1�Vs�1 − ��/a�2�n, 0 	 � 	 a , �6�

with n=0,1 , . . . . To the authors’ knowledge, Stenzel8 was the
first author to write on these functions in relation to sound
radiation �the profiles in Eq. �6� were considered extensively
by Greenspan,6 but no reference to work of Stenzel can be
found in Ref. 6; also see Ref. 7, p. 14�. The Hankel transform
S�n��u� of s�n� is given by8

S�n��u� = a2�n + 1�!2nVs
Jn+1�au�
�au�n+1 . �7�

A second set of functions considered in this paper is the set
of Zernike functions

R2n
0 ��/a� = Pn�2��/a�2 − 1�, 0 	 � 	 a . �8�

Any radially symmetric velocity profile v���, 0	�	a, al-
lows an �orthogonal� expansion as

a

y

wr

r’

r = (x,y,z)

(0,0,z)
z

x

θ
φ ψ

rs

(x,y,0)

σ

0

FIG. 1. Set-up and notations. The piston is surrounded by an infinite rigid
baffle. r�s= �xs ,ys ,0�= �� cos � ,� sin � ,0�, r� = �x ,y ,z�= �r sin  cos � ,
r sin  sin � ,r cos �, w=r sin = �x2+y2�1/2 , z=r cos , r= �r��= �x2+y2

+z2�1/2= �w2+z2�1/2, r�= �r� −r�s�= �r2+�2−2�w cos��−���1/2.
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v��� = Vs

n=0

�

unR2n
0 ��/a� , �9�

where u0=1 �this follows from the definition in Eq. �2� and
the fact that �0

a R2n
0 �� /a��d�= 1

2a2�n0�. The Hankel trans-
form V�u� of v��� in Eq. �9� is given by21,25,27

V�u� = Vs

n=0

�

un�− 1�na

u
J2n+1�ua� . �10�

After inserting Eq. �7� or Eq. �10� into Eq. �3�, integrals
of the form

�
0

�

e−z�u2 − k2�1/2 J��wu�J��au�
u��u2 − k2�1/2 udu �11�

with �=0 appear. These integrals seem too complicated to
allow a completely analytic treatment. However, there are
cases with z=0 and w=a that allow such a treatment. These
cases occur as follows:

�a� for the pressure at the edge with r� = �a cos � ,a sin � ,0�,
and w=a, see Sec. III;

�b� in the computation of the reaction force F=�SpdS on the
radiator, see Sec. IV;

�c� in the computation of the radiated power P=�Spv*dS,
see Sec. V.

The quantity in �a� was expressed in terms of Bessel and
Struve functions by Warren28 for the case n=0, and this re-
sult was proved and generalized �to the cases n=0,1� by
McLachlan.24 The quantities mentioned in �b� and �c� were
expressed by Rayleigh26 �case �b�, n=0� and Greenspan6

�cases �b� and �c�, n=0,1 ,2� for the case of Stenzel radiators
s�n� in terms of Bessel and Struve functions, and Greenspan
gave the first few power series coefficients of reaction force
and power as a function of ka. Moreover, Greenspan ob-
tained similar results for the �infinitely supported� Gaussian.
In the present paper the quantities in �a�–�c� will be com-
puted as power series for all Stenzel cases v=s�n� and for all
terms and cross terms pertaining to v��� in Eq. �9�. The
coefficients of these power series are organized in such a
way that the close connection between the integral expres-
sion on one hand and the Bessel functions of the first kind
and the Struve functions on the other hand is immediately
apparent. Finally, the series are cast into single-series format
which makes them convenient to use. Greenspan’s results
have been used as a check of correctness of the formulas
here. To facilitate this, the formulas have been brought into
the same form as Greenspan’s results. Also a number of
cross-checks have been carried out.

The main results of this paper follow from the power
series expansions in ka of the integrals that appear in Eq.
�11� with w=a and z=0. These power series are derived in
Appendix A. In Appendix B the convergence behavior of
these expansions are considered. It thus appears that all se-
ries provide 10−6 absolute accuracy when they are truncated
at a summation index �2eka+10 and when ka	12 �ma-
chine precision 10−15�.

III. PRESSURE AT THE EDGE

According to Eq. �3�, the pressure pedge at an edge point
�a cos � ,a sin � ,0� of the radiator is obtained by taking z
=0 and w=a. Thus

pedge = i�0ck�
0

� J0�au�V�u�
�u2 − k2�1/2 udu , �12�

with V�u� the Hankel transform in Eq. �5� of v���.

A. Stenzel functions

With v���=s�n����, see Eq. �6�, for which the Hankel
transform S�n��u� is given by Eq. �7�, the pressure pedge

�n� at the
edge is given by

pedge
�n�

�0cVs
=

ik�n + 1�!2n

an−1 �
0

� J0�au�Jn+1�au�
un�u2 − k2�1/2 du . �13�

The integral in Eq. �13� has been evaluated in Appendix A 1
and the result is

pedge
�n�

�0cVs
= �n + 1�!�2

a
n

ka��
0

k J0�au�Jn+1�au�
un�k2 − u2

du

+ i�
k

� J0�au�Jn+1�au�
un�u2 − k2

du�
=

1

2
�n + 1�!ka�


j=0

�
�− 1� j�2j + 2�n�ka�2j+1

�2�n + j + 2�

+ i

j=0

�
�− 1� j�2j + 1�n�ka�2j

�2�n + j + 3/2� �
= −

1

2
�n + 1�!


�=1

�
���n�− ika��

�2�n + 1
2� + 1� . �14�

Here � is the Gamma function and �x�n is Pochhammers’s
symbol as defined in Eq. �A13�.

The middle expression for pedge
�n� in Eq. �14� is convenient

for expressing Rpedge
�n� and Ipedge

�n� in terms of Bessel functions
of the first kind and Struve functions, respectively, see Eqs.
�A4� and �A5�. Thus for the case that n=0, it is seen that
�using �x�0=1�

pedge
�0�

�0cVs
=

1

2
�1 − J0�2ka� + iH0�2ka�� , �15�

a result given by Warren28 �without proof� and proved and
discussed by McLachlan.24 For the case that n=1, the coef-
ficients in the two series in the middle expression for pedge

�1� in
Eq. �14� must be manipulated. Thus one has �using �x�1=x�



j=0

�
�− 1� j�2j + 2�z2j+1

�2�j + 3�
= 2

1 − J0�2z�
z3 − 2

J1�2z�
z2 , �16�
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j=0

�
�− 1� j�2j + 1�z2j

�2�j + 5/2�
=

2

z3H0�2z� −
2

z2� 4

�
− H1�2z� ,

�17�

where Hn�z� is the Struve function of order n, and with z
=ka it follows that

pedge
�1�

�0cVs
= 2�1 − J0�2z�

z2 −
J1�2z�

z

+ i� 1

z2H0�2z� −
1

z
� 4

�
− H1�2z��	 . �18�

This agrees with the result in Ref. 24, Eq. �34�, except for the
overall factor 2 �due to the definition of v�n� in Eq. �6�� and
the signs in front of J1�2z� /z and H1�2z�. Since pedge

�1� →0 as
k→0, the correct signs are as in Eq. �18�. In Fig. 2
�pedge

�n� /�0cVs� vs ka is plotted �using the last formula of Eq.
�14�� for the rigid piston �n=0�, the simply supported radia-
tor �n=1� and the first two clamped radiators �n=2,3�.

It is observed that the coefficient of �ka�2 in pedge
�n� equals

1
2�0cVs �independent of n�. Thus R�pedge

�n� �� 1
2�0cVs�ka�2 for

small ka.

B. Zernike functions

With v��� a linear combination of Zernike functions
R2n

0 �� /a� as in Eq. �9�, for which the Hankel transform V�u�
is given by Eq. �10�, the pressure pedge at the edge is given by

pedge

�0cVs
= ika


n=0

�

�− 1�nun�
0

� J0�au�J2n+1�au�
�u2 − k2�1/2 du . �19�

The integrals in Eq. �19� have been evaluated in Appendix A
2, with the result that

i�
0

� J0�au�J2n+1�au�
�u2 − k2�1/2 du

= �
0

k J0�au�J2n+1�au�
�k2 − u2

du + i�
k

� J0�au�J2n+1�au�
�u2 − k2

du

=
1

2

j=0

�

�− 1� j� �j + 1�n

��2n + j + 2�
2

�ka�2n+2j+1

+
1

2
i�− 1�n


j=0

�

�− 1� j� �− j + 1/2�n

��j + n + 3/2�
2

�ka�2j

=
− �− 1�n

2ka


�=1

� � �− 1
2� + 1�n

��n + 1
2� + 1�

2

�− ika��. �20�

In Fig. 3 �pedge /�0cVs� vs ka is plotted �solid curve, using
the last formula of Eq. �20�� for a Gaussian velocity profile
exp�−��� /a�2�, �=2 and truncated at �=a, approximated
using three Zernike coefficients u0=1.0000, u1=−0.9392,
u2=0.3044.

The case with u0=1, u1=u2= ¯ =0 in Eqs. �19� and �20�
yields the same result as Eq. �14� with n=0, as it should.
Observe also that the real part in Eq. �20� has
O��ka�2n+1�-behavior as ka→0. As a consequence of this and
the fact that u0=1 by definition, the coefficient of �ka�2 in
pedge equals 1

2�0cVs for any profile v���.
The formulas on the last lines of Eqs. �14� and �20� can

further be checked against one another, because

s�n���� = Vs

j=0

n

�− 1� j 2j + 1

j + 1

�n

j


�n+j+1

n
 �n + 1�R2n

0 ��/a� , �21�

see Ref. 21, Eq. �10�. For instance, when n=1, one has
s�1����=Vs�R0

0�� /a�−R2
0�� /a��, and one has to check that

�

�2� 1
2� + 2� =

1

2� 1

�2� 1
2� + 1� −

�− 1
2� + 1�2

�2� 1
2� + 2� � , �22�

which indeed holds. Accordingly, Fig. 2 �and Figs. 4–6�

p

F

P

0 2 4 6 8 10
ka

0.5

1.0

1.5

2.0

FIG. 3. �Color online� p: the pressure at the edge �pedge /�0cVs� vs ka, �solid
curve� using Eq. �20�. F: the reaction force �F /��0cVsa

2� vs ka �dotted
curve� using Eqs. �30� and �31�. P: the power �P /��0cVs

2a2� vs ka �dash-
dotted curve�, using Eqs. �39� and �40�. All curves for a truncated Gaussian
velocity profile exp�−��� /a�2�, �=2, approximated using three Zernike co-
efficients u0=1.0000, u1=−0.9392, and u2=0.3044.
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p

FIG. 2. �Color online� The pressure at the edge �pedge
�n� /�0cVs� vs ka, for the

rigid piston �n=0� �solid curve�, the simply supported radiator �n=1� �dot-
ted curve�, and the first two clamped radiators �n=2,3� �dash-dotted and
dashed curves, respectively�.
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FIG. 4. �Color online� The force on the radiator �F�n� /��0cVsa
2� vs ka, for

the rigid piston �n=0� �solid curve�, the simply supported radiator �n=1�
�dotted curve�, and the first two clamped radiators �n=2,3� �dash-dotted and
dashed curves, respectively�.
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could have been produced equally well within the framework
of Zernike expansions.

IV. REACTION ON RADIATOR

According to Eq. �3�, the total reaction force F on the
radiator is given by

F = �
S

pdS = �
0

a �
0

2�

p��� cos �,� sin �,0���d�d�

= 2��
0

a

i�0ck�
0

� J0��u�V�u�
�u2 − k2�1/2 udu�d� . �23�

Because �0
aJ0��u��d�=au−1J1�au�, there results

F = 2�i�0cka�
0

� J1�au�V�u�
�u2 − k2�1/2 du . �24�

A. Stenzel functions

With v���=s�n���� and its Hankel transform V�n��u�
given by Eqs. �6� and �7�, the total reaction force F�n� on the
radiator is given by

F�n�

��0cVsa
2 = �n + 1�!�2

a
n+1

ika�
0

� J1�au�Jn+1�au�
un+1�u2 − k2�1/2du .

�25�

The integral at the right-hand side of Eq. �25� has been
evaluated in Appendix A 1, and the result is that

F�n�

��0cVsa
2 = �n + 1�!�2

a
n+1

ka��
0

k J1�au�Jn+1�au�
un+1�k2 − u2

du

+ i�
k

� J1�au�Jn+1�au�
un+1�u2 − k2

du�
= �n + 1�!�


j=0

�
�− 1� j�2j + 3�n�ka�2j+2

��n + j + 2���n + j + 3�

+ i

j=0

�
�− 1� j�2j + 2�n�ka�2j+1

��n + j + 3/2���n + j + 5/2��
= − �n + 1�!


�=1

�
�� + 1�n�− ika��

��n + 1
2� + 1���n + 1

2� + 2� .

�26�

The middle expression for F�n� in Eq. �26� can be used to
express RF�n� and IF�n� in terms of Bessel functions of the
first kind and Struve functions, respectively. This yields

F�0�

��0cVsa
2 = 1 −

J1�2z�
z

+ i
H1�2z�

z
, �27�

F�1�

��0cVsa
2 = 1 −

6J1�2z� − 4zJ0�2z� − 2z

z3

− i
4zH0�2z� − 6H1�2z�

z3 , �28�

F�2�

��0cVsa
2 = 1 − 24

�5 − z2�J1�2z� − 7
2zJ0�2z� − 3

2

z5

+ 24i
�5 − z2�H1�2z� − 7

2zH0�2z� − 2
3�z

z5 , �29�

in which z=ka. This is in complete agreement with Ref. 6,
Eqs. �35�, �40�, and �41�, where it is recalled that
Greenspan’s V is equal to �a2Vs. Equation �27� is discussed
in many texts; recently a simple and effective approximation
of H1�z� which is valid for all z is developed in Ref. 29.

The expression for F�n� on the last line of Eq. �26� is in
the form of a power series in −ika. In Ref. 6, Eqs. �35a�,
�40b�, and �41b�, the first few terms of the power series of
F�n�, n=0,1 ,2, have been displayed. It turns out that this is
in complete agreement with what Eq. �26� gives for these
cases. Furthermore, it can be checked directly from Eq. �26�
that the coefficient of �ka�2 in F�n� equals 1

2��0cVsa
2 �inde-
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FIG. 5. �Color online� The power of the radiator P�n� /��0cVs
2a2 vs ka, for

the rigid piston �n=0� �solid curve�, the simply supported radiator �n=1�
�dotted curve�, and the first two clamped radiators �n=2,3� �dash-dotted and
dashed curves, respectively�. �a� Real part and �b� imaginary part.
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FIG. 6. �Color online� The directivity index DI=10 log10 D �dB� vs ka, for
the rigid piston �n=0� �solid curve�, the simply supported radiator �n=1�
�dotted curve�, and the first two clamped radiators �n=2,3� �dash-dotted and
dashed curves, respectively�.
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pendent of n and in agreement with Greenspan’s observation
for s�n�, n=0,1 ,2�. Thus R�F�n��� 1

2��0cVsa
2�ka�2 for small

ka. In Fig. 4 the force on the radiator F�n� /��0cVsa
2 vs ka is

plotted �using the last formula of Eq. �26�� for the rigid pis-
ton �n=0�, the simply supported radiator �n=1�, and the first
two clamped radiators �n=2,3�.

B. Zernike functions

With v��� a linear combination of Zernike functions
R2n

0 �� /a� as in Eq. �9� with Hankel transform V�u� as given
in Eq. �10�, the total reaction force F is given by

F

��0cVsa
2 = 2ik


n=0

�

�− 1�nun�
0

� J1�au�J2n+1�au�
u�u2 − k2�1/2 du . �30�

The integrals at the right-hand side of Eq. �30� have been
evaluated in Appendix A 2, with the result that

2ik�
0

� J1�au�J2n+1�au�
u�u2 − k2�1/2 du

= 2k�
0

k J1�au�J2n+1�au�
u�k2 − u2

du + 2ik�
k

� J1�au�J2n+1�au�
u�u2 − k2

du

= 

j=0

�
�− 1� j�j + 1�n�j + 2�n

��j + 2n + 2���j + 2n + 3�
�ka�2�n+j+1�

+ i�− 1�n

j=0

� �− 1� j�− j − 1
2�n�− j + 1

2�n

��j + n + 3/2���j + n + 5/2�
�ka�2j+1

= − �− 1�n

�=1

� �− 1
2��n�− 1

2� + 1�n

�� 1
2� + n + 1��� 1

2� + n + 2� �− ika��. �31�

In Fig. 3 �F /��0cVsa
2� vs ka is plotted �dotted curve,

using the last formula of Eq. �31�� for the same Gaussian
velocity profile as was considered in Sec. III B.

The case with u0=1, u1=u2= ¯ =0, in Eqs. �30� and
�31� yields the same as Eq. �26� with n=0. The middle ex-
pression for F in Eq. �31� can be used to express RF and IF
in terms of Bessel functions of the first kind and Struve
functions, respectively. As with the Stenzel functions in Eqs.
�27�–�29�, this soon gets cumbersome. Finally, the single-
series expressions on the last lines of Eqs. �26� and �31� can
be checked against one another based on the Zernike repre-
sentation in Eq. �21� of s�n����, just as this was done with the
two single-series expressions for pedge in Sec. III.

Equation �31� shows that the real part has a non-zero
coefficient for �ka�2 only when n=0. Accordingly, the coef-
ficient of �ka�2 in F of Eq. �30� is equal to 1

2��0cVsa
2 �be-

cause u0=1 by definition�, no matter what v��� is. This is in
agreement with the observation of Greenspan,6 Sec. IV, Eqs.
�35a�, �40b�, and �41b�, that this holds for Stenzel functions
s�n�, n=0,1 ,2.

V. POWER OUTPUT AND DIRECTIVITY

The power is defined as the intensity pv* integrated over
the plane z=0. Thus, because v vanishes outside S,

P = �
S

p���v*���dS , �32�

where p���= p�� cos � ,� sin � ,0� is the pressure at an arbi-
trary point on S. According to Eq. �3� with z=0 and w=�,

p��� = i�0ck�
0

� V�u�
�u2 − k2�1/2J0��u�udu, 0 	 � 
 � ,

�33�

assumes the form of a Hankel transform, viz., of the function
i�0ckV�u��u2−k2�−1/2, where V�u� is the Hankel transform of
v���. By using Parseval’s theorem for Hankel transforms in
Eq. �32�, it follows that

P = 2�i�0ck�
0

� V�u�V*�u�
�u2 − k2�1/2udu . �34�

A. Stenzel functions

With v���=s�n���� and V�u�=S�n��u� as given by Eqs.
�6� and �7�, the power P�n� is given by

P�n�

��0cVs
2a2 = 2��n + 1�!�2

a
n2

k�
0

� Jn+1
2 �au�

u2n+1�u2 − k2�1/2du .

�35�

The integral at the right-hand side of Eq. �35� has been
evaluated in Appendix A 1, and the result is that

P�n�

��0Vs
2a2 = 2��n + 1�!�2

a
n2

k��
0

k Jn+1
2 �au�

u2n+1�k2 − u2
du

+ i�
k

� Jn+1
2 �au�

u2n+1�u2 − k2
du�

= ��n + 1�!2n�2�

j=0

�
�− 1� j�j + 3/2�n�ka�2j+2

��n + j + 2���2n + j + 3�

+ i

j=0

�
�− 1� j�j + 1�n�ka�2j+1

��n + j + 3/2���2n + j + 5/2��
= − ��n + 1�!2n�2


�=1

� � 1
2 �� + 1��n�− ika��

��n + 1
2� + 1���2n + 1

2� + 2� .

�36�

The middle expression for P�n� in Eq. �36� can be used to
express the real and imaginary parts of P�n� in Bessel func-
tions of the first kind and Struve functions, respectively. The
case that n=0 in Eq. �36� yields the same integral as the one
that occurs in the expression of Eq. �25� for F�n� with n=0,
and so Eq. �27� can be used yielding

P�0�

��0cVs
2a2 = 1 −

J1�2z�
z

+ i
H1�2z�

z
. �37�

For the cases n=1,2, Ref. 6, Eqs. �45� and �47� express P�n�

in terms of Bessel and Struve functions; these results have
been checked against what Eq. �36� gives for n=1,2 and
complete agreement has been observed. �This check has been
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carried out since, due to the very complicated nature of the
resulting expressions, Greenspan had some doubts about cor-
rectness of his Eq. �47�.�

The single-series expression on the last line of Eq. �36�
has also been checked against Ref. 6, Eqs. �45b� and �47b�,
where the first few terms are displayed: there is complete
agreement. A further observation is that the coefficient of
�ka�2 in P�n� equals 1

2��0cVs
2a2 �independent of n�. Thus

R�P�n��� 1
2��0cVs

2a2�ka�2 for small ka. In Fig. 5 the real and
imaginary parts of the power of the radiator P�n� /��0cVs

2a2

vs ka is plotted �using the last formula of Eq. �36�� for the
rigid piston �n=0�, the simply supported radiator �n=1�, and
the first two clamped radiators �n=2,3�. Note that the power
shown in Fig. 5 reaches a fixed value for large ka values.
With the general approach developed in Secs. V B and V D
�in particular, Eqs. �39�, �52�, and �53��, it follows that these
fixed values are given as

lim
ka→�

P�n�

��0cVs
2a2 = 2�

0

1

��n + 1��1 − �2�n�2�d� =
�n + 1�2

2n + 1
.

�38�

However, for real sources like loudspeakers, the power will
decay. This is because the velocity of the radiator will de-
crease for higher frequencies, in particular, for loudspeakers
above their resonance frequency.

B. Zernike functions

With v��� a linear combination of Zernike functions
R2n

0 �� /a� as in Eq. �9� with Hankel transform V�u� as given
in Eq. �10�, the power P is given by

P

��0cVs
2a2 = 2ik 


n1,n2=0

�

�− 1�n1+n2un1
u

n2

*

· ��
0

� J2n1+1�ua�J2n2+1�ua�

u�u2 − k2�1/2 du� . �39�

The integrals at the right-hand side of Eq. �39� have been
evaluated in Appendix A 2, with the result that

2ik�
0

� J2n1+1�ua�J2n2+1�ua�

u�u2 − k2�1/2 du

= 2k�
0

k J2n1+1�ua�J2n2+1�ua�

u�k2 − u2
du

+ 2ik�
k

� J2n1+1�ua�J2n2+1�ua�

u�u2 − k2
du

= 

j=0

�
�− 1� j�j + 1�N�j + 2n2 + 2�M

��j + 2n1 + 2���j + 2N + 3�
�ka�2�N+j+1�

+ i�− 1�M

j=0

�
�− 1� j�− j − 1/2�M�− j + 1/2�N

��j + M + 3/2���j + N + 5/2�
�ka�2j+1

= − �− 1�M

�=1

� �− 1
2��M�− 1

2� + 1�N�− ika��

�� 1
2� + M + 1��� 1

2� + N + 2� , �40�

where M = �n1−n2� and N=n1+n2.
The case with u0=1, u1=u2= ¯ =0 in Eqs. �39� and �40�

yields the same as Eq. �36� with n=0. The middle expression
for the integral in Eq. �40� can be used to express real and
imaginary parts in terms of Bessel functions of the first kind
and Struve functions, respectively, but this gets out of hand
quite soon. Finally, the single-series expressions in Eqs. �36�,
�39�, and �40� can be checked against one another using the
Zernike expansion for s�n� in Eq. �21�; this has been observed
to give the same results for the case s�1�. In Fig. 3 the nor-
malized power �P /��0cVs

2a2� �dash-dotted curve� is plotted
using Eqs. �39� and �40� for a truncated Gaussian velocity
profile exp�−��� /a�2�, �=2, approximated using three
Zernike coefficients u0=1.0000, u1=−0.9392, and u2

=0.3044.
The series expansion in Eq. �40� shows that the coeffi-

cient of �ka�2 is non-zero for N=n1+n2=0 only �this is so
since �0�N�0 for N=0 only�. Since by definition u0=1, this
shows that the coefficient of �ka�2 in P in Eq. �39� is equal to
1
2�0c�Vs

2a2, no matter what v��� is.

C. Power evaluated from the far field

Usually one calculates the power of the radiator from p
and v values at the radiator itself, but due to the conservation
of energy the power can also be computed from sound field
values at any distance from the radiator. Below it is shown
that the power can be calculated in the far field with the
techniques described in the preceding sections. The power as
defined in Eq. �32� should be equal to the integral of pv*

over any surface 
 in z�0 containing the disk �	a. Here v
and p are related to one another in z�0 according to

v =
− 1

ik�0c

�p

�n�
n� normal to � . �41�

The imaginary part of P, the wattless component, manifests
itself only close to the radiator and has no physical signifi-
cance in the far field; it is thus customary to consider the real
part of P only, especially when the non-rigid part of � in z
�0 is in the far field. It is shown by Bouwkamp12 that

R��
�

pv*d�� =
1

2
�

�

�pv* + p*v�d� = 0. �42�

Thus, taking for � the surface SR of the hemisphere x2+y2

+z2	R2, z�0 with R�a, together with the disk x2+y2

	R2, z=0, one finds that

R��
S

pv*dS� = R��
SR

pv*dSR� . �43�

The right-hand side of Eq. �43� will now be considered
when R→�. According to Blackstock1 it holds in the far
field that

p = O�1/r�, v = ��0c�−1p�1 + O�1/r�� . �44�

Hence,
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R��
SR

pv*dSR� = ��0c�−1�
SR

�p�2dSR + O�R−1� . �45�

From the Rayleigh representation of p in Eq. �1�, it follows
with the usual approximation arguments that

p�r�� � i�0ck
e−ikr

r
�

0

a

v���J0�k� sin ��d�

= i�0ck
e−ikr

r
V�k sin � �46�

with V the Hankel transform of v as before. Then taking
spherical coordinates in the integral at the right-hand side of
Eq. �45� and letting R→�, it follows that

R��
SR

pv*dS� = 2��0ck2�
0

�/2

�V�k sin ��2 sin d .

�47�

By changing integration variables in the integral at the right-
hand side of Eq. �47� according to u=k sin , 0	u	k, the
final result becomes

R��
SR

pv*dS� = 2��0ck�
0

k �V�u��2

�k2 − u2
udu . �48�

Compare Eq. �34�.

D. Directivity

From the far-field expression in Eq. �46� for p�r��, r�
= �r cos � sin  ,r sin � sin  ,r cos �, there results the direc-
tivity

D =
4��V�0��2

�
0

2� �
0

�/2

�V�k sin ��2 sin d�d

=
2�V�0��2

�
0

�/2

�V�k sin ��2 sin d

, �49�

see Ref. 2, Sec. 8.9. This gives rise to the same integral as in
Eq. �47�. By Eqs. �2� and �5� it holds that V�0�= 1

2a2Vs, and
by Eq. �34� it holds that

�
0

�/2

�V�k sin ��2 sin d =
1

2��0ck2R�P� . �50�

In Fig. 6 the directivity index �DI=10 log10 D� vs ka is plot-
ted �using Eq. �36�, last formula, and Eqs. �49� and �50�� for
the rigid piston �n=0�, the simply supported radiator �n=1�,
and the first two clamped radiators �n=2,3�.

Consider the case that ka→0. By the observation
at the end of Secs. V A and V B, it holds that R�P�
� 1

2��0cVs
2a2�ka�2. Therefore, as ka→0

D �
2� 1

2a2Vs�2

1

2��0ck2

1

2
��0cVs

2a2�ka�2

= 2, �51�

or 3 dB, which is the same for a rigid piston2 or a hemi-
spherical source on an infinite baffle and this is supported by
Fig. 6.

Next consider the case that ka→�, in the general setting
of Sec. V B. Now, by Ref. 22, 11.4.6,

�
0

k J2n1+1�ua�J2n2+1�ua�

u�k2 − u2
du = a�

0

ka J2n1+1�v�J2n2+1�v�

v��ka�2 − v2
dv

�
a

ka
�

0

� J2n1+1�v�J2n2+1�v�

v
dv

=
1

k

�n1n2

2�2n1 + 1�
. �52�

Thus from Eq. �39�

R�P� � 2��0cVs
2a2


n=0

� �un�2

2�2n + 1�

= 2��0ca2�
0

1

�v�a���2�d� , �53�

where Parseval’s theorem for Zernike expansions v���
=Vs
n=0

� unR2n
0 �� /a� has been used. It thus follows that, as

ka→�,

D �
2� 1

2a2Vs�2

1

2��0ck22��0ca2�
0

1

�v�a���2�d�

=
1
2 �ka�2Vs

2

�
0

1

�v�a���2�d�

. �54�

In case that v=s�n�, the last member of Eq. �54� is given by
�2n+1��n+1�−1�ka�2; in Ref. 2, end of Sec. 8.9, the result for
the case n=0 is given.

VI. ESTIMATING POWER FROM NEAR-FIELD ON-
AXIS MEASUREMENTS

In Ref. 21, a method has been introduced recently to
estimate a radially symmetric velocity profile v���, 0	�
	a, from on-axis sound pressure data, in terms of Zernike
expansion coefficients. The basis of this method is the ex-
plicit formula, see Ref. 21, Eq. �17�,

p��0,0,r�� = 1
2�0cVs�ka�2


n=0

�

�n�k,r�un �55�

for the on-axis pressure, where the �n�k ,r� are explicitly
given in terms of spherical Bessel and Hankel functions. The
formulas in Sec. V B then show how these estimated coeffi-
cients give rise to a means to compute the power and direc-
tivity.
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VII. CONCLUSIONS

Greenspan’s results6 on acoustic quantities related to the
pressure due to a velocity profile on a piston radiator in an
infinite baffle are treated in a unified way. By expanding the
velocity profile in terms of Zernike functions, the pressure at
the edge of a radiator, the reaction force on the radiator, the
power output, and directivity of the radiator can be expressed
in an attractive way as power series in ka. Since many ve-
locity profiles have a representation in terms of Zernike func-
tions with explicitly computable coefficients, the results of
this paper constitute a considerable generalization of
Greenspan’s results.

APPENDIX A: EVALUATION OF BESSEL INTEGRALS

In this appendix, the integrals

i�
0

� Jm+1�au�Jn+1�au�
un+m+1�u2 − k2�1/2du �A1�

are evaluated. These integrals occur in relation to the pres-
sure at the edge �m=−1�, the reaction on the radiator �m
=0�, and the power if the velocity profile v��� is a Stenzel
function s�n���� or a linear combination of Stenzel functions.
Furthermore, the integrals

i�
0

� Jm�au�Jn+1�au�
�u2 − k2�1/2 du , �A2�

i�
0

� Jm+1�au�Jn+1�au�
u�u2 − k2�1/2 du , �A3�

with integer n, m�0 such that n−m even and �0 are evalu-
ated. These integrals occur in connection with the pressure at
the edge �m=0 in Eq. �A2��, reaction on the radiator �m=0 in
Eq. �A3��, and the power �general m, n in Eq. �A3�� if the
velocity profile is a linear combination of Zernike functions.

The integrals are evaluated in the form R+ iI, where R

and I arise from the integration ranges �0,k� and �k ,��,
respectively. These R and iI parts are given as power series
in ka in a form from which the close relationship with Bessel
functions of the first kind,

J��x� = �1

2
x�



j=0

� �− 1
4x2� j

��j + 1���j + � + 1�
, �A4�

and Struve functions,

H��x� = �1

2
x�+1



j=0

� �− 1
4x2� j

�� j + 3
2��� j + � + 3

2� , �A5�

is apparent. Furthermore, the two series for R and iI are
reorganized and combined into a concise single power series
in −ika for the various integrals.

A formula in terms of hypergeometric functions 3F4 of
the integrals

��
0

k

+ �
k

� u�−1�u2 − k2��−1J��au�J��au�du �A6�

can be found in Ref. 30, Sec. 2.12.32, items 3 and 8. These
formulas are quite complicated; there is no indication of
where a proof can be found, several degenerations and sim-
plifications occur due to special values of � ,� ,� ,� to which
Eqs. �A1�–�A3� restrict, and no attention is paid to bringing
the results into an attractive form. The results obtained here
have been checked against the results in Ref. 31 for the spe-
cial values of � ,� ,� ,� that occur here. The method of the
proofs used is taken from Ref. 31, Sec. 13.6.

1. Evaluation of Equation „A1…

Let n, m=0,1 , . . . . The case where m=−1 in Eq. �A1� is
dealt with at the end of this section. It holds that

i�
0

� Jn+1�au�Jm+1�au�
un+m+1�u2 − k2�1/2du = �

0

k Jn+1�au�Jm+1�au�
un+m+1�k2 − u2

du

+ i�
k

� Jn+1�au�Jm+1�au�
un+m+1�u2 − k2

du .

�A7�

There is the integral representation, see Ref. 31, Sec. 13.6,

J��au�J��ua�

=
1

2�i
�

−�i

�i ��− s���� + � + 2s + 1�� 1
2au��+�+2s

��� + s + 1���� + s + 1���� + � + s + 1�
ds ,

�A8�

where the integration contour has the poles of ��−s� on its
right and those of ���+�+2s+1� on its left �thus − 1

2 ��+�
+1�
R�s�
0�.

For the first integral in Eq. �A7�, second line, the result
of Eq. �A8� is used together with

�
0

k u�

�k2 − u2
du =

1

2
k�

�� 1
2��� 1

2� + 1
2�

�� 1
2� + 1� , R��� � − 1.

�A9�

This yields

�
0

k Jn+1�au�Jm+1�au�
un+m+1�k2 − u2

du

=
1

2
��1

2
�1

2
an+m+1 1

2�i

� �
−�i

�i ��− s���n + m + 2s + 3�� 1
2ka�2s+1

��n + s + 2���m + s + 2���n + m + s + 3�

�
��s + 1�
��s + 3

2�ds , �A10�

where the two occurring integrals have been interchanged.
The integration in Eq. �A10� is closed to the right, thereby
enclosing all poles of ��−s� at s= j with residues �−1� j+1 / j!,
and it follows from Cauchy’s theorem that
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�
0

k Jn+1�au�Jm+1�au�
un+m+1�k2 − u2

du

=
1

2
��1

2
�1

2
an+m+1



j=0

�
��2j + n + m + 3�

��j + m + 2���j + 3/2�

�
�− 1� j� 1

2ka�2j+1

��j + n + 2���j + n + m + 3�
. �A11�

Now assume that n�m. Then it holds that

��n + m + 2j + 3�
��m + j + 2���j + 3/2�

=
22m+2j+2

�� 1
2� �2m + 2j + 3�n−m� j +

3

2


m
,

�A12�

where Pochhammer’s symbol �x�� has been used,

�x�� =
��x + ��

��x�
, �x�0 = 1,

�x�� = x�x + 1� · ¯ · �x + � − 1�, � = 1,2, . . . . �A13�

Therefore,

�
0

k Jn+1�au�Jm+1�au�
un+m+1�k2 − u2

du

= 2m−n−1an+m+1

j=0

�
�− 1� j�2m + 2j + 3�n−m�j + 3/2�m

��j + n + 2���j + n + m + 3�

��ka�2j+1. �A14�

Next, for the second integral on the second line of Eq.
�A7�, the plan of the proof is the same, except that now

�
k

� u�

�u2 − k2
du =

1

2
k�

�� 1
2���− 1

2��
�� 1

2 − 1
2�� , R��� 
 0 �A15�

is used. This yields the same expression as in Eq. �A10�,
except that the ��s+1� /��s+3 /2� just in front of ds has to be
replaced by ��−s−1 /2� /��−s�, thereby canceling the ��−s�
just behind the integral sign. Now the poles of ��−s−1 /2� at
the points s= j−1 /2 have to be taken into account, and this
yields �using Eq. �A12� with j−1 /2 instead of j�

�
k

� Jn+1�au�Jm+1�au�
un+m+1�u2 − k2

du

= 2m−n−1an+m+1

j=0

�
�− 1� j�2j + 2m + 2�n−m�j + 1�m

��j + n + 3/2���j + n + m + 5/2�
�ka�2j .

�A16�

This yields a power series for the real part in Eq. �A7� per
Eq. �A14� and the imaginary part in Eq. �A7� per Eq. �A16�
that shows a close relationship with the Bessel and Struve
functions in Eqs. �A4� and �A5�, respectively. It is actually
possible to express the results of Eqs. �A14� and �A16� sys-
tematically in terms of Bessel and Struve functions by ma-
nipulating the polynomial of degree n in j occurring in the
numerator of the coefficients in the series in Eqs. �A14� and
�A16�.

The case that m=−1 can be dealt with in a completely
similar fashion, except that in Eq. �A12� the definition
�x�−1= �x−1�−1 of Pochhammer’s symbol with subscript �=
−1 should be used �this is consistent with the �-function
based definition in Eq. �A13��. With some further rewriting,
this then yields the identity of the quantities in the second
and third members between � � in Eq. �14� in the main text.

A single power series in −ika for Eq. �A7� follows on
combining Eqs. �A14� and �A16�. Doing the administration
with the �−1� j = �−i�2j, there results

i�
0

� Jn+1�au�Jm+1�au�
un+m+1�u2 − k2�1/2du

= −
1

k
2m−n−1an+m

�

�=1

� �� + 2m + 1�n−m� 1
2 �� + 1��m

�� 1
2� + n + 1��� 1

2� + n + m + 2� �− ika��.

�A17�

2. Evaluation of Equations „A2… and „A3…

Let n, m be integers �0 with n−m even and �0. The
proof for the integral in Eq. �A2� follows the same reasoning
as for the integral in Eq. �A1�. Letting

p =
n − m

2
, q =

n + m

2
, �A18�

it is found without any particular problem that

�
0

k Jn+1�au�Jm�au�
�k2 − u2

du

=
1

2

j=0

�
�− 1� j�j + 1�q�j + m + 1�p�ka�2�j+q�+1

��n + j + 2���j + 2q + 2�
. �A19�

For the integration range �k ,�� in the integral in Eq. �A2�,
the method based on Eqs. �A8� and �A15� yields an expres-
sion as in the second member of Eq. �A10�, except that the
��s+1� /��s+3 /2� appearing in front of ds should be re-
placed by ��−s−q−1 /2� /��−s+q�, thereby canceling all
poles of the ��−s� appearing just behind the integral sign in
Eq. �A10�. It is then found upon some further administration
with �-functions that

�
k

� Jn+1�au�Jm�au�
�u2 − k2

du

=
1

2

k=0

�
�− 1� j+p�− j + 1/2�q�− j + 1/2�p

��j + p + 3/2���j + q + 3/2�
�ka�2j . �A20�

From Eqs. �A19� and �A20�, a single-series expression
for Eq. �A2� can be derived. To this end, the summation
index j in Eq. �A19� is changed into j−q−1 with j=q+1,
q+2, . . .. Next, it is observed that n−q= p, m−q=−p, and
that
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�j − q�q = �− 1�q�− j + 1�q, �j − p�p = �− 1�p�− j + 1�p.

�A21�

As a consequence of �−j+1�q=0 for j=1, . . . ,q it follows
that the new summation index j can be taken to range from 1
to �. This all yields the result

�
0

k Jn+1�au�Jm�au�
�k2 − u2

du

= −
�− 1�p

2ka


j=1

�
�− 1� j�− j + 1�p�− j + 1�q�ka�2j

��j + p + 1���j + q + 1�
. �A22�

Then combining Eqs. �A20� and �A22� while administrating
the �−1� j = �−i�2j yields the single-series expression

i�
0

� Jn+1�au�Jm�au�
�u2 − k2�1/2 du

= −
�− 1�p

2ka


�=1

� �− 1
2� + 1�p�− 1

2� + 1�q

�� 1
2� + p + 1��� 1

2� + q + 1� �− ika��.

�A23�

The treatment of the integral in Eq. �A3� is entirely simi-
lar. There results

i�
0

� Jn+1�au�Jm+1�au�
u�u2 − k2�1/2 du

= �
0

k Jn+1�au�Jm+1�au�
u�k2 − u2

du + i�
k

� Jn+1�au�Jm+1�au�
u�u2 − k2

du

=
1

2k


j=0

�
�− 1� j�j + 1�q�j + m + 1�p

��j + n + 2���j + 2q + 3�
�ka�2�q+1+j�

+
1

2
ia�− 1�p


j=0

�
�− 1� j�− j − 1/2�p�− j + 1/2�q

��j + p + 3/2���j + q + 5/2�
�ka�2j

= −
�− 1�p

2k


�=1

� �− 1
2��p�− 1

2� + 1�q

�� 1
2� + p + 1��� 1

2� + q + 2� �− ika��.

�A24�

Here n and m are integers �0 with n−m even and �0, and
p and q given by Eq. �A18�.

The results for the integrals in Eqs. �A2� and �A3� just
given have been checked by using22 z−1Jm+1�z�= �2�m
+1��−1�Jm�z�+Jm+2�z�� in Eq. �A3�.

APPENDIX B: CONVERGENCE ANALYSIS OF THE
SERIES

The series in Eqs. �14�, �26�, and �36� for the case of
Stenzel functions on one hand and those in Eqs. �20�, �31�,
and �40� for the case of Zernike functions on the other are all
of a very similar nature with regard to convergence and ac-
curacy matters. It therefore suffices to consider only the se-
ries in Eq. �14� and the series in Eq. �20�. Next, from a
simple comparison of the coefficients in the two series



�=1

�
���nz�

�2�n + 1
2� + 1� and 


�=1

� � �− 1
2� + 1�n

��n + 1
2� + 1�

2

z�, �B1�

it is seen that for either series n=0 is worst case. The series
to be considered becomes for either case

S�z = − ika� = 

�=1

�
z�

�2� 1
2� + 1� . �B2�

From Stirling’s formula ��x+1��e−xxx+1/2�2� it readily fol-
lows that the modulus of the terms t� in the series in Eq. �B2�
is accurately estimated by

�t�� � m� =
1

��
�2e�z�

�
�

. �B3�

Hence, m� is of order unity and less from �=2e�z� onwards.
Next, setting �=2e�z�+b with 0	b	�, it follows that

m� =
1

��
�1 −

b

�
�

	
1

��
e−b =

1

��
e2e�z�−�. �B4�

Hence, for integer L�2e�z� it holds that



�=L

�

m� 	
e2e�z�−L

�L�e − 1�
. �B5�

When, for instance, L�2e�z�+10, the absolute accuracy by
including in the series in Eq. �B2� the terms with �
=1, . . . ,L−1 is at least 10−6. Note that the true value of
S�z=−ika� is of order unity, see Fig. 2. However, loss-of-
digits occurs in summing the series. The maximum value
over �=1,2 , . . . of m� in Eq. �B3� is assumed near 2�z� and is
accurately given by e2�z� /2��z�. For instance, when �z�	12
�which is the case in all figures� this maximum is 	3.5
�108. As a result, when machine precision is 10−15, an ab-
solute accuracy of 10−6 is obtained in all cases when 0
	ka	12 assuming that the series is truncated at an integer
L�2eka+10.
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Typically, numerical calculations of the pressure, free-field, and random-incidence response of a
condenser microphone are carried out on the basis of an assumed displacement distribution of the
diaphragm of the microphone; the conventional assumption is that the displacement follows a Bessel
function. This assumption is probably valid at frequencies below the resonance frequency. However,
at higher frequencies the movement of the membrane is heavily coupled with the damping of the air
film between membrane and backplate and with resonances in the back chamber of the microphone.
A solution to this problem is to measure the velocity distribution of the membrane by means of a
non-contact method, such as laser vibrometry. The measured velocity distribution can be used
together with a numerical formulation such as the boundary element method for estimating the
microphone response and other parameters, e.g., the acoustic center. In this work, such a hybrid
method is presented and examined. The velocity distributions of a number of condenser
microphones have been determined using a laser vibrometer, and these measured velocity
distributions have been used for estimating microphone responses and other parameters. The
agreement with experimental data is generally good. The method can be used as an alternative for
validating the parameters of the microphones determined by classical calibration techniques.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3203939�

PACS number�s�: 43.38.Kb, 43.38.Bs �AJZ� Pages: 1788–1795

I. INTRODUCTION

The numerical calculation of pressure, free-field, and
random-incidence responses of microphones has become a
popular method for validating results obtained experimen-
tally. Furthermore, numerical calculations are sometimes
used to complement experimental results at frequencies
where the experimental methods might yield unreliable
results.1–5 However, the numerical calculations are usually
carried out under a number of assumptions that are not nec-
essarily completely realistic. Several attempts to develop a
complete coupled model of a condenser microphone numeri-
cally are described in the literature.6–8 Unfortunately, deter-
mining the velocity of the membrane numerically has proven
to be an elusive task. Whereas complex geometries and con-
figurations can easily be simulated, other parameters such as
the velocity distribution of the membrane of a microphone
are usually assumed to have a well defined analytical form.
However, experimental results indicate that the velocity of
the membrane may have a quite different shape.

A few years ago, Behler and Vorländer proposed an al-
ternative solution that consists of measuring the velocity of
the membrane of the microphone using a non-contact
method, laser vibrometry. The measured membrane velocity
was used in determining the “monopole sensitivity” of the
microphone �i.e., the pressure sensitivity� and also combined
with a numerical model of the effect of the body of the
microphone and used for determining the free-field
sensitivity.9 However, in the authors’ words, “The scope �of
their investigation was� not to achieve maximum accuracy
�…� but to illustrate whether the method is worth to be
checked for qualification as precision method or not,” and
thus the results were not compared with precision data.

This paper pursues the same idea and examines the pos-
sibility of using the measured velocity of the membrane of a
microphone for determining a number of microphone param-
eters. The velocity of the membrane of laboratory standard
�LS� microphones has been measured using a laser vibrome-
ter, and this velocity has been used in a boundary element
method �BEM� model of a microphone as the boundary con-
dition at the membrane of the microphone. The acoustic cen-
ter, the free-field correction, the pressure sensitivities, and
directivity index of several different types of microphones
have been determined from the calculated pressure on the
membrane and the sound field surrounding the microphone.

a�
Portions of this work were presented in “On determination of microphone
response and other parameters by a hybrid experimental and numerical
method,” Proceedings of Acoustics’08, Paris, France, June 2008.

b�Author to whom correspondence should be addressed. Electronic mail:
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II. THEORETICAL BACKGROUND

A condenser microphone is a reciprocal transducer the
behavior of which can be defined in terms of the equations of
a four port electro-acoustic network. A graphic representa-
tion of the network of the microphone is shown in Fig. 1.

Because a condenser microphone is a reciprocal trans-
ducer, the open-circuit pressure sensitivity of the micro-
phone, Mp, can be determined from the canonical equations
of the network,10–12

Mp =
ui=0

p
= −

qp=0

i
, �1�

where ui=0 is the open-circuit voltage �no electric load�, qp=0

is the volume velocity under conditions of no acoustic load,
p is the pressure on the acoustic terminal, and i is the current.
If the microphone acts as a sound source, the ratio of the
volume velocity to the current will be affected by the load of
the radiation impedance,

−
q

i
= Mp

Za

Za + Zrad
, �2�

where Za is the acoustic impedance of the microphone and
Zrad is the radiation impedance.

A. Acoustic center

The concept of acoustic center has been widely used in
the development and practical realization of free-field reci-
procity calibration of microphones.12–14 In this context, the
microphone is substituted by a point source or a point re-
ceiver located at the position of the acoustic center. Thus, the
accuracy of the estimated free-field sensitivity of a measure-
ment microphone depends on the accuracy of the position of
the acoustic center. In an international standard, the acoustic
center of a microphone is defined as follows: “For a sound
emitting transducer, for a sinusoidal signal of given fre-

quency and for a specified direction and distance, the point
from which the approximately spherical wavefronts, as ob-
served in a small region around the observation point, appear
to diverge.”12

The acoustic center of LS microphones has been deter-
mined using different methodologies: �a� from the decay of
the sound pressure with the distance when a condenser mi-
crophone is used as a transmitter and the sound pressure was
measured using a probe microphone,15 �b� from measure-
ments of the transfer impedance between two microphones at
different distances,3 and �c� from measuring the decay of the
sound pressure with the distance when the sound field is
generated by a source of known acoustic center and the de-
cay of the sound pressure is measured with the microphone
under test.16

Method �a� provided values of the acoustic center that
were in good agreement with the expected theoretical results,
but there were significant variations due to reflections in the
anechoic chamber. The acoustic centers determined using
method �b� combined with a time-selective technique that
removed the influence of reflections provided values of the
acoustic center that were in good agreement with numerical
BEM estimates. However, method �b� may not give reliable
values at low frequencies because of the application of the
time-selective procedure introduces some unwanted ripple at
the extremes of the frequency range. Method �c� is designed
to provide the acoustic center at low frequencies because the
development is based on assumptions about the membrane of
the source having a simple theoretical form.

The experimental values presented in Ref. 3 showed dis-
crepancies at high frequencies with an estimate of the acous-
tic center determined numerically using BEM. It was con-
cluded that such a discrepancy might be due to a possible
difference between the simple analytical velocity distribution
of the membrane of the microphone used in the BEM calcu-
lations and the actual velocity distribution of the membrane
of the microphone. However, using the measured velocity
distribution together with BEM implies that no theoretical
guess of how the membrane moves is needed.

It can be assumed that the microphones can be regarded
as axi-symmetric sources. Under this assumption, the acous-
tic center must be somewhere on the axis. If the amplitude of
the sound pressure is plotted as a function of the distance, a
straight line can be fitted over the region of concern. Thus,
the position of the acoustic center, x�k ,r�, can be determined
using the expression

x�k,r� = r + �p�r��/�� �p�r��/�r� , �3�

where k is the wave number, r is the axial distance from the
diaphragm of the microphone, p�r� is the sound pressure as a
function of distance, and the rate of change, ��p�r�� /�r, must
be estimated by any available means, for example, by using
least-squares fitting.3

B. Free-field correction

The free-field sensitivity of microphones can be deter-
mined directly for each microphone using either primary
�reciprocity� or secondary �comparison� techniques. The ap-

FIG. 1. �Color online� Network representation of a microphone. �a� Un-
loaded microphone, �b� microphone used as a sound source, and �c� micro-
phone used as a receiver.
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plication of these techniques requires either expensive ex-
perimental facilities such as an anechoic room or analysis
techniques that simulate free-field conditions. This makes it
difficult to determine the free-field sensitivity. A common
alternative is to determine the free-field sensitivity as the
sum of the pressure sensitivity �in decibel� and a free-field
correction.17,18 The free-field correction, Cff, is defined as the
logarithmic ratio of the free-field sensitivity to the pressure
sensitivity,

Cff = 10 log��Mff�2/�Mp�2� , �4�

where Mff is the free-field sensitivity and Mp is the pressure
sensitivity of the microphone. The free-field correction can
also be defined as the product of the free-field sensitivity �in
linear units�, the diffraction factor, and the load of the radia-
tion impedance on the radiation impedance of the
microphone.12 Therefore, the free-field correction will
mainly depend on the geometry and acoustic impedance of
the microphone. Thus, it remains unchanged if the micro-
phone does not suffer from any change in its geometry or
impedance. Additionally, for a particular type of microphone,
the geometry and impedance variations are small enough to
assume that the free-field correction of a typical microphone
of such a type is valid for all microphones of the same type
within a stated uncertainty. In any case, the determination of
the free-field correction involves measurement of the pres-
sure and free-field sensitivities of the microphones.

Alternatively, the free-field correction can be determined
using the expression1

Cff = 20 log10�	 �p�r�/p0�v�r�rdr/	 v�r�rdr
 , �5�

where p�r� is the pressure on the membrane as a function of
the radius r, v�r� is the velocity of the membrane as a func-
tion of r, and p0 is the undisturbed incident pressure. The
pressure on the membrane can be determined numerically
when the velocity is known. The calculation is carried out
using an iterative procedure that also involves estimating the
acoustic impedance of the microphone by means of any
available method.

C. Directivity index

The random-incidence sensitivity of a microphone can
be determined as the sum of the pressure sensitivity and the
random-incidence correction. The random-incidence re-
sponse is the average of the free-field response of the micro-
phone to incoherent plane waves coming from all directions,
and thus it has similar properties as the free-field correction.
The random-incidence correction can also be determined
from the directivity index and the free-field response. In gen-
eral, the directivity factor, Q, at the frequency f is defined as

Q�f� =
4��H�f ,�0,�0��2

�0
2��0

��H�f ,�,���2sin �d�d�
, �6�

where H�f ,� ,�� is the frequency response at the angles �
and �. The index 0 indicates the axial direction.19 Assuming
that the microphone is axi-symmetric and substituting the
integral by a discrete series, Eq. �6� simplifies to

Q�f� =
2�H�f ,�0��2

�n=1
�/���H�f ,���2 sin �n��

. �7�

The directivity index, D, is the directivity factor expressed in
logarithmic fashion, i.e.,

D = 10 log Q . �8�

III. EXPERIMENTAL SETUP

The velocity of the membranes of various microphones
has been measured using a laser vibrometer, Polytech PDV-
100. The microphone was used as a transmitter, and its mem-
brane was driven using a reciprocity apparatus, Brüel &
Kjær �B&K� type 5998. The voltage on the terminals of the
reference impedance on the transmitter unit, B&K type
ZE0796, and the output of the vibrometer was measured us-
ing a B&K “PULSE” analyzer. Figure 2 shows a block dia-
gram of the measurement setup, and Fig. 3 shows a picture
of the vibrometer and the microphone mounted on the posi-
tioning rig.

The signal used for driving the microphone was pseudo-
random noise with a bandwidth of 25.6 kHz and 6400 spec-
tral lines. The laser vibrometer can measure up to 24 kHz.
Although several types of microphones were measured, only
results for 1-in. and 0.5-in. LS microphones �LS1 and LS2,
respectively� are presented in what follows.

IV. BEM MODELING

An open source implementation of BEM has been used
in the calculations. Details of the formulation can be found
elsewhere,1 but summarizing, such a formulation relates a
possible incident wave pI and the pressure p and velocity v at
the point Q on the surface S of a body to the pressure at the
external point P,

FIG. 2. �Color online� Block diagram of the measurement system.
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C�P�p�P� = 	
L
	

�
p�Q�

�G�R�
�n

+ jkz0v�Q�G�R��
�d���Q�dL�Q� + 4�pI�P� , �9�

where G�R�=e−jkR /R is the free space Green’s function, R is
the distance between the points P and Q, z0 is the character-
istic impedance of air ��c�, and C�P� is the solid angle seen
from P. In the axi-symmetric case, the velocity and pressure
are independent of the rotation angle, �. However, it is pos-
sible to introduce non-axi-symmetric boundary conditions if
the pressure and velocity are expanded in cosine series. In
this case, only the axi-symmetrical expansion �zeroth term�
has been used. The methodology proposed in this paper is to
define v�Q� in Eq. �9� as the measured velocity of the mem-
brane instead of assuming an analytical form.

The geometry used in the BEM calculations is shown in
Fig. 4. The ideal, semi-infinite rod was approximated by a
cylindrical rod with a length of 60 cm and a hemispherical
back-end. The termination of the rod inevitably gives rise to
reflections, but because of the length of the rod the reflec-
tions can be expected that to have a negligible influence.

The BEM calculations were used for determining quan-
tities such as the acoustic center, the free-field correction,
and the directivity index. The acoustic center has an
asymptotic behavior at low frequencies, and the directivity
index and the free-field correction tend to zero at low fre-

quencies. Therefore, there is no need for calculations, say,
below 1 kHz for LS1 microphones. Moreover, the experi-
mental estimates to be compared with the results from the
hybrid method have a comparable lower frequency limit. On
the other hand, the laser vibrometer can only measure up to
24 kHz, which sets the high frequency limit. Hence, the fre-
quency range used in the calculations was from 1 to 24 kHz
for LS1 microphones and from 2 to 24 kHz for LS2 micro-
phones. The size of the smallest element in the axi-
symmetric mesh was 2.5 and 1.5 mm for LS1 and LS2 mi-
crophones, respectively. Thus, there were at least six
elements per wavelength at the highest frequency.

In order to avoid the non-uniqueness problem, a random
CHIEF point was added in the interior of the geometry as
described in Ref. 20, and the calculations were checked by
determining the condition numbers of the BEM matrices and
by repeating calculations with small frequency shifts.21

Depending on the quantity to be determined, the micro-
phone acts as receiver or as a source. When the microphone
acts as a source, the radiation problem is solved by assigning
the measured velocity to the membrane of the microphone.
In the scattering problem, the structural coupling between the
membrane and the scattered sound field is solved using an
iterative procedure.

V. RESULTS AND DISCUSSION

A. Movement of the membrane

Figures 5 and 6 show the measured velocity of the mem-
brane of two different types of microphones at different fre-
quencies. It can be seen in Fig. 5 that the shape of the move-
ment of the membrane of an LS1 microphone is similar to a
parabola at frequencies below 5 kHz. Above this frequency
and around the resonance frequency, the shape deviates from
the assumed parabola, and the deviations become more ob-
vious the higher the frequency. From 14 kHz and upward, the
center of the membrane flattens and no longer looks like a
parabola nor like any other simple analytical shape. It is
apparent that above 20 kHz, the center of the membrane does
not move as much at a rim between the center and the fixed
perimeter of the membrane. The velocity profiles are the re-
sult of the interaction between the membrane and the back-
plate of the microphone. The positions of the maxima coin-
cide with the position of the holes and the recess on the
backplate.

The movement of the membrane of an LS2 microphone
shows a different behavior �see Fig. 6�. It can be seen that the
shape is more regular in the same frequency interval even
around the resonance frequency �approximately 18 kHz�.
Only above the resonance frequency does the shape seem to
flatten slightly. It can also be noticed that in both cases there
is a phase delay at the center of the membrane with respect to
the rim. This makes the movement of the membrane even
more complex and difficult to emulate using simple analyti-
cal shapes. Thus, it seems to be difficult to make any a priori
assumption of the movement of the membrane above the
resonance frequency of the microphones.

FIG. 3. �Color online� Measurement setup. The laser beam measured the
velocity at a point on the membrane.

FIG. 4. Geometry of LS1 and LS2 microphones used in the simulations.
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B. Pressure sensitivity

There is no need for BEM calculations in determining
the pressure sensitivity. Determining the ratio of the volume
velocity to the current in Eq. �2� simply requires integrating
the velocity over the membrane. Figures 7�a� and 7�b� show
the normalized pressure sensitivity of an LS1 and an LS2
microphone compared with the experimental response ob-
tained using the reciprocity technique.

At high frequencies, around and above the resonance,
the difference between the responses determined by reciproc-
ity calibration and by Eq. �2� is caused by the different load
of the radiation impedance described by Eq. �2�. In the vi-
brometer measurements, the radiation impedance is that of a
microphone radiating to the open, whereas in the case of
reciprocity calibration, the radiation impedance is the input
impedance of a coupler terminated by a finite impedance at

FIG. 5. �Color online� Velocity of the membrane of an LS1 microphone measured with a laser vibrometer at several frequencies. Solid line: normalized
amplitude; dash-dotted line: phase.

FIG. 6. �Color online� Velocity of the membrane of an LS2 microphone measured with a laser vibrometer at several frequencies. Solid line: normalized
amplitude; dash-dotted line: phase.
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the opposite end. The radiation impedance that loads the
membrane in the vibrometer method is very similar to the
radiation impedance that loads the membrane in electrostatic
actuator measurements, and therefore a similar difference be-
tween reciprocity calibration and the hybrid method and be-
tween reciprocity calibration and actuator calibration can be
expected. The difference seen in Figs. 7�a� and 7�b� agrees
quite well with results observed in the literature for the dif-
ference between reciprocity and electrostatic actuator.17

However, there is a small peak at about 16 kHz for the LS1
microphones that does not occur in the estimate from veloc-
ity measurements. This may be caused by the resonances of
longitudinal modes in the couplers used in reciprocity mea-
surements.

In the LS1, and in particular in the LS2 results, erratic
sawtooth variations occur below 1 kHz. These variations
may have been caused by insufficient averaging. Below 1
kHz, the microphones are very poor radiators of sound partly
because the amplitude of the displacement of the membrane
is very small, and the measurements may well have been
affected by extraneous noise. It seems likely that an optimi-
zation of the measurement technique could improve the re-
sults.

C. Acoustic center

Figure 8 shows the acoustic center of an LS1 micro-
phone determined from numerical BEM calculations using a
parabolic function, a Bessel-like function, and the measured
velocity distribution. The results are compared with data ob-
tained experimentally from reciprocity measurements. It can
be seen that the agreement between measured data and the
BEM calculations using the measured velocity distribution is
very good at any frequency above 2 kHz. The bump at 1.5
kHz in the estimate determined from measurements of the
transfer function between two microphones is caused by the
application of the time-selective procedure as discussed
above. This suggests that the sound field calculated from the
measured velocity distribution is more accurate than calcula-
tions based on any assumed distribution, in particular at high
frequencies.

D. Free-field correction

Figure 9 shows the free-field correction of LS1 micro-
phones determined with the hybrid method and from com-
bined free-field and pressure reciprocity calibrations. The
agreement between the reciprocity result and the estimate
obtained with the hybrid method is not very good around and
above the resonance frequency �about 8 kHz�. The reason for
this may be that in order to determine the correction an it-
erative BEM calculation procedure that requires knowledge
of the acoustic impedance of the membrane of the micro-

FIG. 8. �Color online� Acoustic center of LS1 microphones. Solid line:
estimate from the hybrid method; dashed line: estimate determined from
measurements of the transfer function between two microphones; line with
square markers: numerical estimate assuming a Bessel-like movement; line
with circular markers: numerical estimate obtained assuming a uniform ve-
locity distribution.

FIG. 7. �Color online� Normalized pressure response of �a� an LS1 micro-
phone and �b� an LS2 microphone. Solid line: estimate from measurements
of the velocity of the membrane; dashed line: estimate obtained from reci-
procity calibration; dash-dotted line: difference between estimates.
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phone has been be used. In this case, a lumped-parameter
approximation of the acoustic impedance was used.1 This
approximation is only accurate at frequencies below the reso-
nance frequency, and therefore it is expected that the hybrid
method should give less accurate results at frequencies near
and above the resonance. Besides, as mentioned above, at
frequencies above 15 kHz the pressure sensitivity determined
from reciprocity, and thus the free-field correction, is no
longer reliable due to longitudinal and radial resonances in
the couplers.

E. Directivity index

Figure 10 shows the directivity index of LS1 and LS2
microphones. It is evident that the directivity index calcu-
lated from the measured velocity distribution follows the ex-
perimental estimate better than calculations based on an as-
sumed distribution. This is particularly clear for the case of
the LS1 microphone, in which the experimental index shows
a change in slope at around 15 kHz. This behavior cannot be
reproduced when using a Bessel movement in the simula-
tions.

In the case of the LS2 microphones, the difference be-
tween the results of the experimental and the hybrid method
coincide very well up to 24 kHz and with the numerical
calculations using a Bessel-like movement. This is not unex-
pected because the resonance frequency of the microphone is
about 22 kHz, and the actual movement of the membrane is
“well-behaved” and still resembles a Bessel function; the
same can be said of LS1 microphones at frequencies around
and below the resonance frequency �about 8 kHz for LS1
microphones�. However, nothing can be said for LS2 micro-
phones at frequencies much higher than resonance because
these frequencies are outside the measurement range of the
laser vibrometer.

VI. CONCLUSIONS

The velocity distributions of the membranes of different
types of microphones measured with a laser vibrometer have
been found to be fairly complicated and demonstrate that no
general assumption can be made for the behavior of all mi-
crophones. Preliminary results of the pressure sensitivity, the
acoustic center, the free-field correction, and the directivity
index obtained by a hybrid method that combines the mea-
sured velocity distributions with calculations with the BEM
are, in general, in good agreement with experimental results
obtained by traditional methods where the quantities are de-
termined directly. It can therefore be concluded that the hy-
brid method can be used for validating new experimental
setups. Furthermore, the hybrid method can be used in pro-
duction environments to check the responses of a prototype
microphone without the need of a complete calibration setup,
and it is potentially useful for calibrating non-standard mi-
crophones. However, the hybrid method is not a substitute of
an individual calibration of a particular transducer.
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Loudspeakers in virtual sound imaging systems are usually modeled as omnidirectional monopole
sources. These models are, however, only an approximation for the low frequency range. This paper
presents an analytical model of crosstalk cancellation systems in a free field which takes into
account the scattering and spatial characteristics of the sound sources. Based on the proposed model,
the effects caused by the spatial characteristics of the sound source and its misalignments on the
performance of the crosstalk cancellation system are studied numerically. It is found that although
the factors such as the directivity of the sound sources and the distance between the sound sources
and receiver affect the performance of the system to a certain extent, the channel separation of the
crosstalk cancellation system, however, is most sensitive to the misalignment of the subtended angle
of the sound sources. Therefore, if highly accurate binaural cues are required in practical
applications, the type and characteristics of the playback sound sources, their locations, and
orientations all should be considered carefully.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3206660�
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I. INTRODUCTION

During the past few decades, considerable attention has
been paid to the area of sound field reproduction, raising
many issues in acoustics and signal processing. Several ap-
proaches can be used to reproduce a required sound with
loudspeakers, from which the most popular are the binaural
techniques, ambisonics, and wave field synthesis.1,2 If the
sound is required to be reproduced at only two points in
space �the ears of a listener�, two loudspeakers can be used to
generate a virtual sound image by pre-filtering the sound
signal with a pair of causal linear filters.2–6 If the sound
arrival directions at the center point of a volume are of most
interest, an ambisonics system with a small number of loud-
speakers can be used, which is based on spherical harmonic
decomposition of the acoustic field centered at the listener
position.7 For even larger listening area, the wave field syn-
thesis concept based on the Kirchhoff–Helmholtz integral
equation and the high order ambisonics technique can be
used.7–9 This paper concentrates on the particular binaural
virtual sound imaging system that uses two loudspeakers to-
gether with the crosstalk cancellation �CTC� technique.

The head related transfer functions �HRTFs� describe the
filtering of the sound from a specific location by the diffrac-
tion and reflection properties of the head, pinna, and torso of
an individual before it reaches the individual’s eardrums.1–4

A synthesized binaural signal can be created by convolving a
sound with the appropriate HRTFs for generating spatial au-
dio effects by using headphones or loudspeakers. The diffi-

culty with the loudspeaker binaural virtual sound imaging
system is the crosstalk in the contralateral paths from the
loudspeakers to the listener’s ears, which destroys the three-
dimensional �3D� cues of the binaural signal, and the CTC
technique is the most commonly used way to solve the prob-
lem.

CTC systems �the systems that use CTC technique� have
been studied for nearly 50 years, and an in-depth review of
relevant literature can be found in recent book and papers.1–4

It has been observed that a nearly perfect CTC �greater than
40 dB up to 5000 Hz� can be obtained for a matched CTC
system where the playback HRTFs are the same as the setup
HRTFs used to design the CTC filters. However, for a mis-
matched system, the channel separation drops significantly. It
has been concluded by Akeroyd et al.3 that although test
trials with CTC systems are very impressive and provide
compelling subjective test results on the angle perception,
only a matched system can yield sufficiently accurate binau-
ral cues required for spatial hearing experiments.

There are many factors that make the playback HRTFs
mismatch the setup ones. For instance, the difference be-
tween HRTFs of different individuals whose pinnae, heads,
and torsos differ in size and shape, the misalignment of the
listener’s head position and orientation, the misalignment of
position and orientation of playback sound sources, the
variation in the spatial and temporal characteristics of the
playback sound sources, and the variation in the playback
acoustics environment caused by wall reflections. The loss in
performance caused by the difference between the setup
HRTFs and the playback HRTFs of different individuals has
been studied by Akeroyd et al.3 and it turned out that the
average channel separation can decrease by up to 20 dB in
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xjqiu@nju.edu.cn
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some cases. The study of the robustness to head misalign-
ment by Takeushi et al.5 shows that a system with loudspeak-
ers that are positioned closer to each other is more robust to
the misalignment of the listener’s head. Rose et al.6 further
analyzed this fact in terms of the off-axis asymmetric listener
locations and found that the width of tolerable lateral head
translations for asymmetric locations is comparable to that
for the symmetric case. A recent study carried out by Bai et
al.4 shows that, despite the fact that using a small source
span angle of 10° results in a large relative sweet spot, using
a larger source span of 60° or even 120° is more desirable in
practical applications. This can produce a larger absolute
sweet spot where the channel separation performance is
guaranteed.

In addition to these robustness studies which focused
mainly on the listener, there are also several studies on the
influence of playback environments. Ward10 developed a
closed-form expression to predict the performance of a CTC
system in a reverberant environment. Subjective tests carried
out by Lentz show that adding reflecting walls to the listen-
ing environment decreases the performance of the CTC sys-
tem significantly.11 In some practical applications, such as
spatial hearing experiments, where highly accurate binaural
cues are required, it becomes evident that the scattering and
reflections from the loudspeaker cabinets have to be taken
into account.3 However, little is known about effects of mis-
matched playback sound sources on the CTC system. In the
design of the CTC filters, the setup HRTFs used are usually
measured in prior with an ideal small sound source which
radiates equally in all direction. But the sound sources used
in playback are usually not the same ones, and their time and
spatial characteristics might be different. These mismatches
might deteriorate the performance of a CTC system.

In sometime applications, for example, in a cave auto-
matic virtual environment �CAVE�, the directivity of the
sound sources needs to be considered. A CAVE is an immer-
sive virtual reality environment where video projectors are
directed to three, four, five, or six of the walls of a room-
sized cube.11 In a CAVE, a user can walk around to have a
proper view of 3D objects from different directions by wear-
ing special glasses, so a dynamic CTC system has to be used
to provide a valid CTC filter set for each position the user
might be to generate proper virtual sound images. The term
“dynamic” here means updating the CTC filter dynamically
�adaptively� with the listener position change detected by a
head tracker. Under this situation, the relative angle between
the loudspeakers’ orientation and the listener is not fixed and
it might not be easy to align the orientation of the playback
sound sources with the moving listener adequately in prac-
tice, so the directivity of the sound sources might need to be
taken into account to achieve the required performance.11

All these facts motivate the current research to investi-
gate the significance of the effects caused by the spatial char-
acteristics and misalignment of playback sound sources.
Loudspeakers used in CTC systems are usually considered as
monopoles in existing models, but this model is only an ap-
proximation in the low frequency range. This paper develops
first of all an analytical model of CTC systems in a free field,
which takes into account the scattering and spatial character-

istics of the sound sources. Then, based on the proposed
model, the effects of the spatial characteristics and misalign-
ments of sound sources on the performance of CTC systems
are studied.

II. ANALYTICAL MODEL

A CTC system is modeled with three rigid spheres
with a radius of ai �i=1,2 ,3�, as shown in Fig. 1. Each
sphere has its own spherical coordinate system referred
to as Oi �i=1,2 ,3�. The coordinate systems O2 and O3 are
obtained by a translational movement of the original spheri-
cal center from ro1= �0,0 ,0� to ro2= �do2 ,�o2 ,�o2� or ro3

= �do3 ,�o3 ,�o3� in the coordinate system O1. The same re-
ceiving point is called r1r= �r1r ,�1r ,�1r� in the coordinate
system O1 or r2r= �r2r ,�2r ,�2r� in the coordinate system O2

or r3r= �r3r ,�3r ,�3r� in the coordinate system O3.
Sphere 1 is used to model the head of a listener and

Spheres 2 and 3 are used to approximate the loudspeaker
cabinets. The model for the sound source used here consists
of a rigid sphere with a radially vibrating cap �gray part
shown in Fig. 1� defined by a certain solid angle. It is based
on the assumption that the diffraction effects caused by a
sphere and a cube with similar dimensions are similar if the
dimensions of the diffracting bodies are considerably smaller
than the acoustic wavelength.12 Despite the fact that the error
caused by this idealization increases in higher frequency, it
can be used to show the general effects of the loudspeaker’s
directional proprieties and diffractions on the performance of
the CTC systems and provides some insights into the basic
mechanisms.

The simplest Z axis symmetrical case is considered first
to calculate the spherical harmonic coefficients of a cap
source in its own coordinate system. The velocity distribu-
tion of a cap source located at the North Pole on the surface
of such a sphere is assumed as

FIG. 1. The free field geometrical arrangements of the CTC systems with
two vibrating cap sound sources on two rigid spheres and two receiving
points on a third rigid sphere.
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Uo��,�� = �u0, 0 � � � �s,0 � � � 2�

0, �s � � � �,0 � � � 2� ,
� �1�

where �s is half of the cap source span angle, and the time-
dependent factor ej�t is suppressed throughout the analysis.
The velocity distribution of this radially vibrating polar cap
can be expanded in terms of spherical harmonics as13

Uo��,�� = �
l=0

�

�
m=−l

l

Ulm
o Ylm��,�� , �2�

where the spherical harmonics functions are defined as

Ylm��,�� =�2l + 1

4�

�l − m�!
�l + m�!

Pl
m�cos ��ejm�, �3�

Pl
m�cos �� is the associated Legendre function of degree l

and order m evaluated at cos �, and the spherical harmonic
coefficients are given by

Ulm
o = 	u0

2
� 4�

2l + 1
�Pl−1

0 �cos �s� − Pl+1
0 �cos �s�� , m = 0

0, m � 0.


�4�

For l=0, P−1
0 �x�=1.

After rotating the center of the vibrating polar cap to a
new position with an elevation angle of �D and an azimuth
angle of �D, the spherical harmonic coefficients of the ob-
tained source velocity distribution on the sphere surface in
the original coordinate can be written as14–17

Ulm
D =� 4�

2l + 1
Ul0

o Ylm
� ��D,�D� , �5�

where superscript “*” denotes the complex conjugate.
The center of the first source on the surface of Sphere 2

is assumed to be ��L ,�L� in its own coordinate system O2

and that of the second source on the surface of Sphere 3 be
��R ,�R� in its coordinate system O3; then the spherical har-
monic coefficients of the velocity distribution of each source
in its own coordinate systems are

Ulm
L =� 4�

2l + 1
Ul0

o Ylm
� ��L,�L� , �6�

Ulm
R =� 4�

2l + 1
Ul0

o Ylm
� ��R,�R� . �7�

The total sound field produced by the sources and the
three spheres consists of three parts: the radiated and scat-
tered sound fields from source 1 �Sphere 2� and source 2
�Sphere 3�, and the scattered field from the listener’s head
�Sphere 1�. It can be expressed in each coordinate system as

pt�r1r� = ps1
�r1r� + ps2

�r2r� + ps3
�r3r� ,

pt�r2r� = ps1
�r1r� + ps2

�r2r� + ps3
�r3r� ,

pt�r3r� = ps1
�r1r� + ps2

�r2r� + ps3
�r3r� . �8�

The sound field �radiated and/or scattered� from each
sphere can be conveniently expressed in its own coordinate
system as

ps1�r1r� = �
l=0

�

�
m=−l

l

Clmhl�kr1r�Ylm��1r,�1r� ,

ps2�r2r� = �
l=0

�

�
m=−l

l

Dlmhl�kr2r�Ylm��2r,�2r� ,

ps3�r3r� = �
l=0

�

�
m=−l

l

Elmhl�kr3r�Ylm��3r,�3r� , �9�

where Clm, Dm, and Em are unknown spherical harmonic co-
efficients to be determined by applying the boundary condi-
tions on the surfaces of the spheres. k=� /c0 is the wave
number and c0 is the sound speed. hl�x�= jl�x�− jnl�x� is the
spherical Hankel function of order l, jl�x� is the spherical
Bessel function of order l, and nl�x� is the spherical Neu-
mann function of order l.

The difficulty in solving the above equations is that there
are functions and variables in three different coordinate sys-
tems. This can be simplified by using the translational addi-
tion theorem,18–22 which expresses the sound pressure of the
same point in space, originally represented on the coordinate
system Oj in terms of the coordinate system Oi by

hl�krjr�Ylm�� jr,� jr�

= �
p=0

�

�
q=−p

p

Qpq
lm�roij�jp�krir�Ypq��ir,�ir�,

i, j = 1,2,3, �10�

where roij =roj −roi= �roij ,�oij ,�oij�.

Qpq
lm�roij� = �

n=�l−p�:2

l+p

4��− j�p+n−lhn�kroij�

�Yn,m−q��oij,�oij�g�m,l,− q,p,n� , �11�

with n= l+ p , l+ p−2, . . . , �l-p�, and

g�m,l,− q,p,n�

= �− 1�m��2l + 1��2p + 1��2n + 1�
4�

�� l p n

0 0 0
� l p n

m − q − m + q
 �12�

is related to the Gaunt coefficients, which are expressed as
products of the Wigner 3j symbols, as shown in Eq.
�12�.18,19,21,22

Substituting Eqs. �9� and �10� into Eq. �8� and using the
boundary condition j	0�vn�r�=−�pt�r� /�r at the surface of
each rigid sphere in its own coordinate system �where 	0 is
the density of the medium� yield
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The prime denotes the differentiation with respect to the
argument of the function. Truncating the number of summa-
tions to L �depending on the calculation precision required�
and equating the coefficients of Ylm��1r ,�1r�, Ylm��2r ,�2r�,
and Ylm��3r ,�3r� in Eq. �13�, the following coupled linear
complex equations can be obtained:
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�
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+ �
p=0
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�
q=−p

p

DpqQlm
pq�ro32�jl��ka3� + Elmhl��ka3�

= − j	ocoUlm
R . �14�

For all l and m�l=0,1 ,2 , . . . ,L ;m=−L ,−L+1, . . . ,
0 ,1 ,2 , . . . ,L�, the equations above can be expressed in a
more compact form by using matrix notations as

� S1 Q12 Q13

Q21 S2 Q23

Q31 Q32 S3
��C

D

E
� = �A1

A2

A3
� , �15�

where the lmth element of the �L+1�2 row vectors A1, A2,
and A3 are 0, −j	ocoUlm

L , and −j	ocoUlm
R , respectively. The

three groups of �L+1�2 row unknown vectors are

C = �C0,0 C1,−1 C1,0 C1,1 ¯ Cl,m ¯ CL,L�T,

D = �D0,0 D1,−1 D1,0 D1,1 ¯ Dl,m ¯ DL,L�T,

E = �E0,0 E1,−1 E1,0 E1,1 ¯ El,m ¯ EL,L�T,

�16�

and the three groups of �L+1�2� �L+1�2 diagonal complex
matrices are

S1 = diag�s0,0
�1� s1,−1

�1� s1,0
�1� s1,1

�1�
¯ sl,m

�1�
¯ sL,L

�1� � ,

sl,m
�1� = hl��ka1�, ∀ m ,

S2 = diag�s0,0
�2� s1,−1

�2� s1,0
�2� s1,1

�2�
¯ sl,m

�2�
¯ sL,L

�2� � ,

sl,m
�2� = hl��ka2�, ∀ m ,

S3 = diag�s0,0
�3� s1,−1

�3� s1,0
�3�

¯ s1,1
�3�

¯ sL,L
�3� � ,

sl,m
�3� = hl��ka3�, ∀ m �17�

The element of �L+1�2� �L+1�2 complex matrix Qij is


lm,pq
ij = Qlm

pq�roij�jl��kai� , �18�

where the row index is lm and the column index is pq, in the
orders of

lm = ��0,0��1,− 1��1,0��1,1� ¯ �l,m� ¯ �L,L�� ,

pq = ��0,0��1,− 1��1,0��1,1� ¯ �l,m� ¯ �L,L�� . �19�

Having obtained the 3�L+1�2 unknown spherical har-
monic coefficients Clm, Dlm, and Elm, the total sound field can
be calculated by using any equation in Eq. �8�. For example,
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It is often convenient to designate the complex acoustic
pressure p as the output and the complex source volume
acceleration j�	0q /4� as the input.2 For the radially vibrat-
ing cap source, q=2�ai

2�1−cos �s�u0. The relation between
the source input signal and the receiving output signal or the
frequency response from one sound source to the receiving
point can be obtained the same way as that for Eq. �20�.
Nevertheless, the given source spherical harmonic coeffi-
cients used now are the followings instead of Eqs. �6� and
�7�,

Ulm
L =� 4�

2l + 1

Ul0
o Ylm

� ��L,�L�
j�	0a2

2�1 − cos �s�u0/2
. �21�

Ulm
R =� 4�

2l + 1

Ul0
o Ylm

� ��R,�R�
j�	0a3

2�1 − cos �s�u0/2
. �22�

Obviously, this model can be used to model similar sys-
tems where the radii of the spheres are different or when the
vibrating cap sound sources are located at different positions
on the sphere with different apertures. The model can also be
extended to more sophisticated settings with multiple listen-
ers and loudspeakers.23

III. NUMERICAL RESULTS AND DISCUSSION

A. Sound source characteristics

The sound sources used in the simulations include a
single point source, a baffled piston, a single radially vibrat-
ing cap on a rigid sphere, and a radially vibrating cap on a
rigid sphere with another rigid sphere aside. The single re-
ceiving point is on the central axis line of the sound source
with a distance of 1.0 m from the source acoustic center. If
the source is a vibrating cap on the surface of a sphere, the
distance is that between the center of the cap on the surface
of the sphere �not the center of the sphere� and the receiving
point. The radius of the baffled piston is 0.1 m and the radius
of source spheres is a1=a2=0.1 m. Half of the cap source
span angle, �s, is 30°, which is about the size of a 4 in.
loudspeaker. For settings with two source cases where an-
other sphere is introduced, the two sources subtend angles of
60° and 20° at the receiving position, and the distance be-
tween the centers of the two spheres are 1.1 and 0.382 m,
respectively. Even though the “stereo dipole” configurations2

require the two sources to be closely spaced with only a 10°
subtended angle, the size of the source sphere in this paper is
too large for a 10° subtend angle, so that a subtended angle
of 20° is used in the simulations. The locations of the vibrat-
ing cap center on the surface of the left sphere �Sphere 2� are
��L=150°, �L=0°� and ��L=170°, �L=0°� in coordinate sys-

tem O2, respectively, for the 20° and 60° subtended angle
configurations, and the locations of the vibrating cap on the
surface of right sphere �Sphere 3� are ��R=150°, �R=180°�
and ��R=170°, �R=180°� in coordinate system O3.

In a series of preliminary calculations, it was detected
that using a spherical harmonics expansion degree of L=10
provides sufficient iteration precision, with the errors smaller
than 1% for the current setup in the frequency range up to 4
kHz. Higher expansion degrees should be used for larger
ratio of the size of the sphere to the wavelength. As this
acoustical model can only approximate the characteristics of
a loudspeaker up to a certain frequency range with the wave-
length larger than the source size, no attempt has been made
to obtain results at higher frequencies. Nevertheless, the
range up to 4 kHz covers the basic and most important fre-
quency range in fields such as communication and sound
reproduction.

The frequency response functions �FRFs� are calculated
for all above mentioned configurations with a source input of
the same volume acceleration at 257 evenly distributed
points between 0 and 4096 Hz, and the results are presented
in Fig. 2. The lower solid line with 0 dB magnitude is the
FRF of the point source, and the upper solid line with a
magnitude of 6 dB is that of the baffled piston. The dotted
curve is the FRF of a single cap source on a rigid sphere, and
finally the middle solid and dashed curves are that of the two
sphere cases. The second source on the right sphere is not
active and the sphere is assumed to be rigid for the configu-
rations with two sound sources, so that the frequency re-
sponse is just that of one source. As expected, the sources of
a vibrating cap on a rigid sphere do not have a flat frequency
response �in comparison to an ideal point source�. The vi-
brating cap on a rigid sphere radiates like a point source in
the low frequency range. In the high frequency range, it al-
most behaves like a baffled piston and the pressure it radiates
is nearly two times higher, which is caused by the scattering
of the rigid sphere where the cap sound source is located.

From the FRF curves of the configurations with two
rigid sphere sound sources, it can be seen that the scattering
from a neighboring rigid sphere adds extra fluctuations on
the original FRF curves. The magnitude and frequency of the

FIG. 2. Magnitude of the calculated FRFs for various sound source configu-
rations. The lower solid line with 0 dB magnitude is that of the point source,
the upper solid line with a magnitude of 6 dB is that of a baffled piston, the
dotted curve is that of a single cap source on a rigid sphere, and the middle
solid and dashed curves are for the two sphere sound sources with 60° and
20° subtended angles, respectively.
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fluctuations depend on the distance between the two spheres,
and the fluctuation magnitude becomes larger for nearer dis-
tance. The magnitude variation, for example, caused by the
neighboring rigid sphere scattering can be as large as about 1
dB around 2000 Hz. It also can be observed that the magni-
tude of the fluctuation decreases at higher frequencies. This
is because the cap source behaves more directional at higher
frequencies, so less sound is radiated to and scattered from
the neighboring sphere.

Figure 3 illustrates the directional behavior of the simu-
lated systems, which depicts the calculated transfer functions
at a specific frequency of 2000 Hz. At this frequency, the
receiving point swings from �30° �left� to 30° �right� �with
the distance between the source and the receiving point re-
maining at 1.0 m�. 0° is the angle for the central axis line.
The lower solid line of 0 dB is for the monopole source. The
upper solid curve is that of the baffled position, the dotted
curve is for one rigid sphere sound source, and the middle
solid and dashed curves are for the two rigid sphere sound
sources that subtend angles of 60° and 20°, respectively. As
expected, the vibrating cap on a rigid sphere presents a di-
rectional behavior and the magnitude of the FRF at 30° can
be nearly 2 dB lower than that at 0°. The scattering from the
neighboring rigid sphere makes the sound pressure spatial
distribution more complicated. This might result in a large
difference in the excess sound pressure level between two
ears of a CTC system.

B. CTC systems with non-omnidirectional sound
sources

Assume that C is the 2�2 plant transfer function matrix
in a CTC system, V= �v1 ,v2�T is the source input signal vec-
tor, H is the 2�2 CTC matrix being designed, and U
= �u1 ,u2�T is the recorded/synthesized binaural signal vector.
The system output W= �w1 ,w2�T can be expressed as

W = CV = CHU . �23�

In order to ensure the reproduction of the binaural sig-
nals at the receiving points, W=Ue−j��, where � is a delay

to ensure causality, it is necessary that CH=Ie−j��; thus H
=C−1e−j��. However, the matrix could be ill-conditioned in
some situations, so the following approximate solution is of-
ten used:2–5

H = �ĈHĈ + I�−1ĈHe−j��, �24�

where Ĉ is the estimation of C, and for the matched case,

Ĉ=C. In this paper, Ĉ is also referred to as the setup plant
transfer functions or setup HRTFs, while C is referred to as
the playback plant transfer functions or HRTFs.  is a regu-
larization parameter which constraints the energy of the

source input signals and prevents the singularity of ĈHĈ
from saturating the filter gains. The performance of a CTC
system is described by the performance matrix below:

P = CH , �25�

where P should be a unit matrix under ideal CTC and the
elements of the matrix should be P11= P22=1 and P12= P21

=0. Channel separation is used here to illustrate the perfor-
mance variation with frequency, which is defined as the ratio
of the ipsilateral ear response to the contralateral ear re-
sponse from the left �or right� recorded/synthesized binaural
signal source:4,5,24

JL��� = 20 log10��P11���/P21����� ,

JR��� = 20 log10��P22���/P12����� . �26�

For the left-right symmetrical configurations, the right to
left channel separation JR �for the right recorded/synthesized
signal� and the left to right channel separation JL �for the left
recorded/synthesized signal� are equal. The channel separa-
tions are thus interchangeably and the term “channel separa-
tion” is used to refer to both.

The commonly used models for studies dealing with
CTC systems are the free field model and the spherical head
model, which both assume that the playback sound sources
are ideal point sources. The model shown in Fig. 1 provides
the basis for this paper and is used to study non-ideal sound
sources and their interaction. Here, the distance between the
source center and the center of the listener head is 1.0 m, and
the two sound sources subtend an angle of 60° at the listener
position, the radius of source spheres is a1=a2=0.1 m, and
the radius of receiver sphere �head� is a3=0.09 m.

To emphasize the effects of the sound source directivity
on the CTC performance, the spherical head model with two
ideal point sources is used first of all by assigning different
gains at different directions on its playback plant transfer
functions. More complicated situations involving orientation
changes of the playback sound sources are studied in Secs.
III C and III D. Figure 4 shows the simulation results of the
corresponding CTC systems. The dotted line corresponds to
the ideal omnidirectional playback sound sources and the
solid lines correspond to the playback sound sources without
omnidirectional directivities. Note that a channel separation
greater than 50 dB is clipped at 50 dB throughout the paper.

In the above simulations, the setup plant transfer func-
tions obtained from the spherical head model with two ideal
point sources are used to design the CTC filters. While cre-

FIG. 3. Magnitude of the calculated FRFs at 2000 Hz when the receiving
point swings from �30° �left� to 30° �right� for the configurations of Fig. 2.
The distance between the source and the receiving point remains at 1.0 m.
The lower solid line is that for the point source, the upper solid curve is that
for the baffled piston, the dotted curve is that for the single cap source on a
rigid sphere, and the middle solid and dashed curves are that for the two
sphere sound sources with 60° and 20° subtended angles, respectively.
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ating the filters, the regularization parameter  is adjusted to
make the channel separation just greater than 40 dB above
500 Hz under the matched situation throughout the paper. In
this simulation,  is 0.012. The directivities of the playback
plant transfer function are simulated by directly multiplying
small values of 0.95, 0.90, 0.85 0.80, and 0.5 on the crosstalk
path transfer functions from the same spherical head model
with two ideal point sources, which corresponds to differ-
ences between the signals at two ears of about 0.4, 0.9, 1.4,
1.9, and 6 dB of excess sound pressure level. This simple
approximation might be too rough for modeling the
frequency-dependent directivities of real loudspeakers, yet it
shows clearly that a small difference in the magnitude be-
tween two responses at two ears reduce the channel separa-
tion significantly. For example, it can be seen from the figure
that if the excess sound pressure level difference between
two ears caused by the source directivity is about 2 dB, and
the channel separation drops significantly from above 40 dB
to less than 20 dB.

C. Dynamic CTC systems with non-ideal sound
sources

Figure 5 shows an example of a dynamic CTC system
where a listener moves to a location which is not at the
center of a symmetrical loudspeaker setup.11 This situation

can often be met in a CAVE-like environment where the user
can walk around freely inside. At the stage of designing the
binaural virtual sound imaging system for a CAVE, the plant
transfer functions �or HRTFs� from a database are used as the
setup ones to design a set of CTC filter for each potential
listener position and direction in the CAVE. It should be
emphasized that these plant transfer functions �or HRTFs� in
the database were usually measured in prior with an ideal
omnidirectional sound source for sound from different dis-
tances and directions. However, in practical applications in a
CAVE, the loudspeaker is rarely ideal and usually radiates
differently in different directions, and it might also not be
realistic sometimes for the loudspeakers to be rotated in re-
altime according to the listener’s position.

In the example shown in Fig. 5, the setup plant transfer
functions are obtained with ideal point sources, the playback
sound sources are the vibrating cap sources, their orienta-
tions were fixed in prior, and the listener at the present posi-
tion is not on the central axis line of the right source. The
distance between the two source centers is 1.0 m and the
distances from the listener’s head to the left and the right
sources are 0.5 and 0.866 m, respectively. In the coordinate
system O1, the center of the listener head is ro1= �0,0 ,0�, the
center of the left source sphere is ro2= �0.6,30° ,180°�, and
that of the right source sphere is ro3=ro2+ �1.1,90° ,0°�. The
location of the vibrating cap center on the surface of the left
sphere is ��L=150°, �L=0°� in its own coordinate system
O2, and the location of the vibrating cap on the surface of the
right sphere is ��R=150°, �R=180°� in its own coordinate
system O3.

The left to right and the right to left channel separations
of the CTC system, which are based on different playback
plant transfer functions, are shown in Fig. 6. The regulariza-
tion parameter  is 0.035. The dotted curves show the chan-
nel separation when the playback sound sources are the same
as the setup ideal point sources, while the solid curves are for
vibrating cap playback sources in the original pre-fixed ori-
entation. The dashed curves show the channel separation,
while the orientation of the right source of Fig. 5 is adap-
tively rotated to face the listener so that the listener is on the
central axis line of the sound sources. This kind of rotation is
sometimes hard to be implemented in practice; however, its
simulation results are included in the figure to show the ef-
fects of the source orientation on the channel separation.

For this configuration, the center of the right source
sphere is at ro3= �0.966,60° ,0°� and the location of the vi-
brating cap on its surface is ��R=120°, �R=180°� in its own
coordinate system O3. By comparing the dashed and dotted
curves, it can be observed that the mismatch between the
spatial and spectrum characteristics of the point sources and
cap sources reduces the channel separation from over 40 dB
to around 30 dB. By comparing the dashed and solid curves,
it can be seen that the channel separation will be further
reduced by a few decibels for the pre-fixed source orienta-
tions, especially in higher frequency range due to the higher
directivity of the cap source. Unfortunately, it is often hard in
practice to have the orientation of the right source rotated in
realtime to face the listener so that the listener is on the
original pre-fixed direction or central axis line of it. It can

FIG. 4. Channel separations of the CTC system using playback plant trans-
fer functions with different directivities. The setup plant transfer functions
are obtained with the point sources of the spherical head model. The play-
back sound sources are the same as the setup ones �dotted line� or the ones
that radiate less in the crosstalk path direction with the transfer function
magnitude k �k=0.95, 0.90, 0.85, 0.80, and 0.50� times of that of the original
�solid curves, the curve with the highest channel separation of above 30 dB
is that for 0.95, then 0.90, 0.85, 0.80, and the lowest curve is that for 0.50�.

FIG. 5. A dynamic CTC system with the listener being located at an asym-
metrical position.
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also be found that the right to left channel separation fluctu-
ates more frequently than the left to right one, and this is
because the distance between the listener’s head and the right
source sphere is larger than that with the left one.

The magnitude difference of the frequency responses be-
tween the present and the original pre-fixed orientations can
be larger than 3 dB at 4000 Hz due to the directional prop-
erties of the source. Nevertheless, the performance loss is
much smaller than that shown in Fig. 4, which illustrates that
a small alteration of only 0.9 dB in terms of the difference in
excess sound pressure level between two ears caused by the
source directivity can reduce the channel separation from
more than 40 to about 25 dB. The smaller performance loss
for the dynamic CTC system can be explained by the fact,
that even though the magnitude difference of the frequency
responses in the present and the original pre-fixed directions
caused by the source directional properties is larger than 3
dB at 4000 Hz, the change in the excess sound pressure level
difference between two ears caused by the change in source
orientation is much smaller than 3 dB as the two ear sub-
tended angle seen from the source is much smaller than the
value of the change in the source orientation angle �30°
here�. With the increase in the distance between the listener
and the source, the two ears’ subtended angle seen from the
source becomes narrower, and this weakens the influence of
the source directional properties on the channel separation of
the dynamic CTC systems.

D. CTC systems with misaligned sound sources

In order to highlight the basic mechanisms, the impact
of misalignments of the source-listener distance and the
source subtended angle are illustrated by using the spherical
head model with two ideal point sources, as shown in Fig. 7,
while the effect of source orientation misalignment is illus-
trated by the cap sources. The channel separations of the
CTC system with playback sound sources at different dis-
tance are depicted in Fig. 8, where the setup plant transfer
functions are obtained when the distance between each of the
sources and the listener is 1.0 m and the two sound sources
subtend an angle of 60°. The playback functions are the same
as the setup functions or obtained by only changing the dis-
tance from each of the sources to the listener to 1.1, 1.2, 1.3,
1.4, and 1.5 m along the original source-listener lines, as
shown in Fig. 7�a�. It can be observed from the figure that a
small change in the distance along the original source-
listener lines does not have a significant impact on the chan-
nel separations. Even if the distance is increased by 50% to
1.5 m, the average channel separation is still greater than 30
dB.

Figure 9 shows the channel separations of the CTC sys-

FIG. 6. Channel separations of a dynamic CTC system using different play-
back sound sources. The setup plant transfer functions are obtained with the
point sources instead of the vibrating cap sources in Fig. 5. The playback
sound sources are the same as the setup ones �dotted curve�, or are the
vibrating cap sources with the right source being rotated to face the listener
head �dashed curve�, or are the vibrating cap sources in original pre-fixed
orientation �solid curve�. �a� The left to right channel separation. �b� The
right to left channel separation.

FIG. 7. The configurations for the CTC system with misaligned ideal point
sound sources: �a� sources and the listener distance misalignment; �b�
sources’ subtended angle misalignment.

FIG. 8. Channel separations of the CTC system with distance misaligned
playback sound sources. The setup plant transfer functions are obtained with
the spherical head model with two ideal point sources when the distance
between each of the sources and the listener is 1.0 m and the two sound
sources subtend an angle of 60°. The playback ones are the same as the
setup ones �dotted curve� or obtained by changing the distance from each of
the sources to the listener to 1.1, 1.2, 1.3, 1.4, and 1.5 m �solid curves, the
curve with the highest channel separation is that for 1.1 m, then 1.2 m, 1.3
m, 1.4 m, and the lowest curve is that for 1.5 m�.
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tem with the playback sound sources at different subtended
angles as the configurations shown in Fig. 7�b�. The setup
plant transfer functions are the same as that used for Fig. 8.
The playback functions are the same as the setup functions
or obtained by increasing the two source subtended angle
from 60° by 1°, 2°, 3°, 4°, and 5°, while the distance from
the source to listener remains at 1.0 m. The figure underlines
that changing the sources’ subtended angle has a larger in-
fluence on the channel separation than changing the distance.
The average channel separation drops to nearly 30 dB for a
1° change and to nearly 15 dB for a 5° change. It appears
that this kind of change causes larger differences between the
transfer functions between two ears and the source than those
caused by changing the distance.

The loudspeaker box center �for example, the rigid
sphere center in the model instead of the cap center� is some-
times improperly treated as the acoustic center of the sound
source in practical applications. If the source orientation mis-
alignment is referred to this box center, the channel separa-
tion drops significantly from more than 40 dB to about 20 dB
with a misalignment of only 10°. Detailed analyses of pre-
liminary simulations show that the main reason for this per-
formance loss is the change in the sound source subtended
angle seen from the listener, which is caused by the rotation
of the sound source whose physical center �box or rigid
sphere center� is not the acoustic center.25 The performance
loss caused by the misalignment of the subtended angle of
the sources has already been shown in Fig. 9. In the follow-
ing simulations, as shown in the configurations of Fig. 10,
the relative positions �angle and the distance� between the
acoustic center of the sound sources �the center of the sound
cap� and the listener remain unchanged and only the orien-
tations of the cap sources are changed to focus on the influ-
ence of the directional properties of the source.

Before the orientation of the cap source changes, the
center of the listener head is ro1= �0,0 ,0�, the center of the
left source sphere is ro2= �1.1,30° ,180°�, and that of the
right source sphere is ro3= �1.1,30° ,0°� in the coordinate
system O1 of Fig. 1. The location of the vibrating cap center
on the surface of the left sphere is ��L=150°, �L=0°� in its

own coordinate system O2 and that of the right vibrating cap
is ��R=150°, �R=180°� in its own coordinate system O3.
After rotating the orientation of the cap source � degree
outside �positive value� or inside �negative value� with the
center of cap source, the center of the left source sphere is
ro2= �1.0,30° ,180°�+ �0.1,30°−� ,180°� and that of the
right source sphere is ro3= �1.0,30° ,0°�+ �0.1,30°−� ,0°�.
The location of the vibrating cap center on the surface of the
left sphere is ��L=150°+�, �L=0°� in its own coordinate
system O2 and the location of the vibrating cap on the sur-
face of right sphere is ��R=150°+�, �R=180°� in its own
coordinate system O3. In the simulation results shown here,
� was set as 15°.

The channel separations of the CTC system caused by a
change in the orientation of the directional source are shown
in Fig. 11 where the regularization parameter  is 0.03. It
becomes evident that the channel separation decreases sig-
nificantly from more than 40 dB to about 25 dB, and the
channel separation is larger for higher frequency because of
the stronger directional properties of the source at high fre-
quencies. It is also interesting to note that there are some
frequencies �peaks in the curves� where the channel separa-
tion does not drop so much. These frequencies correspond to
the impact of the scattering from the neighboring sphere,
where the frequency responses differences at the two ears
that can be observed for different configurations might be
similar due to the scattering. By comparing the dashed curve
and the solid curve, it can be found that the channel separa-

FIG. 9. Channel separations of the CTC system with subtended angle mis-
aligned playback sound sources. The setup plant transfer functions are the
same as that in Fig. 7. The playback ones are the same as the setup ones
�dotted curve� or obtained by increasing the two source subtended angle
from 60° with 1°, 2°, 3°, 4°, and 5° �solid curves, the curve with the highest
channel separation is that for 1°, then 2°, 3°, 4°, and the lowest curve is that
for 5°�.

FIG. 10. The configurations for the CTC system with orientation misaligned
directional sound sources. �a� The listener is on the central axis line of the
sound sources, �b� the orientation of the cap sources is rotated 15° outside
with the center of cap source, and �c� the orientation of the cap sources is
rotated 15° inside with the center of cap source.

FIG. 11. Channel separations of the CTC system caused by the orientation
change in the directional sources for the 60° source span system. The setup
plant transfer functions are obtained with the original orientation. The play-
back ones are the same as the setup ones �dotted curve� or obtained by
rotating the orientation of the cap sources 15° outside �dashed curve� or
inside �solid curve� with the center of cap source.
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tion is lower when the playback sound sources are rotated
inside �solid curve�. This might be explained by the larger
scattering from the neighboring sphere due to the directivity
of the cap source at high frequencies when the playback
sound sources are rotated inside.

IV. DISCUSSIONS

By comparing the results of Fig. 11 with Fig. 9, where
the two sources subtended angle changes by only a few de-
grees, it can be concluded that the influence on the channel
separation of the CTC system, caused by the change in the
directional source orientation, is smaller than the influence of
the misalignment of the two sources subtended angle. Simi-
lar simulations were also carried out for the 20° source span
system and when the source orientation rotates to different
degrees. As the results are similar, they are not presented in
this paper. All these results show that a slight change in the
distance between the sources and the listener �still on the
source-listener axis line� causes only a minor performance
loss. The directional properties of the playback sound
sources are responsible for a slight performance loss, espe-
cially at high frequencies, while the scattering from the
neighboring sphere sometimes increases and sometimes de-
creases the channel separation in the middle frequency range.
However, the most sensitive source misalignment is trig-
gered by changing the subtended angle of the playback
sound sources seen from the listener.

Extensive experiments have been carried out in the
semi-anechoic chamber at the Institute of Technical Acous-
tics of the RWTH Aachen University to investigate the ef-
fects of using different playback sound sources, the channel
separations of the dynamic CTC system with different source
orientations, and the channel separations of the CTC system
with misaligned sound sources.26 The trends that could be
detected from those experiment results are in concordance
with that of the numerical simulations presented in this pa-
per, so they are not given in this paper for conciseness. These
results clearly show that the playback sound sources also
play an important role in CTCs. Even though the different
types of sources, the spatial characteristics �or directivity in
the far field� of the sources, and positions of the sound
sources all have a certain influence on the performance of the
system, the channel separation of the CTC is most sensitive
to the subtended angle of the playback sound sources. If
highly accurate binaural cues are required in practical appli-
cations, the type and characteristics of the playback sound
sources, their locations, and orientations all should be con-
sidered carefully.

For a CTC system, the factors that make the playback
HRTFs mismatch the setup ones include the variation in in-
dividual HRTFs, the misalignment of the listener’s head po-
sition and orientation, the misalignment of position and ori-
entation of playback sound sources, the variation in the
spatial and temporal characteristics of the playback sound
sources, and the variation in the playback acoustics environ-
ment. The channel separation can decrease more than 15 dB
just due to the difference between two individuals’ HRTFs,
and that caused by the position and orientation misalignment

of the listener’s head and/or the playback sound sources can
be even larger depending on the degree of misalignment. It
has also been found that the variations in the playback sound
sources and the playback acoustics environment both can
decrease the performance of the CTC system significantly.
From all results obtained in this paper and the earlier studies
by others on the robustness of the CTC systems, it can be
deduced that even though any kind of playback and setup
transfer function mismatches can reduce the channel separa-
tion performance of the CTC system to a certain extent, the
CTC system is more sensitive to the mismatch that makes
the change in propagation time from a source to one ear be in
opposite direction to that to the other ear �reverse time re-
sponse structures at two ears�.4–6,11

For binaural virtual sound imaging systems that use two
loudspeakers together with the CTC techniques, it has been
proved that the system can only deliver accurate binaural
cues when the setup and playback plant transfer functions are
closely matched.3 Two kinds of approaches can be used to
address this problem: the dynamic �adaptive� CTC system
and the robust design. The robust design means to optimize
the physical properties �for example, locations of the sound
sources� of the CTC systems so that its performance is not
sensitive to the mismatch.4,5 To implement either approach,
the relation between the performance change and the basic
parameters of the system need to be understood. From pre-
vious research and the findings in this paper, it is clear that a
small change in the magnitude and phase difference between
the transfer functions of two ears might reduce the perfor-
mance of a CTC system significantly because of the coherent
canceling between two waves. In the high frequency range, a
small misalignment in space can cause a large change in
phase, so that the robustness of the CTC system decreases in
the high frequency range. Fortunately, human heads and
loudspeaker boxes usually show more directionality in the
high frequency range, and a hybrid system that uses both
CTC and the inherent natural channel separation capabilities
of sound sources and human head might offer more robust-
ness and better channel separation performance.4,24

V. CONCLUSIONS

In the field of virtual acoustic imaging studies, there are
several analytical models that are usually used. In the models
such as the free field model and the spherical head model,
the sound sources involved are treated as omnidirectional
point sources. Based on spherical harmonics decomposition
and the translational addition theorem, an analytical model
has been developed in this paper that can take the scattering
and spatial characteristics of the sound sources into consid-
eration. The model is universal and could be useful when it
comes to modeling similar systems with different sizes of
spheres and with different positions and apertures of the cap
sound sources. The model can also be extended and thus
used for more sophisticated applications with multiple listen-
ers and loudspeakers.

The effects of the spatial characteristics of a sound
source and a misalignment on the performance of the CTC
systems were studied based on the proposed model. It was
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found that despite the fact that the different types of sources,
the spatial characteristics of the sources, and the positions of
the sound sources all have a certain influence on the system
performance, the channel separation of the CTC is most sen-
sitive to the misalignment of the subtended angle of the play-
back sound sources. The influence of the spatial characteris-
tics of the source on the channel separation can be
diminished somehow by placing the sources as far away
from the listener as possible, so that the subtended angle
from the source to two ears of the listener becomes smaller.

Future work can be extending the proposed model to
investigate the influence of large reflective walls on the CTC
system quantitatively and to investigate more sophisticated
settings with multiple listeners and loudspeakers in a CAVE-
like environment or an ordinary room.
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Steady state and time-dependent energy equilibration in
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The static and dynamic transport properties of elastic wave propagation through two-dimensional
random slabs without internal reflection were studied at two different scattering parameters: one for
Rayleigh scattering and the other for Rayleigh–Gans scattering. The spatial distribution and
temporal evolution of shear �s−� and compressional �p−� wave energy densities inside the slabs
were calculated by solving the radiative transfer equation and the generalized diffusion equation
�GDE�. The comparison of their results can determine the region of validity of the GDE. The
process of energy equilibration between the two wave modes was demonstrated explicitly as well as
the process of diffusion. The depth inside a slab that is needed to reach energy equilibration or
diffusive behavior is found to be dependent on source polarization. The results also show that the
bulk equilibration ratio can be found inside a sample only when the sample is sufficiently thick.
Deviations of the equilibration ratio from its bulk value are found near the output surface due to the
absence of in-flow energy flux. The behavior of the deviations is sensitive to the scattering
parameter but independent of source polarization.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3206581�

PACS number�s�: 43.40.Fz, 43.40.Hb, 43.20.Fn �RLW� Pages: 1807–1816

I. INTRODUCTION

The study of wave propagation through random media
has been an active field of investigation in the past few
decades.1 One important topic is the multiple scattering of
elastic waves in complex solid media, particularly in relation
to high-frequency seismic wave propagation2 and the ultra-
sonic characterization of polycrystalline materials.3–7 Unlike
other classical waves, e.g., electromagnetic waves and acous-
tic waves, elastic waves have two modes of propagation, i.e.,
shear �s−� waves and compressional �p−� waves. After a suf-
ficient number of random scatterings, the elastic waves come
to a state of energy equilibration in the diffusive regime,
which states that the ratio of the s-wave energy density to the
p-wave energy density converges to a universal number in-
dependent of the fluctuations that cause the scattering as well
as the polarization of the source.4,8,9 According to the prin-
ciple of equipartition, this number is believed to be the ratio
of densities of states �DOSs� of the two modes in an un-
bounded medium8 or, equivalently, �vp /vs�2 for two-
dimensional �2D� systems and 2vp

3 / �vs
3� for three-

dimensional �3D� systems, where vp and vs are, respectively,
the compressional and shear wave speeds of the medium.
The process of energy equilibration and equipartition has
been seen previously near the surface of semi-infinite 3D
media in both static and dynamic studies using radiative
transfer equation �RTE�.5–7,10 In another study using Monte-
Carlo simulation in a bulk 3D medium,11 it has been found
that the time scale and length scale to reach equipartition
heavily depend on the scattering parameters. The equilibra-

tion time obtained from a p-wave source can be twice as
long as compared with an s-wave source. Recently, energy
equilibration has been observed in seismic coda waves cre-
ated by earthquakes.12 In a dynamic study, it has been found
that due to the presence of a preferential absorption of one of
the two modes, the equilibration ratio is shifted in favor of
the mode that is less absorbed.13 Previous study also showed
that, when the energy equilibration ratio of an unbounded
medium is reached, the propagation of the elastic wave en-
ergy can be described by a scalar diffusion equation with the
total wave energy density as the only scalar quantity.14 How-
ever, the equilibration ratio found in a bulk or semi-infinite
system may not necessarily apply to a finite-sized random
sample. For example, for a thin slab, the equilibration ratio
can be different from its bulk value due to insufficient num-
ber of scatterings. Near the output boundary, the absence of
in-flow energy flux from outside can also modify the equili-
bration ratio.15

In this work, by using both the RTE and the generalized
diffusion equation �GDE�, we studied theoretically various
static and dynamic properties of elastic wave propagation
through 2D random slabs without internal reflections. In par-
ticular, we are interested in the processes of energy equili-
bration and diffusion. Unlike the GDE, the RTE is valid for
thin samples. However, the GDE is easier to solve for thick
samples. In this work, we ignored the effects due to absorp-
tion and wave interference. In this case, the RTE can be
obtained from the Bethe–Salpeter equation.5 The comparison
between the results obtained from the RTE and the GDE can
tell us the region of validity of the GDE. In both approaches,
elastic waves are expressed in terms of the energy densities
for s-waves �Es� and p-waves �Ep�, separately.14 Here we
have assumed our systems are weakly-scattered media so
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that the interference energy density can be ignored after tak-
ing configurational average.16 For some strongly-scattered
media, nonzero interference energy has been reported.15 For
the simplicity of our study, we have also assumed a matched
boundary condition so that internal reflections due to the
sample boundaries do not exist. The random systems consid-
ered here consist of randomly placed epoxy cylinders in an
iron host. Both the cases of Rayleigh and Rayleigh–Gans
scatterings were considered.11 Different from previous stud-
ies in bulk11 or semi-infinite media,5–7,10 a slab geometry
allows us to study energy equilibration near the output sur-
face, which is independent of the source polarization when
the sample is sufficiently thick.

In the study of static transport, we have observed the
phenomenon of energy equilibration, with the energy density
ratio converges to the value predicted by the DOS argument
when the sample is thick enough. The depth inside the slab
that is needed to reach within 1% of the bulk equilibration
ratio is larger for a p-wave incidence. We have also found
that the depth required for diffusion to set in is also larger for
a p-wave incidence, and diffusion set in after energy equili-
bration has stabilized. The above results are true for both
Rayleigh and Rayleigh–Gans scatterings. The fact that it
takes more scatterings for the p-wave incidence to stabilize
energy equilibration and reach a diffusive behavior than the
s-wave incidence is because the p-wave energy is a minority
component at equilibration and, therefore, more scatterings
are required to convert the p-wave energy into the s-wave
energy. Near the output boundary, energy equilibration ratio
is found to be different from its bulk value due to the absence
of backward scatterings. However, the behavior of the devia-
tions depends on the scattering parameter. In addition, we
have found a uniform extrapolation length for both s- and
p-waves, and explained the result in terms of a weighted sum
of the transport mean free paths of the two wave modes.

In the study of the dynamic transport, we are interested
in the energy equilibration behavior near the output bound-
ary. The equilibration ratio reached at long times is also
found to be different from its bulk value. Moving into the
sample, this ratio converges toward the bulk value only when
the sample thickness is increased. These results are consis-
tent with those found in the static transport. However, much
larger sample thickness is needed to reach bulk equilibration
ratio. Finally, through examining the long time decay rate of
the energy density as a function of sample thickness, we
have numerically confirmed the existence of the effective
diffusion constant obtained from the GDE and a unified ex-
trapolation length given as the weighted sum of the transport
mean free paths of the two elastic wave modes.

This paper is organized as follows. In Sec. II, we sum-
marize our theoretical framework by presenting the RTE and
the GDE for the 2D elastic system. In Sec. III, we describe
the physical system and outline the numerical calculations.
The results for the static and dynamic transports are pre-
sented in Secs. IV and V, respectively. A summary of our
main conclusions is given in Sec. VI.

II. THEORY

The 3D RTE for elastic waves and its diffusion approxi-
mation have been extensively studied in the past.4–7,10,14,17 In
the matrix notation, the 2D counterpart of the RTE has the
form

�tI��r,t, ŝ� + V= · �ŝ · �rI��r,t, ŝ�� + �=−1 · I��r,t, ŝ�

=
1

2�
�

2�

V= · P= �ŝ, ŝ�� · I��r,t, ŝ��dŝ�, �1�

where I��r , t , ŝ� is the Stokes vector at position r at time t and
pointing along direction ŝ. Both r and ŝ are vectors on the 2D
plane. �= and V= denote, respectively, the mean free time and
wave velocity matrix, and have the forms

�= = ��p 0

0 �s
� and V= = �vp 0

0 vs,
� , �2�

where the subscripts p and s denote for p and s waves, re-
spectively. The Stokes vector in 2D has two components,
representing the energy density current of p and s waves,
respectively, i.e.,

I� � �Ip

Is
� . �3�

Here we can define the scattering mean free paths lp and ls by

lp
−1 = ��pvp�−1 =

1

2�
�

2�

�P11�ŝ, ŝ�� + P21�ŝ, ŝ���dŝ�, �4�

ls
−1 = ��svs�−1 =

1

2�
�

2�

�P12�ŝ, ŝ�� + P22�ŝ, ŝ���dŝ�, �5�

where the Mueller matrix, P= �ŝ , ŝ��, governs the scattering of
the Stokes vector from directions ŝ� to direction ŝ. For a
medium containing discrete scatters, the Mueller matrix is
related to the density of scatters, �, and the scattering differ-
ential cross-sections of a single scatterer through

P= �ŝ, ŝ�� = �	
d�

d�
�pŝ� → pŝ�

d�

d�
�sŝ� → pŝ�

d�

d�
�pŝ� → sŝ�

d�

d�
�sŝ� → sŝ� 
 . �6�

From the Stokes vector, we can obtain the local energy
density, Ep,s�r , t�, and the local current density, J�p,s�r , t�,
through

Ep,s�r,t� = �
2�

Ip,s�r,t, ŝ�/vp,sdŝ , �7�

and

J�p,s�r,t� = �
2�

ŝIp,s�r,t, ŝ�dŝ . �8�

The RTE, i.e., Eq. �1�, can be simplified by using diffusion
approximation in the long time and long distance limit,
which, for 2D systems, reads
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Ip,s�r,t, ŝ� =
1

2�
vp,sEp,s�r,t� +

1

�
J�p,s�r,t� · ŝ . �9�

Following the procedures given in Ref. 14, we obtain the
following GDE:

�t�Ep�r,t�
Es�r,t�

� − D= · � �Ep�r,t�
Es�r,t�

� = − J= · �Ep�r,t�
Es�r,t�

� , �10�

where D= and J= are, respectively, the diffusion and collision
matrices given by

D= =
1

2N
�vp��ss + �sp − �ss

� � vs�sp
�

vp�ps
� vs��pp + �ps − �pp

� �
� �11�

and

J= =
�

vp
�ps� vp

2 − vs
2

− vp
2 vs

2 � , �12�

with N=����ss+�sp−�ss
� ���pp+�ps−�pp

� �−�sp
� �ps

� �. In the
derivation, we have used the reciprocity relation for the total
scattering cross-section �sp /�ps=vs /vp.18 �nm

� is defined as

�nm
� =�2��ŝ · ŝ���d� /d���nŝ�→mŝ�dŝ. The transport mean

free paths can now be defined from the diffusion matrix, D= ,
as

lp
� = 2�D11 + D21�/vp, �13�

ls
� = 2�D22 + D12�/vs. �14�

By diagonalizing the collision matrix J= in Eq. �10�, we obtain

�tE�̃ �r,t� − D̃
=

· �E�̃ �r,t� = − J̃
=

· E�̃ �r,t� , �15�

where the vector E�̃ �r , t� and the matrices D= and J= in the new
basis become

�Ẽ1

Ẽ2

� =
vp

2

vs
2 + vp

2	 Ep + Es

Ep −
vs

2

vp
2 Es
 , �16�

J̃
=

= �0 0

0 1/�eq
� = �0 0

0 ��ps�vp
2 + vs

2�/vp
� , �17�

and

D̃
=

=
1

vs
2

vp
2 + 1	

vs
2

vp
2 �D11 + D21� + �D12 + D22� D11 + D21 − D12 − D22

vs
2

vp
2 D11 −

vs
4

vp
4 D21 + D12 −

vs
2

vp
2 D22 D11 −

vs
2

vp
2 D21 − D12 +

vs
2

vp
2 D22


 , �18�

respectively. When the bulk equilibration ratio is established,

the lower component of Ẽ� �r , t� becomes zero since Es /Ep

=vp
2 /vs

2. In this case, Eq. �15� is reduced to the following
scalar diffusion equation for the total energy density Etotal

=Ep+Es:

�tEtotal�r,t� − De�Etotal�r,t� = 0, �19�

where De is the diffusion constant at energy equilibration and
is given by

De =
1

1 + vp
2/vs

2 �D11 + D21� +
1

1 + vs
2/vp

2 �D12 + D22� . �20�

In the above derivations, two assumptions have been made.
First, from the RTE, i.e., Eq. �1�, to the GDE, i.e., Eq. �15�,
we have assumed that the p- and s- wave energy densities are
each linear in ŝ, i.e., Eq. �9� is satisfied. This diffusion-type
assumption is valid only after a sufficient number of scatter-
ings so that the source information is completely lost. Thus,
the reduction in the RTE to the GDE does not hold in thin
samples. Second, when the GDE becomes valid in a thick
sample, it will reduce to the DE, i.e., Eq. �19�, when the bulk
equilibration ratio has established. It will be shown later that
the latter assumption is violated near the output boundary
due to the absence of backward scatterings from outside the
sample. However, in most practical situations, such as the

systems considered in this work or in previous study, e.g.,
Ref. 21, the number of scatterings needed to establish bulk
energy equilibration ratio in a thick sample is less than that
needed for the diffusion to set in. In other words, if we move
deeper into a thick sample from the input surface, the bulk
equilibration ratio will stabilize first. A larger depth is re-
quired for Eq. �9� to hold. When Eq. �9� holds, the GDE will
also give the result of the scalar DE because the bulk equili-
bration ratio has already established. However, when the out-
put boundary is approached, the DE will become invalid
again due to deviations from bulk equilibration ratio. In this
case, we will show later that the GDE can give a reasonably
good description of the energy density distributions.

III. NUMERICAL CALCULATIONS

In our study, we used a realistic system reported in Ref.
15. In that paper, the 2D elastic random medium was ob-
tained by randomizing a 2D phononic crystal consisting of a
square array of epoxy cylinders embedded in an iron host.
The cylinders’ axes are parallel to the y-axis. The radius of
the cylinder is rs=0.15a, where a is the lattice constant of the
phononic crystal. The s- and p-wave speeds in iron are vs

=3226.7 m /s and vp=5825.2 m /s, respectively. Thus, the
bulk equilibration ratio of this system is Es /Ep=vp

2 /vs
2

=3.26. The wave speeds in epoxy are vss=1138.4 m /s for
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s-wave and vps=2569.5 m /s for p-wave. Our calculations
were done at two frequencies with scattering parameters
ksrs=0.19 and 2.26, where ks=2� /�s represents the wave
vector of shear wave in the iron host. Both frequencies are
located away from resonances so that the dwell time can be
ignored.15 The former one is in the Rayleigh regime, while
the latter one is in the Rayleigh–Gans regime.11 We calcu-
lated various scattering cross-sections for each case and the
results are �ss=0.0108a, �sp=0.00121a, �ps=0.00218a,
�pp=0.00212a, �ss

� =−0.00284a, �sp
� =−0.000494a, �ps

� =
−0.000893a, and �pp

� =−0.000878a for the case of ksrs

=0.19 and �ss=0.648a, �sp=0.141a, �ps=0.255a, �pp

=0.402a, �ss
� =0.345a, �sp

� =0.00415a, �ps
� =0.00749a, and

�pp
� =0.0597a for the case of ksrs=2.26. From these numbers,

it is easy to see that more energy is scattered in the backward
direction for the case of Rayleigh scattering, as all ��	

� are
negative, whereas for the case of Rayleigh–Gans scattering,
more energy is scattered in the forward direction. The scat-
tering cross-sections are about two orders of magnitude
smaller than the case of Rayleigh–Gans scattering. The
above single-scattering properties in two different regimes
are qualitatively similar to those considered in previous 3D
studies.5,11

We would like to point out that, in the case of strong-
scattering, the above system can have a nonzero averaged
interference energy density �Ei across the sample due to
sharp impedance mismatch at epoxy boundaries. It was re-
ported in Ref. 15 that the value �Ei is about 10% of the total
energy density when �=1 /a2 at ksrs=2.26. In this work, we
ignored the interference energy by scaling down the number
density from �=1 /a2 to �=1 / �s2a2� with s
1 as �Ei
�1 /s2 in the limit of large s. This is equivalent to increase
the lattice constant of the original system from a to sa, while
keep the values of ksrs and rs unchanged. From Sec. II, it is
easy to see that the scaling down of number density is
equivalent to scaling up all the mean free paths by a factor
s2, while keeping their relative magnitudes unchanged. Thus,
if we take a as the length unit of the scatterers, it is conve-
nient to introduce another length unit for mean free paths,
i.e., b�1 / ��a�=s2a. For the two cases considered here, the
following mean free paths are obtained: ls=83.18b, lp

=232.53b, ls
�=61.20b, and lp

� =182.54b for ksrs=0.19 and ls

=1.27b, lp=1.52b, ls
�=2.26b, and lp

� =1.81b for ksrs=2.26.
Here, ls,p and ls,p

� correspond to, respectively, the scattering
and transport mean free paths.

Consider a plane-wave normally incident ��=0� on the
front surface �z=0� of the slab of thickness L. For the static
transport, we used time-independent incident energy and
dropped all the time dependence in Eqs. �1� and �10�. For
dynamic transport, we used a delta-function incident energy
in time. As noted earlier, we simplified our investigation by
assuming non-reflecting boundaries so as to neglect the com-
plication from the internal reflections.

The equivalent integral equation to Eq. �1� in the static
case has the following form:

I��z,�� = I�0��� − 0��e−z/lp 0

0 e−z/ls �
+ �

0

2� �
0

z dx

cos �
�e−�z−x�/lp cos � 0

0 e−�z−x�/ls cos � �
P= ��,���I��x,���d��, �21�

for the forward energy current with 0���� /2 and 3� /2
���2�, and

I��z,�� = �
L

z dx

cos �
�e−�z−x�/lp cos � 0

0 e−�z−x�/ls cos � �
��

0

2�

P= ��,���I��x,���d��� , �22�

for the backward energy current with � /2���3� /2. In
obtaining the integral equations, we have incorporated the
following boundary conditions:

I��0,�� = I�0��� − 0�, 0 � � �
�

2
and

3�

2
� � � 2� ,

I��L,�� = 0,
�

2
� � �

3�

2
. �23�

These integral equations can be readily solved by numerical
iteration. For the dynamic transport, we worked in the fre-
quency space.19 With the substitutions lp

−1→ lp
−1+ i� /vp, and

ls
−1→ ls

−1+ i� /vs, where � is the frequency, the time-
dependent equations become identical to the previous time-
independent equations. The equations can be solved similarly
through numerical iteration. The temporal results can then be
retrieved through the Fourier transform:

�Ip�z,�,t�
Is�z,�,t�

� = �
−�

� �Ip�z,�,��
Is�z,�,��

�ei�td� . �24�

To solve the GDE, we used a line source close to the
input surface of the slab at a penetration depth, zp, inside the
sample. We specify this energy source as Q�z , t�=��z
−zp�E0�t�. The value of zp is determined by averaging a dis-
tribution of penetration depth weighted by the exponential
attenuation of the coherent intensity.20 For simplicity, we
used the scattering mean free path of the incident wave as the
penetration depth, i.e., zp= lp or ls depending on the polariza-
tion of the incident wave. We supplement the GDE with the
following boundary conditions:

�vp 0

0 vs
��Ep

Es
� �

�

2
D=

�

�z
�Ep

Es
� = 0, �25�

where the “+” sign is for z=L surface, and the “�” sign is
for z=0 surface. These equations are obtained from the flux
conservation method mentioned in Ref. 14 for the non-
reflecting boundaries.

In the static case, Eq. �10�, with a source term, can be
written as
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− D= ·
d2

dz2�Ep�z�
Es�z�

� = − J= · �Ep�z�
Es�z�

� + E� 0��z − zp� , �26�

where E� 0= � 1
0

� for zp= lp or E� 0= � 0
1

� for zp= ls. The equation
above can be solved analytically inside �0,zp� and �zp ,L�,
respectively. The general solution has the form

�Ep

Es
� = �u0 + u1z��1/vp

2

1/vs
2 �

+ �u2e−Kmz + u3eKmz�D= −1 · � 1

− 1
� , �27�

where u0, u1, u2, and u3 are real constants to be determined,
and Km=�De / �det D= ·�eq�, with �eq given by ���ps�vp

2

+vs
2� /vp�−1. The determination of the eight constants, with

four for the interval �0,zp� and four for the interval �zp ,L�, is
obtained by two vector equations at z=zp:

�E� �z→zp
− = �E� �z→zp

+ �28�

and

d

dz
�E� �z→zp

− −
d

dz
�E� �z→zp

+ = D= −1 · E� 0, �29�

together with the boundary conditions given by Eq. �25�.
In the dynamic case, the GDE, in the frequency space,

has the form

− D= ·
d2

dz2�E�,p�z�
E�,s�z�

� = − �J= + i�I=� · �E�,p�z�
E�,s�z�

�
+ E� 0��z − zp� . �30�

The general solution in the regions �0,zp� and �zp ,L� now
has the form

�E�,p�z�
E�,s�z�

� = �u1 + u2i�ei�1zv� 1 + �u3 + u4i�e−i�1zv� 1

+ �u5 + u6i�ei�2zv� 2 + �u7 + u8i�e−i�2zv� 2, �31�

where �1
2 and �2

2 are the two nondegenerate complex eigen-
values of the matrix D= −1 · �J=+ i�I=�, and u1 to u8 are arbitrary
real coefficients. The exact values of these coefficients for
the specific solution are determined again by the conditions
at z=zp and the boundary conditions at z=0 and z=L. The
time-dependent results were then calculated by using Eq.
�24�.

IV. RESULTS FOR STATIC ENERGY TRANSPORT

We first discuss the case of Rayleigh–Gans scattering,
i.e., ksrs=2.26. In Figs. 1�a� and 1�b�, we show the static
p-wave and s-wave energy density distributions, Ep�z� and
Es�z�, inside a slab of thickness L=7.9ls for p- and s-wave
incidences, respectively. In each figure, the open squares and
diamonds denote, respectively, the energy density distribu-
tions for p- and s-waves obtained from the RTE. The dash-
dotted and dotted curves are the results obtained from the
GDE. The corresponding results for L=15.8ls are shown in
Figs. 2�a� and 2�b�. We noted that due to our use of the
energy line source there exist un-physical kinks at z= lp,s in
the diffusion results. This requires us to study the region

away from the line source for comparing the results of the
GDE and that of the RTE. For the p-wave incidence, we
found from Fig. 1�a� that although good agreement is
reached for Ep�z� when z�3.9ls, discrepancy persists in
Es�z� for the entire range of z. However, from Fig. 2�a�, we
found good agreements for both Ep�z� and Es�z� when z

7.9ls. Similarly, for an s-wave incidence, both Figs. 1�b�
and 2�b� indicate that diffusion theory is valid when z

3.9ls. The larger sample size is needed for the p-wave
incidence because that p-wave energy is the minor compo-
nent at equilibration, so more scatterings are needed to re-
distribute the energy into the two wave modes from the in-
cident p-wave energy.

To investigate energy equilibration, we calculated the
ratio of the s-wave energy density to the p-wave energy den-
sity and compared it with the ratio Es /Ep=vp

2 /vs
2 predicted

for an unbounded medium. In Figs. 3�a� and 3�b�, we plotted
the function Es�z� /Ep�z� inside the slab for L=7.9ls and
15.8ls, respectively. In each figure, the results of both s-wave

FIG. 1. The static energy density distributions in a sample with thickness
L=7.9ls. �a� The results are calculated from both the RTE and the GDE with
pure p-wave incidence. �Es�z�: s-wave energy density; Ep�z�: p-wave energy
density.� �b� The results obtained with pure s-wave incidence.

FIG. 2. Same as in Fig. 1, but with L=15.8ls.
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and p-wave incidences are shown. The long-dashed horizon-
tal line shows the bulk equilibration ratio, i.e., vp

2 /vs
2=3.26.

Figure 3�a� shows that complete energy equilibration is not
reached inside the thin slab with thickness L=7.9ls, whereas
Fig. 3�b� shows that the bulk ratio is reached and stabilize
when L=15.8ls. However, from a more careful examination
of this figure, we found that the s-wave incidence gives satu-
rated ratios of 3.421 and 3.266, respectively, for L=7.9ls and
L=15.8ls, which are about 5% and 0.2% above the bulk ra-
tio. Further examination on Fig. 3�b� reveals that the depth
needed for reaching within 1% of its bulk equilibration ratio
is about 6.5ls for the s-wave incidence and 8.7ls for the
p-wave incidence. Again, we found that more scatterings are
needed for the p-wave incidence to reach the bulk equilibra-
tion ratio. This is consistent with the previous finding of Ref.
11 in a dynamic study of 3D system. However, the above
numbers seem to suggest that energy equilibration is stabi-
lized after diffusion has set in. This is in contrast with an-
other previous dynamic study in a bulk medium which
showed that energy equilibration is stabilized before diffu-
sion has set in.21 In that work, the comparison was made on
the angular distribution of energy density current, Is,p�z ,��,
rather than its average, Es,p�z�. To make a similar compari-
son, we also plot in Fig. 4 the functions Is,p�z ,�� obtained
from both the RTE and the GDE at some depths inside the
sample for both the s- and p-wave incidences. From this
figure, it is found that the distance for diffusion to set in is
about 8ls for the s-wave incidence and 9ls for the p-wave
incidence. These depths are slightly longer than those needed
for the stabilization of energy equilibration, and is in consis-
tent with the finding of Ref. 21.

Figure 4 also implies that Eq. �15� of the GDE is valid
only when z
8ls for the s-wave incidence and z
9ls for the
p-wave incidence. In the region where the GDE is valid, we
would expect that the scalar DE of Eq. �19� is also valid due
to the establishment of the bulk equilibration ratio. However,
the DE becomes invalid near the output boundary where de-

viations from the bulk equilibration ratio are found, as can be
seen from Fig. 3. Near the output boundary, the equilibration
ratio increases above its bulk value when output boundary is
approached. In other words, the s-wave energy density tends
to outweigh p-wave energy density at the boundary. How-
ever, this up-turn phenomenon is not universal. We will show
later that the opposite is true for the case of ksrs=0.19. The
origin of this phenomenon will be discussed at the end of this
section. It should be pointed out that energy equipartition, in
principle, cannot be fully completed in a finite-sized sample
due to the presence of small diffusive currents, J�p,s, appear-
ing in the last term of Eq. �9� that makes Ip,s slightly deviate
from being isotropic.21 This is clearly seen in Fig. 4, in
which the angular distribution is not isotropic at z=9ls, at
which the energy equilibration has already stabilized. This is
different from the case of semi-infinite media studied
previously,5–7 in which Ip,s can be isotropic due to the ab-
sence of diffusive currents.

For scalar waves, when the wave energy becomes diffu-
sive after a sufficient number of random scatterings, an ex-
trapolation length, ze, is normally introduced to describe the
boundary condition of the corresponding diffusion equation.
This length is defined and determined from the linear decay
of the diffusive energy density inside the slab toward its
boundary. In the case of a non-reflecting boundary, ze has
been determined from the Milne solution and found to be
0.7104l� for 3D systems.22 In 2D, the solution of the Bethe–
Salpeter equation gives ze=0.82l�.23 However, by using flux
conservation at the sample boundary, one obtains ze=2l� /3
for 3D systems and ze=�l� /4 for 2D systems.24,25 Here l� is
the transport mean free path. For the case of elastic waves
studied here, due to mode-mode scatterings, energy distribu-
tion of either s waves or p waves does not decay linearly as
can be seen from the last term in Eq. �27�. However, when L
is sufficiently large and the bulk equilibration ratio is ap-
proached, the first term on the right-hand side of Eq. �27�,
which gives the linear decay of the energy densities of both

FIG. 3. �a� The energy density ratio in sample with thickness L=7.9ls. The
figure is obtained from the results in Figs. 1�a� and 1�b�, for which the
incident wave is p- and s-waves, respectively. The long-dashed line shows
the bulk equilibration ratio. �b� same as �a� but with L=15.8ls

FIG. 4. Angular distributions of Ip,s at ksrs=2.26. Inner circles represent Ip

and outer circles are for Is. The solid and dashed curves are obtained form
RTE and GDE, respectively. �a�–�c� are results for s-wave incidence at
depths of 5ls, 7ls, and 8ls, respectively. �d�–�f� are results for p-wave inci-
dence at depths of 5ls, 7ls, and 9ls, respectively. The arrow in each figure
shows the forward scattering direction, i.e., �=0.
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wave modes and their bulk equilibration ratio, dominates the
entire energy distribution and the second term is negligibly
small except near the boundary, as shown in Fig. 3�b�. Thus,
if we ignore the deviation near the output boundary, we can
still obtain a unified extrapolation length for both wave
modes from the relation ze=−u0 /u1−L, where u0 and u1 are
constants in Eq. �27�. For samples of thicknesses L=15.8ls,
23.6ls, and 39.4ls, we found ze=1.3ls, independent of sample
thickness. It is interesting to relate the value ze=1.3ls found
here to the weighted sum of the transport mean free path of
the two wave modes, i.e.,

leff
� =

1

1 + vp
2/vs

2 lp
� +

1

1 + vs
2/vp

2 ls
�, �32�

which gives the value 1.7ls. With this definition of the effec-
tive mean free path, we have ze��� /4�leff

� , which is consis-
tent with the result found for 2D scalar waves.25

For the case of Rayleigh scattering, i.e., ksrs=0.19, we
plot the ratio of s-wave energy to p-wave energy in a slab
with a thickness of L=24.0ls in Fig. 5. In this case, the
p-wave incidence gives a saturated ratio of 3.248, which is
about 0.4% below the bulk ratio. The depth required for
reaching within 1% of the equilibration ratio is 9.1ls for the
s-wave incidence and 10.2ls for the p-wave incidence. These
numbers are larger than the corresponding numbers found for
the case of Rayleigh–Gans scattering and, therefore, depend
on the scattering parameter. Similar conclusion has been
found in Ref. 11. In Fig. 6, we also plot the functions
Is,p�z ,�� obtained from both the RTE and the GDE at certain
depths. From this figure, we find the depths for diffusion to
set in, or the GDE to become valid, are about 11ls and 18ls

for the s-wave and p-wave incidences, respectively. These
numbers are again consistent with the findings of Ref. 21.
Here we also find the depth required for diffusion to set in
for the p-wave incidence is about twice that required for
s-wave incidence. This is different from the case of
Rayleigh–Gans scattering, where two depths are comparable
to each other. The difference, we believe, is due to a larger
ratio of lp / ls for the case of ksrs=0.19, which is 2.8, than the
case of ksrs=2.26, which is 1.2. This is, again, consistent

with the previous conclusion drawn for the case of Rayleigh–
Gans scattering that more scattering is needed for p-wave
incidence to reach diffusion.

One interesting phenomenon exhibited in Fig. 5 is that
there is a decrease in the energy ratio when the output
boundary is reached. This is different from the previous case
of ksrs=2.26, which exhibits a slight up-turn in the energy
ratio near the output boundary. These deviations from the
bulk equilibration ratio arise from the incomplete scatterings
at the output boundary. This can be understood from the
following qualitative analysis of the forward and backward
scattered energy densities. We first enlarge the previous
samples by doubling their thicknesses. Near the middle of
the new samples, the ratios of Es /Ep is close to 3.26. Then,
we estimated, at the middle points of the samples, the ratios
of s-wave energy to p-wave energy contributed by the back-
ward current coming from the right-half of the sample. The
ratio, to the first order approximation, can be estimated as
�Es��ss−�ss

� �+Ep��ps−�ps
� �� / �Es��sp−�sp

� �+Ep��pp−�pp
� ��,

which gives the values of 1.64 and 5.57 for ksrs=2.26 and
0.19, respectively. The former number is smaller than the
bulk ratio 3.26, while the latter number is larger. This implies
that for the case of ksrs=2.26 the s-wave energy density has
less contribution from the backward current than the p-wave.
Since in our study we used the non-reflection boundary con-
dition, there is no backward current at the sample boundary,
which is equivalent to moving away the right-half of the
double-sized sample. Therefore, the ratio of s-wave energy to
p-wave energy increases accordingly. On the contrary, for
the case of ksrs=0.19, the s-wave energy density has more
contribution from the backward current than p-wave. Thus,
the cutoff of the backward current gives rise to a decrease in
the ratio of the s-wave energy to p-wave energy at the slab
boundary. Here we do not consider mismatched boundary
condition. Internal reflections caused by a mismatched
boundary can provide backward currents which tend to re-
store the bulk equilibration ratio. It has been reported that the

FIG. 5. �a� The energy density ratio in sample with thickness L=24.0ls. The
figure is the same as Fig. 3 while the sample is changed in which ksrs

=0.19.

FIG. 6. The same as Fig. 4, but for the case of ksrs=0.19. �a�–�c� are results
for s-wave incidence at depths of 5ls, 9ls, and 11ls, respectively �d�–�f� are
results for p-wave incidence at depths of 5ls, 16ls, and 18ls, respectively. The
arrow in each figure shows the forward scattering direction, i.e., �=0.
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presence of a fluid-solid interface in a semi-infinite 3D me-
dium can increase the approach to the diffusive limit and
bulk energy equilibration near the interface.7 However, such
an interface can also produce a nonzero interference energy
in a distance of a few shear wavelengths near the interface as
has been observed in seismic coda waves.12

V. RESULTS FOR DYNAMIC ENERGY TRANSPORT

To study the dynamic energy transport, we used a delta-
function pulse incident onto one surface of a slab of thick-
ness L at time t=0. Here, we, again, focus our discussion on
the case of ksrs=2.26. By solving the time-dependent RTE,
we can obtain a time-resolved energy density, Es,p�t�, at any
position along the slab. Here we focus on various time-
resolved energy densities close to the output surface. A typi-
cal result for the p-wave incidence with 11.8ls is shown in
Fig. 7�a�, in which the time unit is the mean free time, �s

= ls /vs, of the s-wave. The coherent energy component
E0e−L/lp��t−L /vp� has been subtracted, so the figure shows
only the energy densities of the scattered waves. We ob-
served that the p-wave energy density exhibits a sharp peak
and followed by a diffusive tail. The sharp peak represents
the wave energy that transports through the sample ballisti-
cally and is formed by the forward-scattered energy from a
few scatterings. As these waves propagate almost straightly
toward the output boundary, the transport time is close to that
of the coherent beam, i.e., tpeak=L /vp. This ballistic peak
decays exponentially with L. The diffusive tail represents the
wave energy that arrives at the output surface after many
scatterings inside the sample. According to the conventional
diffusion theory, the transport time of the diffusive peak is
proportional to L2. The results for pure s-wave incidence
have similar features.

Beyond the diffusive peak, both s-wave and p-wave en-
ergy densities exhibit exponential decay in time, in agree-
ment with the conventional diffusion theory. This exponen-
tial decay is also associated with the energy equilibration

between s-waves and p-waves, i.e., the ratio of the two en-
ergy densities reaches a constant value. These two phenom-
ena can be easily demonstrated by re-plotting the energy
densities in log-scale, as shown in Fig. 7�b�. The two parallel
straight lines at later times for the s-wave and p-wave energy
densities indicate that energy equilibration has been reached.
Similar to the static case shown in Fig. 3, the equilibration
ratio found here does not depend on the source polarization
and is higher than the bulk ratio 3.26 near the output bound-
ary. The discrepancy can partly be attributed to the same
boundary condition arguments as discussed in Sec. IV for the
static transport. When we move our measurement position
away from the output surface inside the sample, the influence
of the boundary decreases, and the equilibration ratio de-
creases gradually and saturates to a constant value, which is
about 3.33, when the distance from the output surface is
about 5.5ls. This is shown by open circles in Fig. 8. It is
interesting to notice that the saturated ratio is still 2% above
the bulk ratio. The reason, we believe, is the existence of the
other boundary. This can be checked by using a larger L. The
results of L=15.8ls ,23.6ls, and 39.4ls are also plotted in Fig.
8. The saturation ratios indeed approach the bulk value when
L is increased. It reaches to about 0.2% of the bulk value
when L=39.4ls, which is about two to three times the size
required for the static equilibration ratio to reach about 0.2%
of the bulk equilibration ratio, as shown in Fig. 3�b�. The
reason for a larger size to reach the same degree of equili-
bration in the dynamic case is probably because of the dif-
ference in the static and dynamic spatial energy distributions.
In the static case, the energy distribution is peaked close to
the input surface, as shown in Figs. 1 and 2, whereas in the
dynamic case, the peak of the energy distribution at long
time is always at the middle of the sample. Similar results
are found from the GDE, which are shown by dash-dotted
lines in Fig. 8. Excellent agreements between the RTE and
GDE are evident at long times when L
11.8ls. We have
fitted the saturated equilibration ratio obtained from the RTE

FIG. 7. �a� The time-resolved transmitted energy densities at the output
surface of a slab with L=11.8ls. The results are calculated by RTE with pure
p-wave incidence. Es�t� for s-wave energy density and Ep�t� for p-wave
energy density. �b� Re-plot of �a� with the vertical axis changed to log-scale.
Time unit is the mean free time of the s-wave.

FIG. 8. Dynamic equilibration ratio inside slabs with different thicknesses,
obtained by solving the RTE. The horizontal axis shows the positions inside
the slab as measured by their distance from the output surface. The dot-
dashed lines are the results obtained by solving the GDE for corresponding
sample sizes. The analytical equilibration ratio is presented by the long-
dashed line.
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by a function y=a0+a1x+a2x2+a3x3 with x=1 /L and found
a0=3.253, which is consistent with the bulk ratio of 3.259
obtained in an unbounded medium.

We also studied the exponential decay of the total en-
ergy densities in the long time regime by using the result of
scalar diffusion theory, i.e., by assuming E�t��e−�t with a
decay rate

� =
D�2

�L + 2ze�2 , �33�

where D is the diffusion constant and ze is the extrapolation
length.26 By fitting Eq. �33� to the calculated decay rates at
L / ls=11.8, 15.8, 23.6, and 39.4, we obtained both the ex-
trapolation length, ze=1.3ls, and the effective diffusion con-
stant, D=1.0lsvs. These values are consistent with the value
obtained previously in the static transport and Eq. �20�, i.e.,
De=0.98lsvs, at energy equilibration.

For the case of ksrs=0.19, we plot in Fig. 9 the dynamic
equilibration ratio inside slabs with different sample thick-
nesses as a function of the distance away from the output
surface. These results are obtained from the GDE. Similar to
the static case shown in Fig. 5, Fig. 9 exhibits a down-turn
behavior in the equilibration ratios near the output boundary
due to the absence of backward scatterings. Away from the
output boundary, the equilibration ratio increases and over-
shoots the bulk equilibration ratio before it saturates. Such an
overshot behavior is not seen in the case of ksrs=2.26. The
reason for the overshot is not clear. The saturated ratios ap-
proach the bulk value when the sample becomes thicker. The
ratio reaches within 1% of the bulk value when the sample
thickness is as large as 60.1ls, which is, again, larger than the
size required for the static case.

VI. CONCLUSIONS

In summary, we have studied the static and dynamic
energy transports of 2D elastic waves through random slabs
by using both the RTE and the GDE. The GDE can be re-
duced to a scalar DE with an effective diffusion constant
when the bulk energy equilibration ratio is established. By
comparing the results obtained from the RTE and the GDE,

we are able to determine the region of validity of the GDE,
which is much easier to solve than the RTE. Both Rayleigh
and Rayleigh–Gans scatterings were considered. We have
demonstrated the processes of energy equilibration and dif-
fusion. We have shown that more scatterings are needed to
establish a diffusive behavior than to stabilize the bulk en-
ergy equilibration ratio in a thick sample, independent of
source polarization. This implies that whenever the GDE is
valid after diffusion has set in, it also gives the result of the
scalar DE. However, the DE becomes invalid near the output
boundary, where deviations from the bulk equilibration ratio
always occur due to the absence of backward scattering.
Such deviations are independent of source polarization but
are sensitive to the single-scattering properties of the random
media.

We have also showed that a deeper depth is needed to
establish a diffusive behavior and energy equilibration when
the incident wave mode belongs to the minority component
at equilibration. The precise depth depends on the scattering
properties of a single scatterer and can be quite different
between Rayleigh and Rayleigh–Gans scatterings. The bulk
equilibration ratio can only be established inside the sample
when the sample thickness is sufficiently large. And much
larger sample thickness is required for the dynamic equili-
bration ratio to reach its bulk value. Finally, we have ob-
tained a valid expression for the extrapolation length for the
diffusion equation in elastic waves when the bulk equilibra-
tion ratio is reached inside a sample. Although the results
obtained here are for 2D systems, we expect that their quali-
tative features will also hold for 3D systems.
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Theorems indicating that a fully equipartitioned random wave field will have correlations equivalent
to the Green’s function that would be obtained in an active measurement are now legion. Studies
with seismic waves, ocean acoustics, and laboratory ultrasound have confirmed them. So motivated,
seismologists have evaluated apparent seismic travel times in correlations of ambient seismic noise
and tomographically constructed impressive maps of seismic wave velocity. Inasmuch as the
random seismic waves used in these evaluations are usually not fully equipartitioned, it seems right
to ask why it works so well, or even if the results are trustworthy. The error, in apparent travel time,
due to non-isotropic specific intensity is evaluated here in a limit of large receiver-receiver
separation and for the case in which the source of the noise is in the far field of both receivers. It
is shown that the effect is small, even for cases in which one might have considered the anisotropy
to be significant, and even for station pairs separated by as little as one or two wavelengths. A
formula is derived that permits estimations of error and corrections to apparent travel time. It is
successfully compared to errors seen in synthetic waveforms.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3203359�
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I. INTRODUCTION

Much recent research has focused on the correlations of
seismic, ocean acoustic, and laboratory ultrasonic noise.
Theorems indicating that a fully equipartitioned noise field
will have correlations C��� essentially equivalent to the
Green’s function G��� that would be obtained in an active
measurement are now legion.1–4 These have been supported
by laboratory experiments5–10 and analysis of ocean acoustic
and seismic field data.11–13 The identity promises to facilitate
the acquisition of acoustic information without the use of a
controlled source. Applications in seismology and explora-
tion geophysics where sources are earthquakes or thumper
trucks or explosives are especially interesting. The condi-
tions on acoustic noise such that its correlations will indeed
converge to the Green’s function, and the rate and quality of
that convergence, remain active areas for inquiry. Many
questions relate to the robustness of the identity for the case
of imperfectly diffuse noise fields, the effect of only partial
equipartition, and the effect of dissipation. Questions as to
how one might compensate in the case of imperfectly diffuse
noise are also arising.14 Reviews may be found in the special
June 2006 issue of Geophysics.15,16 A tangential literature has
entertained sundry generalizations of the basic identity, for
example, to media lacking time-reversal invariance,17,18 to
dissipative media19 and to the diffusion equation,20 and to
structural acoustics and discrete media.21,22

It has long been recognized that field-field correlations
of narrow-band diffuse waves have a universal local short
range structure equal to a Bessel function of order zero. Roll-
wage et al.23 showed that diffuse fields with wavenumber k

in a shallow water tank have correlations ���x���y��
�Jo�k�x−y��. It is well known that the ensemble average
�over different realizations of a multiple scattering medium�
of field-field correlations in three dimensions is a spherical
Bessel function of order zero as attenuated by scattering
���x���y���Jo�k�x−y��exp	−�x−y� /meanfreepath
. The mi-
crotremor survey method24,25 suggested by Aki in 1957 and
in wide use in seismology today is based on this notion of
local correlations being essentially Bessel functions. In all
this work it seems to have been little recognized that the
Bessel-character of the short range local correlations has an
extension to long ranges and to the time domain. It transpires
that such fields have correlations equal to the imaginary part
of Green’s function21 in turn equal to a Bessel function only
at short range in an unbounded continuous homogeneous
scalar medium. Field-field correlations are thus in general
richer than simple Bessel functions; they depend on the type
of wave, and include effects from the structure and geometry
of the medium.

Proof of the identity between correlations and Green’s
function varies with definition of a diffuse field. In finite
bodies it is convenient to take a modal perspective, in which
a diffuse field has uncorrelated normal mode amplitudes but
with equal expected energies. This definition is commonly
adopted in room acoustics and structural vibration26,27 and in
thermal physics.

In the so-called ballistic case, with few scatterers, the
proofs are especially simple and intuitive.2,4 It is this case
that pertains to travel time tomography and attracts the most
attention in seismology.16,28,29 Seismologists have con-
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structed high resolution maps of Rayleigh and Love wave
velocities from tomographic analyses of travel times seen in
correlations of ambient seismic noise.28,29

An imperfectly equipartitioned diffuse field precludes
confident application of field correlation methods, or so one
imagines. Ambient seismic noise as used in Refs. 28 and 29
at frequencies below 1 Hz, usually has its origin in ocean
storms and thus has a preferred direction. Seismic coda, as
used in Ref. 30 has a degree of isotropy that develops slowly
as the coda ages. Laboratory experiments5–10 with ultrasound
can be designed to better conform to the demands of the
theorems but, except for the case of thermal noise,5,31,32 even
their correlations fail to perfectly match conventional wave-
forms obtained actively. Nevertheless noise correlations con-
tinue to provide useful information. They have been used to
detect changes in material properties,33,34 and most strikingly
have been used in spite of the imperfect equipartition to gen-
erate high resolution maps of seismic velocity.28,29 These
maps appear to be robust, but doubts remain. How reliable
are they? Why do they appear so robust in spite of the an-
isotropy of the diffuse field upon which they are based? The
familiar condition that the noise field be fully equipartitioned
in order to recover Green’s function is perhaps over restric-
tive for the purpose of estimating travel times.2

Snieder2 showed that, in an asymptotic limit in which
the two receivers are separated by a distance long compared
to a wavelength, and when the distribution of diffuse ballistic
intensity is smooth, albeit not necessarily isotropic, the cor-
relation is the Green’s function; one need not have a fully
equipartitioned isotropic noise field. There were in that dis-
cussion, however, no indications as to the errors that might
follow from a nonsmooth intensity distribution, or a less than
fully asymptotic receiver separation. Recently Malargia and
Castellaro35 argued that the apparent robustness is due to the
probability density function for the direction of an incident
plane wave corresponding to a probability density function
for apparent seismic velocity that is strongly peaked at the
actual seismic velocity. In Sec. II, we readdress the deriva-
tion of the relation between G and C, but for a non-isotropic
distribution of incident incoherent intensity. Attention is con-
fined to the two dimensional case, as the case of three di-
mensions is both analytically simpler and of less practical
importance. Sections III–VIII analyze the effect of that
nonisotropy on practical estimates of travel time at finite
receiver separations. It is shown that a travel time estimate is
corrupted only slightly at realistic values for these param-
eters. An expression for the travel time correction is derived.

II. FIELD CORRELATIONS IN A NONISOTROPIC
DISTRIBUTION OF DIFFUSE PLANE WAVE INTENSITY

Consider two receivers as in Fig. 1: one at origin, and
the other a distance x from the origin. We distribute incoher-
ent impulsive sources s��� over an annular region of �large�
radius R around the receivers. With �s�=0, and �s���s*�����
=B������−���.

These give rise to a field ��r , t� whose Fourier transform

�̃�r,�� =� ��r,t�exp�− i�t�dt

is a superposition of cylindrical waves from the many
sources s.

�̃�x,�� =� s���d� exp�i�R − i�x cos ��/�Ri�� − i�� .

�1�

The angle � is defined relative to the strike line connecting
the receivers. Here and below integrals over � are over a full
2� and integrals over t and � are from −� to �, unless
otherwise noted. The usual −i� has been inserted to analyti-
cally continue � to its complex plane; it resolves ambiguities
at real �, and the choice of sign assures causality.36 The
cylindrical waves have been written in a form valid for as-
ymptotically large �R. Thus the present derivation is re-
stricted to noise whose sources are in the far field. The re-
ceivers at 0 and x are not required to be in each other’s far
fields; indeed, attention is chiefly directed to the case in
which they are separated by distances of order one wave-
length. Units are used such that wave speed is unity.

The field has correlation defined by

C�r,r�,�� =� ��r�,t���r,t + ��dt . �2�

By the Wieiner–Khinchin cross-correlation theorem, C is the

inverse Fourier transform of ��̃*�̃�

C�r,r�,�� =
1

2�
� d���̃�r�,��*�̃�r,���exp�i��� . �3�

The time derivative of the correlation between receivers at
r=0 and r�= ix is

FIG. 1. Incoherent sources distributed at large distance from a pair of re-
ceivers.
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C0,x� ���  ��� ��0,t���x,t + ��dt ,

C̃0,x� ���  i�� C0,x���exp�− i���d�

= i���̃�0,��*�̃�x,��� �4�

The relevant expectation is

��̃�0�*�̃�x�� = �� s����d��

	� s���d� exp�− i�x cos ��/R��2 + �2�
=� B���d� exp�− i�x cos ��/R��2 + �2. �5�

We now return to the time domain, first multiplying by
i� �to impose the � derivative needed for equivalence to G�
and also inserting a rescaling factor −R /4� for simplification
of the final expressions.

C0,x� ��� =
− 1

4�
� B���d�i sgn���

	exp�− i�x cos ��exp�i���d� . �6�

The factor sign��� arises from lim�→0+ � / ��2+�2. B��� is
now written in a Fourier series �cosines only, by symmetry,
as the receiver correlation does not distinguish between posi-
tive and negative ��

B��� = B0 + B1 cos � + B2 cos 2� + ¯ . �7�

The odd harmonics could be removed by choosing to con-
sider only a lapse time-symmetrized version of C.

The integration over � is found in Abramowitz and Ste-
gun 9.1.21 of Ref. 37. Thus

C0,x� ��� = −
1

2�
q

�− i�qBq�
−�

�

i sgn���exp�i���Jq��x�d� .

�8�

The evenness or oddness of J corresponds to that of q and so
one may write

� i sgn���exp�i���Jq��x�d�

= �2i�
0

�

Jq��x�cos����d� for q odd

− 2�
0

�

Jq��x�sin����d� for q even.� �9�

Thus,

C0,x� ��� = �
even q

�− 1�q/2Bq�
0

�

sin����Jq��x�d�

+ �
odd q

�− 1��q+1�/2Bq�
0

�

cos����Jq��x�d� .

�10�

These integrals are found in Abramowitz and Stegun 11.4.37
and 38 of Ref. 37. We take x
0 without loss of generality,
and �
0 by recognizing that the expressions below can be
evaluated for negative � by replacing it with ��� and changing
the signs of the terms Bq for which q is even.

The expressions differ depending on whether or not x
��.

C0,x� ��� = �− B1/x − 2B2�/x2 + B3�1 − 4�2/x2�/x

+ ¯ �, x � �

=
1

��2 − x2
�B0 + xB1/�� + ���2 − x2�

+ x2B2/�� + ��2 − x2�2 + x3B3/�� + ��2 − x2�3

+ ¯ �, x � � . �11�

In the special case of isotropy, where Bq=0 except for q=0,
one recovers the well known result that C� is equal to the
time-symmetrized Green’s function, where G is

G = �0 for �x� � ���

sgn���/��2 − x2 for �x� � ��� .� �12�

These expressions have been evaluated numerically for a
few choices 	Bq
. Two of these are plotted in Fig. 2. A few
points are evident: Nonisotropy leads to C� having support at
times before the arrival of the Green’s function; the wave-
form includes not just the trivial anticausal part at negative �,
but also a noncausal part at ���� �x�. One also observes that
every plot has a singularity at the arrival time �= x. In
most cases the singularity is of the form 1 / ���2−x2�, but in
some cases, notably Fig. 1�d� where B��� and B�0� are close
to zero, the singularities at the arrival times are less severe.
Nevertheless, identification of arrival time is not difficult in
any of these waveforms; lack of isotropy does not degrade
estimation of wavespeed in these broad-band signals.

III. BAND-LIMITED CORRELATIONS

In practice, correlation waveforms have finite band-
width. To address practical questions, we must therefore con-
volve the above waveforms with the time domain version of
the square of the spectrum, a necessarily even function of
time. In this case, Eq.�6� is modified:

C0,x� ��� =
− 1

4�
� B���d�i sgn���

	exp�− i�x cos ��exp�i����ã����2d� �13�

If B is expanded in a Fourier series, Eq. �7�, one has

J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Weaver et al.: Correlation of non-isotropic fields 1819



C0,x� ��� = −
1

2�
q

�− i�qBq�
−�

�

i sgn���exp�i���Jq��x�

	�ã����2d� . �14�

The new factor �a�2 is the spectral power density of the
noise, assumed here to have been independent of direction �.
It is necessarily even and real. It is useful to take it in the
form of a �nonunique� sum of real contributions centered on
positive and negative frequencies �o:

�ã����2 = Ã�� − �0� + Ã�� + �0� . �15�

In particular, it can be useful to take these contributions to be
Gaussian

Ã��� = exp�− �2T2� �16�

and to be real with chief support near �=0. Its inverse Fou-
rier transform is

1

2�
� �ã����2 exp�i�t�d�

= exp�i�0t�A�t� + exp�− i�0t�A�− t� , �17�

where A is the inverse Fourier transform of Ã and A�−t�
=A*�t�. If Ã��� is the Gaussian described above, then A�t� is

A�t� =
1

2T��
exp�− t2/4T2� . �18�

If as before we take B in a Fourier series, we may con-

fine our integration to positive � if we assume Ã��−�0� has
no support at negative �. Then

� i sgn���exp�i���Jq��x��ã����2d�

= �2i�
0

�

Jq��x�cos����Ã�� − �0�d� for q odd

− 2�
0

�

Jq��x�sin����Ã�� − �0�d� for q even.�
�19�

So that,

C0,x� ��� = �
q even

�− 1�q/2Bq�
0

�

sin����Jq��x�Ã�� − �0�d�

+ �
q odd

�− 1��q+1�/2Bq�
0

�

cos����Jq��x�Ã�� − �0�d� .

�20�

IV. BAND-LIMITED HIGH FREQUENCY
CORRELATIONS WAVEFORM NEAR NOMINAL
ARRIVAL TIME

At asymptotically large �x, Eq. �20� may be simplified
by recalling
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FIG. 2. Two examples of non-isotropic B��� ��a� and �c�� and the corresponding broadband field correlation ��b� and �d�� for distance x=1. Light line is
Green’s function, and the bold line is the correlation. The two cases correspond, respectively, to 	Bq
= 	1,0.7,0.3,0.2,0 ,0 ,0 , . . . 
 in �a� and �b�, and 	1,0 ,
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 in �c� and �d�.
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Jq��x� � �2/��x cos	�x − �q/2 − �/4
 .

With the definition �q=�q /2+� /4, we find

C0,x� ��� =
1

�2��0x
�

q even
�− 1�q/2Bq�

0

�

�sin��� + �x − �q�

+ sin��� − �x + �q��Ã�� − �0�d�

+
1

�2��0x
�

q odd
�− 1��q+1�/2Bq�

0

�

�cos��� + �x − �q�

+ cos��� − �x + �q��Ã�� − �0�d� . �21�

We again confine attention, without loss of generality, to �
and x both positive, and recognize that the first terms oscil-
late rapidly and contribute negligibly to the integration. Then

C0,x� ��� =
1

�2��0x
�

q even
�− 1�q/2Bq Im	exp�i�0�� − x� + i�q�

	A�� − x�
 +
1

�2��0x
�

q odd
�− 1��q+1�/2Bq Re

		exp�i�0�� − x� + i�q�A�� − x�
 . �22�

By choosing �0 such that Ã��� is maximum at �=0, A�t�
can be approximated as real; its leading order imaginary part
would be only of order time cubed �units of time being in-
verse bandwidth, T�.

Thus in the vicinity of the arrival at �=x, and for z=�
−x, we write

C0,x� ��� =
A�z�

�2��0x
�

q even
�− 1�q/2Bq sin��0z + �q�

+
A�z�

�2��0x
�

q odd
�− 1��q+1�/2Bq cos��0z + �q� .

�23�

This expression for the band-limited correlation waveform is
asymptotically valid for large �0x. The ostensible arrival
time might be determined by examining the location of the
first peak, near z=0. If only the B0 term is present, then the
peak is at z= �� /2−�0� /�0= �� /4�0�. The peak is slightly
delayed, by one-eighth of a cycle, beyond the true arrival
time at z=0. This observation could used to estimate arrival
time from a band-limited Green’s function. Alternatively,
true arrival time could be estimated by picking the point that
is one-eighth of a cycle after the zero that precedes the peak.
The identification of a zero crossing is often used for high
precision estimates of ultrasonic propagation time.38

If we have two or more terms B, then after inserting for
the �q=�q /2+� /4, Eq. �23� becomes

C0,x� ��� =
A�z�

�2��0x
�B0 + B1 + B2 + B3 + ¯ �

	sin��0z + �0� . �24�

The correlation is proportional to the full intensity on strike,
B�0�=B0+B1+B2+¯. Asymptotically, it has the same tem-
poral form that it has in the isotropic case. One concludes

that the presence of an anisotropic diffuse field does not, at
least in the asymptotic limit �x�1, impair estimation of
arrival time beyond the 1 /8 cycle delay noted above that is
present even with an isotropic field. This was Snieder’s con-
clusion also.2

V. CORRECTIONS TO ZERO CROSSING TIME

It is of interest to inquire how, short of the full
asymptotic limit �x→�, apparent arrival time might be af-
fected by non-isotropic B���. Without appealing to a Fourier
decomposition of B, or to the Bessel function identities, we
may write �Eq. �13��

C0,x� ��� =
− 1

4�
� B���d�i sgn���exp�− i�x cos ��

	exp�i����ã����2d� .

Again we set �=z+x and confine attention to positive �

C0,x� ��� =
− i

4�
� B���d� exp�i�x�1 − cos ���

	exp�i�z�Ã�� − �0�d� + c.c. �25�

The asymptotically high �x behavior near the arrival time is
dominated by � near 0:

C0,x� ��� �
− 1

4�
� �B�0� +

1

2
B��0��2 + ¯ �

	�1 −
1

24
i�x�4 + ¯ �exp�i�x�2/2�d�

	�
0

+�

d�i exp�i�z�Ã�� − �0�d� + c.c., �26�

=
− 1

4�
�

0

+� �B�0�� 2�

− i�x
+

1

4
B��0�� 8�

�− i�x�3

−
i�x

24
�3

4
�B�0�� 32�

�− i�x�5�d�i exp�i�z�

	Ã�� − �0� + c.c., �27�

or

=
− 1

4�
�

0

+� �B�0��2�

�x
ei�/4 +

1

4
B��0�� 8�

��x�3e3i�/4

−
i�x

24
�3

4
�B�0�� 32�

��x�5e5i�/4�
	d�i exp�i�z�Ã�� − �0� + c.c. �28�

There are two distinct methods by which one might in
practice attempt to identify arrival time. It is not uncommon
in ultrasonics to identify a zero crossing. It is more common
in seismology, where signals tend to be more contaminated
by noise, to cross correlate a waveform against a reference
wavelet and select the time shift which maximizes the cross
correlation. Here we shall investigate both methods.
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At leading order, i.e., neglecting all but the first term, the
correlation waveform is

B�0�A�z�� 2�

�0x
sin��0z + �/4� , �29�

which has a zero at z=−� /4�0. This is the same waveform
as in Eq. �24�. We thus, as above, estimate “arrival time”
�z=0� as one-eighth cycle later than this zero. To study cor-
rections to the waveform near the zero, and therefore the
shift of the zero, we analyze the expression �28� at z
=−� /4�0 and change integration variable: �=�0+�,
d�=d�, so exp�i�z�=exp�−i�� /4�0�exp�−i� /4�=exp�i�z�
	exp�−i� /4�.

Then, for z=−� /4�0,

C0,x�� =
− i

4�
�

−�

+�

d� exp�i�z�Ã����B�0�� 2�

�0x
�1 −

�

2�0
�

+
1

4
B��0�� 8�

��0x�3ei�/2�1 −
3�

2�0
�

−
i�0x

24
�3

4
�B�0�� 32�

��0x�5ei��1 −
3�

2�0
� + ¯ � + c.c.

�30�

The terms independent of � integrate to 2�A�z�. The terms
linear in � integrate to 2�i�zA�z�. Then, for z=−� /4�0,

C0,x� �
1

2
�B�0�� 2�

�0x
�− iA�z� +

A��z�
2�0

�
+

1

4
B��0�� 8�

��0x�3�A�z� +
3iA��z�

2�0
�

+
�0x

24
�3

4
�B�0�� 32�

��0x�5�A�z� +
3iA��z�

2�0
��

+ c.c.

= �B�0�� 2�

�0x
�A��z�

2�0
� +

1

4
B��0�� 8�

��0x�3A�z�

+
�0x

24
�3

4
�B�0�� 32�

��0x�5A�z� ¯ �
=� 2�

�0x
�B�0�

A��z�
2�0

+
1

2�0x
B��0�A�z�

+
1

8�0x
B�0�A�z� ¯ � . �31�

Equation �31� represents the value of the correlation
waveform C� at the nominal zero at z=−� /4�0. The
z-derivative of C� at the zero is �see Eq. �29��

B�0�A�z�� 2�

x�0
�0.

Thus the waveform near its nominal zero at z0=−� /4�0 is

B�0�A�z�� 2�

x�0
�0�z − z0� +� 2�

�0x
� 1

2�0x
B��0�A�z�

+
1

8�0x
B�0�A�z� + B�0�

A��z�
2�0

� , �32�

which has its zero at

z = z0 − �4
B��0�
B�0�

+ 1 + 4xA��z�/A�z��� 8�0
2x . �33�

For the assumed A�z�, 4xA� /A=−2zx /T2 so arrival time, as
evaluated by examining the time of this zero, is earlier than
the true arrival time, by an amount

�4
B��0�
B�0�

+ 1 + ��x/2�0T2��� 8�0
2x . �34�

Equation �33� serves as a higher order asymptotic estimate
for the shift of the zero relative to its location as determined
by Snieder2 or by Eqs. �24� and �29�.

The second and third terms in Eq. �34� are present even
if B is constant, i.e., even if the correlation waveform is G
itself. This is an indication that travel time assessment by
identifying the time of the zero crossing and adding one-
eighth of a cycle is only correct asymptotically; there are
corrections at finite �x and finite x /T.

The first term in Eq. �34� is the more interesting. It gives
the leading order effect of nonisotropic diffuse intensity. By
way of illustration, take T large, B��0�=−2B�0� �as would be
the case if B���=1+cos�2���, and �0x=6 �one wavelength
separation�; then the zero occurs 7 /48�0 later than one
would have supposed, or about 1 /40 of a period. Velocity
estimate would be erroneously low by about 2.5%.

VI. ARRIVAL TIME AS ESTIMATED BY CORRELATION
WITH A REFERENCE WAVELET

Seismologists often evaluate arrival time by correlating
the signal with a reference wavelet. Thus it is of interest also
to cross correlate the waveform �13� with the same wave-
form obtained for the case B=const �i.e., with the band-
limited Green’s function itself�. We again write Eq. �13� as

C0,x� ��� =
− 1

4�
� B���d�i sgn���exp�− i�x cos ��

	exp�i����ã����2d� ,

whose Fourier transform is �an unimportant factor of −2 has
been dropped�

C̃0,x� ��� � � B���d�i sgn���exp�− i�x cos ���ã����2

=� �B�0� +
1

2
B��0��2�d�i sgn���

	exp�i�x
1

2
�2��1 − i�x�4/24�exp�− i�x��ã����2

=� �B�0� +
1

2
B��0��2 − B�0�i�x�4/24�d�i
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	sgn���exp�i�x
1

2
�2�exp�− i�x��ã����2

= �B�0�� 2�

i�x
+

1

2
B��0�� 8�

�i�x�3

− B�0�
i�x

24

3

4
� 32�

�i�x�5�i sgn���exp�− i�x��ã����2.

�35�

By expanding cos � near �=0 we have implicitly focused on
the arrival at positive lapse time. We wish to form the cross
correlation between this and its version with B=1. At an
offset of �, this is

X��� =� C̃B�1���C̃
B=1
* ���exp�− i���d�

=� �� 2�

i�x
+

B��0�
2B�0�

� 8�

�i�x�3 −
i�x

24

3

4
� 32�

�i�x�5�
	�� 2�

− i�x
+

i�x

24

3

4
� 32�

�− i�x�5�exp�− i���

	�ã����4d�

=� 2�

���x�1 +
B��0�
2B�0�

1

�i�x�
−

1

�8i�x��
	�1 +

1

�8i�x��exp�− i����ã����4d�

=� 2�

���x�1 +
B��0�
2B�0�

1

�i�x�
+ ¯ �

	exp�− i����ã����4d� . �36�

We expand this for small � and find that it achieves its maxi-
mum, �X /��=0, at

� =
B��0�

2xB�0�� 1

���
�ã����4d��� ����ã����4d�

�
B��0�

2x�0
2B�0�

, �37�

which is identical to the expression derived above �34�, after
its terms unrelated to anisotropy are removed.

Equations �37� and �34� provide an asymptotically valid
estimate, B��0� /2x2�0

2B�0�, for the apparent fractional in-
crease in wavespeed occasioned by having constructed a cor-
relation waveform from smooth but not isotropic diffuse in-
tensity. In Sec. VII, this estimate is compared to results from
numerical simulations.

VII. COMPARISON WITH SYNTHETIC EXPERIMENTS

We compare the above predictions with numerical ex-
periments, some purely synthetic and based on an assumed
homogeneous medium, as pictured in Fig. 1, and others
based on field data from a many component array of seismo-
grams in Oman.

For purposes of the tests with synthetic data, Eq. �11� for
a distance x=1 was convolved with a tone burst of the form
given in Eqs. �15�–�18� with T=1 /4 and �0=12. Thus we
consider the case in which the receiver pair is separated by
almost two wavelengths. This was done for a variety of
choices B���. Each such waveform was isolated into its posi-
tive lapse time part ���0� and cross correlated with the ac-
tual band-limited Green’s function obtained by taking B0

=1, Bq�1=0. The relative shift between these two was taken
as the error in apparent arrival time as predicted in Sec. VI.
As seen in Figs. 3–8, the theoretical expression �37� does a
good job of predicting the time shift. This suggests that Eq.
�37� may �i� be used in practice to estimate the error in ap-
parent velocity, �ii� be used to correct for a non-isotropic
distribution, or �iii� reassure a practitioner that such aniso-
tropy does not significantly impact estimations of seismic
velocity.

Figure 3 compares time shifts, for the arrival at positive
lapse time, for an intensity distribution given by B���=1
+B1 cos �, for a range of B1 values between −1 and +1.
Except for the singular case B1=−1 where the intensity on
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FIG. 3. Comparison of predicted time shift �dashed line� and time shift as
obtained by correlation against the actual Green’s function �symbols�, for a
set of intensity distributions given by B���=1+B1 cos��� and a range of
values for B1.
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FIG. 4. Band-limited waveform �solid line� obtained from Eq. �13� using an
intensity distribution B���=1−0.8 cos �. Dashed line is the time-
symmetrized Green’s function for the same spectrum, as obtained from Eq.
�13� using B���=1.
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strike B�0� vanishes and Eq. �37� predicts an infinite correc-
tion, theory does an excellent job. Figure 4 shows an ex-
ample of the waveforms used for this comparison, for the
case B1=−0.8. Figures 5–8 are similar to Figs. 3 and 4, but
for more strongly varying intensity distributions.

VIII. COMPARISON USING DATA FROM FIELD
MEASUREMENTS

A data set of 2 560 000 seismic responses courtesy of
Petroleum Development Oman has been discussed
elsewhere.39,40 These responses were obtained from 1600
geophones in a square array of 25 m spacings, as due to
1600 active sources in a similar square array offset by
12.5 m. Here we use this data set to construct correlation
waveforms from arbitrary distributions of sources. Two re-
ceivers ��=1,2� in the center of the array were selected.
They were separated by a distance of 155 m, corresponding
to a surface wave transit time of about 0.13 s at 15 Hz. Sig-
nals were studied from sources j in an annulus centered on
the receivers, an annulus of inner radius 300 m, and thick-
ness 69 m. Waveforms ��j from the data set were windowed
into the range 0–1.5 s so as to minimize contributions from
scattered waves and emphasize ballistic waves, and corre-
lated. The result was then summed with an angular weighting
B���. The resulting C12���=� jB�� j���1j�t��2j�t+��dt was

then averaged over a set of 18 receiver pairs with different
absolute orientations. This gave a correlation waveform for
each of several choices B���.

Figure 9 compares the theoretical prediction to the time
shift �divided by the nominal arrival time� as obtained by
cross correlating the arrivals as constructed with B=const,
and B as indicated in the captions. Theoretical predictions
were based on power spectra having their support between
10 and 20 Hz. Arrival time, at 15 Hz, was about 0.13 s. Thus
we took �0=94 rad /s and �0x=12. The spectrum was only
approximately Gaussian, but it shared a second moment with
a Gaussian of T=0.04 s. The plots examine the same three
cases of weighting B, examined in Figs. 3, 5, and 7. The
asymptotic theory continues to describe the apparent time
shift. The theory is quantitatively less accurate. The differ-
ence may be ascribed to the presence of some nonballistic
waves �there is some scattering�, to not being in the far field
of the original sources �their emissions are not plane waves
in the vicinity of the receivers R=�, as assumed for Eq. �1��,
and to geometric dispersion �the soil is layered; surface
waves have a frequency dependent speed.�

IX. SUMMARY

Non-isotropic distributions of ballistic specific intensity
violate the assumptions behind the identification of ambient
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FIG. 5. Time shifts for B���=1+B2 cos 2�, as a function of B2.
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FIG. 6. Example of waveforms used in Fig. 5.

-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00

-0.015

-0.010

-0.005

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

B3

tim
e

sh
ift

FIG. 7. Time shifts for B���=1.7+0.4 cos �−0.2 cos 2�+B3 cos 3�.
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FIG. 8. Example of waveforms used in Fig. 7, the case B3=−1.
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noise correlations and Green’s functions. Here an asymptoti-
cally valid formula is derived that permits estimations of the
consequent error in estimates of travel time based on such
correlations. The formula is successfully compared with ap-
parent travel times seen in synthetic waveforms. Although
based on simple assumptions, the formula derived here was
shown to be a good approximation when dealing with actual
records of surface waves from an exploration experiment.

The presence of different types of waves and of heterogene-
ities in that medium did not significantly degrade the accu-
racy of the theoretical prediction.

It is found that for sufficiently smooth distributions, and
for sufficiently large receiver-receiver separations, the error
in apparent arrival time is small, thus removing correspond-
ing concern over possible inaccuracies in modern maps of
seismic velocity based on arrival times seen in ambient seis-
mic noise correlations.
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Estimating sound power radiated from rectangular baffled
panels using a radiation factor
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A method is introduced which is shown to predict radiated sound power from rectangular baffled
panels. The method employs a filtered wavenumber transform to extract the power in the supersonic
wavenumbers on the panel and a radiation factor to scale the supersonic power to match the actual
radiated sound power. Although empirically derived, the radiation factor is shown to be related to
the radiation efficiency of an infinite panel. The radiation factor is simple, depending only on the
ratio of the wavenumbers of the panel to the radiation medium, and the method is straightforward
to use, requiring only the panel normal velocities. The computation is efficient, as much as two
orders of magnitude faster than a Rayleigh integration, thus providing a means of combining sound
power predictions with finite element optimizations. A formula is derived which predicts the lowest
frequency for which the method is valid as a function of the bin width of the wavenumber transform.
The radiation factor method is shown to produce radiated sound power estimates which favorably
compare to estimates derived from intensity measurements of physical test specimens and to
Rayleigh integral estimates computed using both simulated and measured velocities.
�DOI: 10.1121/1.3203930�
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NOMENCLATURE

c � Speed of sound in air
dk � Bin width of wavenumber transform

I � Intensity of acoustic radiation
i � �−1
k � Wavenumber

ka � Wavenumber in air
kp � Wavenumber in panel
L � Panel dimension

nm � Mode order
np � Pad multiplier
nr � Filtered transform accuracy factor
p � Pressure at observer

Rect � Rectangle function
r � Distance from source to observer
S � Panel surface area

sin � Sine function
sinc � Unnormalized sinc function

v � Velocity normal to surface of panel
V � Wavenumber transform of v

xo ,yo ,zo � Observer coordinates
xs ,ys � Source coordinates

� � Kronecker delta
� � Ratio of wavenumber in air to wavenumber

in panel
� � Angle of radiated plane wave to panel

surface normal
� � Radiated sound power

�s � Radiated sound power derived from panel
supersonic wavenumbers

� � Density of air
� � Radiation efficiency

�e � Empirical radiation factor
�o � Optimized radiation factor
�� � Infinite panel radiation efficiency, finite

panel radiation factor
F � Fourier transform function

I. INTRODUCTION

The Rayleigh integral is the classical method used to
compute the far-field sound power radiated from a baffled
panel given the panel normal velocities. The integral returns
excellent results, but can be computationally prohibitive es-
pecially in iterative optimization applications. Alternative ap-
proaches are founded in the seminal works of Maidanik1 and
Wallace2 where the methodologies employ either select ap-
proximations to the radiation efficiency based on the prob-
lem domain �Maidanik� or analytically derived expressions
for the modal radiation efficiency �Wallace�. Many studies
expand on these works �see Ref. 3 for a good overview�
offering unique solution techniques for the specific problem
addressed.

The work presented here is derived from Heckl’s
approach4,5 where he explained that the finite baffled panel
velocity field can be decomposed into a series of infinite
fields �essentially a wavenumber transform� each able to be
analyzed using the radiation efficiency for an infinite panel.
This approach is shown to have some weakness, especially
near the sonic wavenumber. Williams6 provided a more for-
mal rationale for the casting of the finite velocity field into a
series of infinite fields and suggested a series expansion in
the wavenumber domain for approximating the radiated
sound power.7 Perhaps the work which comes closest to thata�Electronic mail: d.l.palumbo@nasa.gov
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presented here is the concept of supersonic intensity devel-
oped by Williams.8 Williams used near-field acoustic holog-
raphy to extract the complex velocities and pressures on a
plane. Using a wavenumber filter, the supersonic components
of these quantities can be separated from the near-field com-
ponents, and the intensity that radiates to the far field �the
supersonic intensity� can be calculated.

The purpose of this work is to validate an alternative
approach for computing the radiated sound power from panel
velocities that is general enough and has the accuracy and
computational efficiency necessary for use in iterative opti-
mization. To this end, the panel normal velocities are trans-
formed to the wavenumber domain where the supersonic
components are extracted. A formula for a radiation factor is
empirically derived for the case of a baffled panel radiating
into free space and is used with the supersonic power in the
panel to predict radiated sound power. The accuracy of the
radiation factor is tested through comparisons to intensity
measurements and Rayleigh integral predictions of radiated
sound power and radiation efficiency. The computational
overhead of the radiation factor method is compared to that
of the Rayleigh integral. Sections II and III provide back-
ground theory and experimental results which include both
numerical simulation and physical test.

II. THEORY

The Rayleigh integral of panel normal velocities will be
used along with intensity measurements to validate the radia-
tion factor estimate. There are several ways by which the
radiated sound power can be computed using the Rayleigh
integral. The most direct approach for this application would
be to use the Rayleigh surface integral which yields pres-
sures on the surface of the panel enabling direct computation
of the radiated intensity from the pressure and velocity. The
Rayleigh integral is evaluated using a simple rectangular nu-
meric integral. This will be shown to introduce some error at
higher modal orders and frequencies, but is the preferred
approach as it is more compatible with the discrete physical
data and is much faster than adaptive integration techniques.
The radiation factor scales the total power in the supersonic
wavenumbers on the panel to produce estimates of radiated
sound power. The supersonic filtering of the wavenumber
transformation requires some explanation of the Fourier
transform and associated theorems as well as the process of
padding the transform to increase resolution. The concept
that the response of a finite panel can be considered to be the
sum of the responses of a set of infinite panels is shown to be
a result of the Fourier transform. The classic definitions of
radiation efficiency for finite and infinite panels are given.
The radiation factor is then shown to be related to the first
order approximation for the radiation efficiency of an infinite
panel. Sources of computation error for both the Rayleigh
integral and radiation factor method are described in the Ap-
pendix.

A. Rayleigh surface integral

The Rayleigh integral is well known and written as

p�xo,yo,zo� =
− i�cka

2	
�

0

Ly �
0

Lx

v�xs,ys�
eikar

r
dxsdys, �1�

where p is the pressure at observer coordinates xo, yo, and zo;
�, c, and ka are the density, wave speed, and wavenumber of
sound in air; v is the panel normal velocity at source coor-
dinates xs and ys; Lx and Ly are the panel dimensions; and r
is the distance from the source to the observer.

The sound intensity radiated from the panel is computed
as9

I�xo,yo� = 1
2 Re�pv*� , �2�

where * denotes the complex conjugate. The total radiated
sound power is found by integrating Eq. �2� over a surface
enclosing the panel which in this case is taken to be the
surface of the panel, i.e., when zo=0,

� = �
0

Ly �
0

Lx

Idxsdys. �3�

When computing Eq. �3� numerically, consideration must be
given for the case when �xo,yo� approaches �xs,ys� and r goes
to zero. When performing a numerical integration at this
point with discrete square elements �dx=dy� and the ob-
server at the source, the propagator term in the integrand of
Eq. �1� is converted to cylindrical coordinates and evaluated
with the following approximation:

�
0

2	 �
0

dx eikar

r
rdrd
 = 2	� eikadx/2 − 1

ika
� . �4�

B. Wavenumber transform

A finite velocity field can be expressed as the product of
an infinite velocity field and the rectangle function Rect lo-
cated over the finite field.6 The definition of Rect for a panel
of unit length in one dimension is

Rect�x� = 	1 
x
 � 1/2
1
2 
x
 = 1/2
0 
x
 � 1/2

� . �5�

The wavenumber transform in one dimension is defined
as

F�f�x�� = F�k� = �
−�

�

f�x�e−ikxdx , �6�

Equation �6� defines a continuous Fourier transform. All
data analyzed in this paper were processed using a discrete
Fourier transform where the results are accumulated in indi-
vidual bins which have a center wavenumber k and width
k=sample rate/N, where N is the number of data samples in
each ensemble. For a time domain transform the resolution is
easily increased by increasing N. This is not so easily accom-
plished in a wavenumber transform where the number of
samples at a given sample rate is limited by the dimension of
the article under test. To decrease a wavenumber transform’s
bin width, i.e., increase its resolution, the number of samples
in the data set can be increased by adding zeros, or padding,
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to the data. Increased resolution gained by increased levels of
padding comes at a cost of distortion of the result, as will be
explained next, and an increase in computation requirement,
as explained in Sec. II E.

The transform of the rectangle function is the sinc func-
tion,

F�Rect�x�� = sinc�k/2� , �7�

where

sinc�x� =
sin�x�

x
. �8�

With a finite velocity field v expressed as the product of
an infinite velocity field v� and the rectangle function, the

Fourier transform of the finite velocity field becomes the
convolution of the Fourier transform of the respective func-
tions.

F�v�x�� = F�v��x�Rect�x�� = F�v��x�� � F�Rect�x��

= ���k − kx�� � sinc�k/2� = sinc��k − kx�/2� , �9�

where � is the convolution operator. Equation �9� then takes
the familiar form of the sinc function centered on the veloc-
ity field’s wavenumber and dispersing energy throughout the
wavenumber domain. An example is shown in Fig. 1 where
the transform of a �2,3� mode at 250 Hz on a simply sup-
ported panel, �a�, generates the lobed pattern that is charac-
teristic of the sinc function, �b�. Each wavenumber in the
transform represents an infinite wave in the spatial domain.
The original finite response is the sum of the responses of the
infinite waves. The supersonic, radiating energy in the mode
is contained in the panel wavenumbers that are less than or
equal to the sonic wavenumber, as delineated by the green
circle in Fig. 1�b�. As can be seen, most of the panel’s energy
is subsonic in this example.

C. Radiation efficiency

The radiation efficiency of a panel is defined as the pan-
el’s radiated power referenced to the power radiated by a
piston with the same area and average mean square velocity,4

� =
�

�cS�v2
, �10�

where � is the radiation efficiency, � the panel’s total radi-
ated power, � the density of air, c the speed of sound in air,
S the area of the panel, and �v2 the area-averaged, mean
square panel normal velocity.

For an infinite panel whose bending wavenumber is at or
below the wavenumber in air, a plane wave will radiate from
the panel at an angle � to the panel normal,10 Fig. 2, where
ka is the wavenumber in air and kp the wavenumber in the
panel. When the panel radiates at wavenumber ka, the panel’s
wavenumber kp is equal to the component of ka parallel to kp.

The radiation efficiency for an infinite panel is1,4
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FIG. 1. Example �2,3� mode: �a� normal velocity field and �b� wavenumber
transform with sonic circle in green.
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ϕ

FIG. 2. Relation of plate wavenumber to that of air for a radiating, infinite
panel.
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���ka,kp� =
ka

�ka
2 − kp

2
for kp � ka. �11�

Defining a wavenumber ratio �=ka /kp yields

����� =
1

�1 − �−2
for � � 1. �12�

Note that at any single frequency �, a single acoustic
wavenumber ka will exist, but the plate will create many
structural wavenumbers kp and thus a range of �.

D. The radiation factor

Given the argument presented in Sec. II B, it might seem
reasonable, as suggested by Heckl,4,5 to consider the finite
panel as a series of infinite panels each with energy at a
specific wavenumber. The radiated sound power can then be
found by using �� with the average power in each of the
“infinite” panels that have supersonic wavenumbers, i.e.,
those within the sonic circle. A filtered wavenumber trans-
form can be used to extract the supersonic components of the
panel velocities and compute the average supersonic power
at that wavenumber,

V̄s
2��� = �

kp

V���V���*/N �� � 1� , �13�

where N is the number of elements in the entire discrete
wavenumber transform and V��� is the wavenumber trans-
form of the panel normal velocity v at a given frequency �.
Using Eq. �10�, the power radiated at that wavenumber can
then be written as

�s��� = �cS�����V̄s
2��� . �14�

It is important to note that �� is not the radiation effi-
ciency of the panel but the radiation efficiency of the super-
sonic wavenumbers in a similar, but infinite, panel. To avoid
confusing �� with the panel’s actual radiation efficiency, we
will refer to �� and its derivatives as the panel’s radiation
factor. Ignoring, for the moment, the singularity in �� at �
=1, the total power radiated by the supersonic wavenumbers
is

�s = �cS�
�

�����V̄s
2��� �� � 1� . �15�

The panel’s radiation efficiency at a particular frequency
� can now be computed using �s for total radiated power �
in Eq. �10� or

���� =
�s

�cS�v2
. �16�

The radiation efficiency for the �2,3� mode shown in Fig. 1 is
computed using radiated sound power estimates from both
the Rayleigh integral and Eq. �16� with the results shown by
the solid and dashed lines in Fig. 3. As is customary, the
radiation efficiency is plotted against the wavenumber ratio
at the modal frequency ���m�.

���m� =
�mL

cnm	
, �17�

where L is the panel dimension and nm the mode order. The
infinite panel assumption overestimates the radiation effi-
ciency by a wide margin due to the singularity in the radia-
tion factor ��. The singularity comes into play at any value
of ���m� because a wide range of wavenumbers exist on a
finite panel at any one frequency so that the likelihood of a
wavenumber with appreciable power near the sonic circle is
high. The question remains, then, if an alternative form for
the radiation factor, other than Eq. �12�, can be found which
can produce a better estimate.

Equation �12� can be rewritten as

����� =
1

�1 − �−2
= �1 + �−2 + �−4 + �−6 + ¯ �1/2, �18�

and can be approximated as

����,n� = �1 + �−2 + �−4 + ¯ + �−2n�1/2. �19�

The first order approximation to �� is then

����,1� = �1 + �−2�1/2. �20�

The result of using the first order approximation to ��,
���� ,1�, to compute the panel radiation efficiency is plotted
as the dotted line in Fig. 3. It is shown to produce a better
estimate of the panel radiation efficiency than ��. The error
can be reduced by adding more terms, but, as more terms are
added to make this particular example a closer match, a dif-
ferent example with modes closer to the supersonic circle
would overestimate the result because of the increased power
in the vicinity of the supersonic circle. This sensitivity de-
pends on the distribution of wavenumber power near the
sonic circle and is problem dependent. If one case has little
power adjacent to the sonic circle, it may require �and toler-
ate� higher order terms, yet, another case with more power at
the sonic circle will overestimate the radiated power due to
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FIG. 3. �Color online� Radiation efficiency of �2,3� mode, Rayleigh, and
infinite panel approximations.
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the singularity. The same trade-offs exist if one tries to ap-
proach the sonic circle to within some limit to avoid the
singularity.

In an effort to find a more stable solution, trial and error
suggested the square of ���� ,1�,

�e = �1 + �−2� . �21�

Termed the empirical radiation factor, �e returns a reason-
ably close approximation to the panel radiation efficiency,
dashed line in Fig. 4. To produce a better match to the Ray-
leigh integral result, a least squares fit of a parametrized
version of Eq. �21� yielded a radiation factor optimized for
the case of a baffled panel radiating into free space,

�o = �1 + 1.1�−4� . �22�

The optimized radiation factor, dotted line in Fig. 4, is
shown to closely match the Rayleigh integral result in the
interval 0.3����m��5. The reason for the error for small
values of ���m� is that as the acoustic wavenumber reduces,
the radius of the sonic circle approaches the bin width of the
discrete wavenumber transform. Once the sonic circle radius
equals the transform bin width, the result is a constant equal
to the value of a single bin, which can be very small. The
bandwidth of the radiation factor method can be extended to
the lower frequencies by padding the velocity data to reduce
the transform bin width, a topic discussed in Sec. II E.

E. Increasing the effective bandwidth of the radiation
factor

The most straightforward way to increase the bandwidth
of the radiation factor is to reduce the transform bin width by
padding the velocity data, i.e., to extend the dimensions of
the panel by adding zeros to the velocity matrix. The nature
of the error introduced by filtering the discrete wavenumber
transform, the effect of padding on the accuracy of the result,
and the performance penalty incurred by increasing the
amount of padding are discussed in Sec. 2 of the Appendix.

The transform bin width can be expressed as a function
of the amount of padding by

k =
2	

npL
, �23�

where k is the transform bin width, L is the panel length,
and np is an integer pad multiplier. In Sec. 2 of the Appendix,
it is shown that the accuracy of the result depends on the
number of transform bin widths in the acoustic wavenumber.
The acoustic wavenumber can be expressed in terms of the
transform bin width to specify a desired accuracy,

ka = nrk , �24�

where nr is the number of bin widths in the sonic circle
radius, ka. The panel wavenumber is

kp =
nm	

L
, �25�

where nm is the mode order. An expression for the minimum
���m� that can achieve the specified accuracy can now be
written as

���m�min =
2nr

npnm
. �26�

It can be seen from Eq. �26� that high accuracy, i.e., nr�5,
must be compensated with increased padding to reach small
values of �. For example, using nr=5, np=1, nm=1, and L
=1 would yield ����min=10. The amount of padding neces-
sary depends on the frequency at which the mode occurs.
Continuing the example, at 85 Hz ka=	 /2 rad /m and with
m=1, kp=	 rad /m, so ���m�=1 /2. A pad multiplier of 20
would then be needed to bring ���m�min to 1 /2. Similarly, an
expression for the minimum frequency for a given accuracy
and pad level can be written as

�min =
2	nrc

npL
. �27�

The penalty for increasing the padding is increased com-
putation time due to the larger matrix sizes. A performance
metric for the operation can be taken as the ratio of the time
it takes to compute the Rayleigh surface integral to that of
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the filtered wavenumber transform, Fig. 5. At a pad multiple
of 1, the filtered wavenumber transform is over three orders
of magnitude faster than the Rayleigh integral. This perfor-
mance advantage disappears at pad multipliers over 50.
There are signal processing techniques that can be used to
increase the performance by specializing the discrete Fourier
transform to this application, but these techniques will not be
addressed here. As discussed in Sec. III a pad multiplier in
the range of 5–20, depending on the wave speeds in the
panel, returns very good results.

III. EXPERIMENTAL DATA

Two sets of data are presented to validate the filtered
wavenumber transform. The first set is simulated modal data
for panels with varying aspect ratios. These are used to com-
pute radiation efficiency for a specific mode over a range of
gamma. The second set is physical data taken from panels of
varying construction and wave speeds which are used to
compute radiated sound power across a frequency band. The
empirical and optimized radiation factor results taken at dif-

ferent pad levels are compared to the Rayleigh integral re-
sults in both sets. The numerically derived predictions are
compared to measured intensity for the physical data set.

A. Simulated modal data

The simulated data were taken from simply supported,
baffled panels of unit base dimension. Panels with aspect
ratios of 1.0, 1.5, and 2.0 were evaluated. The modal veloci-
ties with mode numbers of 1–5 were computed on a grid
with a spacing of 0.01. The lowest sample rate was then 20
samples per half-wavelength for a fifth order mode in the
unit direction.

In Fig. 6, the first mode clearly shows the effect of in-
creased padding where the usable range of gamma is in-
creased by more than an order of magnitude by an increase
in the pad level from 5 to 80. Equation �26� suggests that
increased mode order will extend the valid range of gamma.
This effect can be seen by comparing the 3,3 mode in Fig. 7
with the 1,1 mode in Fig. 6. At both pad levels, the lower
limit of valid gammas is reduced by about a factor of 3.
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FIG. 6. �Color online� Radiation efficiency for square panel, mode 1,1: �a� np=5 and �b� np=80.
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FIG. 7. �Color online� Radiation for square panel, mode 3,3: �a� np=5 and �b� np=80.
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When analyzing a rectangular panel, an increased mode
order in the longer axis will improve the analysis. This is
demonstrated in Fig. 8 where a rectangular panel with aspect
ratio of 2 is analyzed with a pad level of 5. The 1,1 mode
result �a� begins to oscillate at �=0.5 and reaches its final
value at �=0.2. The 1,5 mode result �b� remains smooth but
accumulates some error down to �=0.1, then reaches its final
value at �=0.06.

Equation �26� predicts the lower limit of the analysis.
For example, with nr=1, nm=1, and np=80, �min=0.025.
This is very close to the first valid value in Fig. 6�b� which
occurs at �=0.02. The analysis converges to the Rayleigh
prediction at about �=0.08, corresponding to nr=4.

B. Vibration and acoustic data

Physical data were acquired from three panels in NASA
Langley’s Structural Acoustics Transmission Loss Facility
�SALT�. The panels were 46�46 in.2 �1.17�1.17 m2� and
were constructed of two different materials. Two panels were
honeycomb composite panels with 0.75 in. �1.9 cm� Nomex
core and 0.02 in. �0.51 mm� aluminum facesheets. The base-
line honeycomb panel was supersonic for a substantial por-
tion of the analysis bandwidth. A modified honeycomb panel
had nine 10 in. �25.4 cm� square recesses cut into the core
which were arranged in a 3�3 matrix, Fig. 9�a�. The core in
the recessed areas was reinforced with 0.016 in. �0.41 mm�

aluminum panels. The third panel was a stiffened aluminum
panel shown mounted in SALT in Fig. 9�b�. The sub-panel
dimensions are 17.25 in. �43.8 cm��5.5 in. �14 cm�.

The panels were excited by pseudo-random noise with a
bandwidth of 100–2000 Hz using a 10 N shaker through a
PCB 288D01 impedance head. The frame into which the
panels were clamped exhibits measurable response below
200 Hz, so some error can be expected at these low frequen-
cies. The normal velocity structural response was measured
with a Polytec PSV-300 scanning laser vibrometer. Velocity
measurements were taken on a 1�1 in.2 �2.54�2.54 cm2�
grid. Normal acoustic intensity was measured using Bruel &
Kjaer 2683 intensity probes on a 2�3 in.2 �5.08
�7.62 cm2� grid 5 in. �12.7 cm� from the panel’s surface. A
12 mm spacer was used with the intensity probe which re-
sults in a 15 dB pressure-residual intensity index over the
analysis band. The measured pressure-intensity index was
5 dB. Both the velocities and the intensities were normalized
by the input force. Data were sampled at 5120 Hz providing
a 2000 Hz bandwidth. Ensemble lengths were set to 800 to
yield a 2.5 Hz bin width. The spatial Nyquist frequency for
the velocity measurements was 124 rad /m. The data from
the baseline honeycomb panel were well below the Nyquist
frequency. The modified honeycomb panel had some sub-
sonic energy exceeding the Nyquist frequency above
1500 Hz. The energy in the stiffened aluminum panel was
below the Nyquist frequency. The spatial Nyquist frequency
for the intensity measurements was 41 rad /m which just ex-
ceeds the acoustic wavenumber of 37 rad /m at 2000 Hz.

1. Baseline honeycomb panel

The radiated sound power based on measured intensity
is compared to the Rayleigh integral estimate and the empiri-
cal and optimized estimates �np=20� in Fig. 10. Figure 10�a�
shows the radiated sound power of all four measurements
and Fig. 10�b� the difference between the intensity based
result and the Rayleigh integral, empirical, and optimized
results. The first observation is that all velocity based esti-
mates are higher than the intensity based measurement ex-
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FIG. 8. �Color online� Radiation efficiency for rectangular panel with aspect ratio of 2 and np=5: �a� mode 1,1 and �b� mode 1,5.

FIG. 9. �Color online� Test panels: �a� Nomex core with 10 in. �25.4 cm�
recesses and �b� stiffened aluminum panel in SALT test fixture.
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cept for the band below 200 Hz where, as explained previ-
ously, some error is to be expected. The elevated radiated
sound power returned by the velocity based estimates may be
due to the nature of the intensity scan, being a planar grid
instead of a hemisphere. At the critical frequency, i.e., when
ka=kp, the vibration energy is just becoming supersonic and
the radiation angle � would be 90°. The acoustic radiation at
this frequency would be grazing the panel’s surface and may
not be sensed by the instrumentation. The second observa-
tion is that the optimized estimate tracks the Rayleigh inte-
gral very well, with the empirical estimate returning a
slightly higher value. Both the empirical and optimized esti-
mates tend to drift above the Rayleigh integral at higher
frequencies. The modal testing in Sec. III A indicated that
the empirical estimate should over-predict at higher gamma
levels. The fall-off with respect to the optimized estimate
may be due to integration error in the Rayleigh integral, as
discussed in Sec. 1 of the Appendix. In the remaining results
only the optimized estimate will be shown as the general
behavior of the empirical estimate is captured in Fig. 10.

The benefit of higher pad levels can be seen in Fig. 11�a�
where the values obtained at a pad level of 5 begin to oscil-

late at about 600 Hz with increasing diversions from the np

=20 values as frequency decreases. The radiation efficiencies
are plotted in Fig. 11�b� where the estimates derived from the
velocities return values greater than those from the intensity
measurements, as expected based on the radiated sound
power results. The panel is supersonic above 1000 Hz. The
reason for the pronounced dip of the intensity based value
with respect to the velocity based values at about 1300 Hz is
unknown, but may be due to the panel having substantial
non-normal radiated power in this frequency band.

2. Modified honeycomb panel

Due to the recessed core, the modified honeycomb panel
is less stiff than the baseline panel and should be expected to
have lower radiation efficiency. This is confirmed in Fig.
12�a� where the radiation efficiency for the modified panel is
5 dB less than the baseline panel. As in the baseline case, the
velocity based estimates are higher than the intensity esti-
mate �Fig. 12�b��, but only by about 1 dB as compared to
2 dB for the baseline. The optimized estimate tracks just
below the Rayleigh integral below 1000 Hz, after which the
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Rayleigh integral estimate begins to fall-off. This occurs at a
lower frequency than in the baseline case where the fall-off
begins at about 1500 Hz. If, as suggested previously, the fall-
off is due to error in the numerical integral, the modified
panel should exhibit a lower fall-off frequency as the shorter
wavelengths created by the slower wave speeds would pro-
duce lower spatial sampling rates in the modified panel at
any given frequency. The measurements were made on the
side of the panel where the recesses are cut in the core.

3. Stiffened aluminum panel

The stiffened aluminum panel’s material and construc-
tion are very different from the honeycomb panels. The alu-
minum panel is heavier, 8.8 kg vs 5.7 kg, than the baseline
honeycomb panel and less stiff. The radiation efficiency of
the stiffened aluminum panel, Fig. 13�a�, is 5 dB below the
modified honeycomb panel and 10 dB below the baseline.
Even with these dissimilarities, the observed trends are simi-
lar. The velocity based estimates of radiated sound power,
Fig. 13�b�, are higher than the intensity based estimate, but
not as high as the baseline honeycomb panel, supporting a
trend of decreasing difference of the velocity based measure-

ments to intensity measurements with lower wave speeds.
The optimized estimate tracks the Rayleigh integral up to
about 1000 Hz where it appears that the Rayleigh integral
begins to fall off as it does with the honeycomb panels. The
measurements were made on the skin side of the panel, thus
avoiding the irregular structure that the stiffeners present.

C. Discussion of results

The behavior of the velocity based radiated sound power
estimates is summarized in Table I as the mean error of the
estimates with respect to the measured intensity. The results
are given for the full analysis bandwidth as well as for the
low frequency, 50–1000 Hz, and high frequency,
1000–2000 Hz, bands. The error in the Rayleigh integral
falls from a high of 1.25 dB for the baseline honeycomb to a
low of 0.36 dB for the stiffened aluminum panel. A large
percentage of this reduction in error is due to a general re-
duction in error with slower wave speeds in the panel and the
Rayleigh integral’s tendency to under-predict at higher
modal densities and frequencies. The latter behavior can be
seen in the 0.4 dB drop in error between the low frequency
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FIG. 12. �Color online� Modified honeycomb panel: �a� radiation efficiency and �b� difference in radiated sound power.
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FIG. 13. �Color online� Stiffened aluminum panel: �a� radiation efficiency and �b� difference in radiated sound power.
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and high frequency bands for all three panels. The radiation
factor predictions are fairly consistent across frequency
bands and panel types. The error in the optimized radiation
factor’s prediction varies by at most 0.4 dB across panels
and 0.25 dB across frequency bands with no real pattern ex-
cept that the optimized method returned the lowest error for
the modified honeycomb panel. The error behavior of the
empirical estimates mirrors that of the optimized estimate
albeit 0.6 dB higher.

The performance of the methods can be evaluated as a
combination of accuracy and computational efficiency. The
accuracy of the Rayleigh integral can be improved by using
adaptive integration methods; however, this comes at great
cost in computational overhead as interpolation of the fixed
grid of experimental data is required for compatibility with
adaptive error reduction methods. The radiation factor meth-
od’s accuracy can also be improved by expending additional
computational resources, but this penalty can be greatly
reduced using straightforward signal processing techniques.
For example, increasing the pad level increases the virtual
dimension of the panel by padding the velocity matrix with
zeros. When computing the Fourier transform, the product of
the velocity field and the sine/cosine need only be computed
for the non-zero data and only at wavenumbers of interest,

that is, from 0 to the acoustic wavenumber, ka. This, in
effect, integrates the supersonic filter with the computation
of the transform. As the accuracy of the radiation factor
method depends on the number of transform bins in ka, the
transform could be made adaptive, increasing the pad dy-
namically as necessary at the frequency of interest.

One last requirement for the method is generality. While
generality cannot be proven by example, an effort has been
made here to cover a wide variety of conditions to test the
method’s domain of applicability. In simulated modal tests,
the Rayleigh integral was the limiting factor at high modal
densities. This limitation could be addressed using adaptive
integration methods as it lends itself to functional represen-
tation which would not require interpolation. This was not
done here to keep the solution methods identical for the
simulation and physical tests. The physical tests used models
of very different construction, materials, and dynamics. In all
cases, the radiation factor method has been shown to return
results to within a fraction of a decibel of both measured
intensity and predicted Rayleigh integral values.

IV. CONCLUSIONS

The radiation factor can be used with the filtered wave-
number transform to predict the sound power radiated from
baffled panels with a high degree of confidence. The method
as described here has both accuracy and performance advan-
tages over the Rayleigh integral when used with experimen-
tal data and is thus the preferred method for preliminary
design studies. Formulas have been derived, Eqs. �26� and
�27�, which predict the minimum gamma and frequency for
which the radiation factor method is valid for a given level of
accuracy and computational overhead. The formulas are of
value in setting analysis parameters to meet a given study’s
requirements or in adapting the transform dynamically to
achieve a desired accuracy at a particular frequency. On a
cautionary note, the radiation factor method has been empiri-
cally derived and therefore cannot be shown to apply in gen-
eral beyond those cases tested here. Further testing using
simulated data that is amenable to adaptive integration meth-

TABLE I. Mean error of velocity based estimates with respect to intensity
measurements.

Frequency
range Method

Baseline
honeycomb

Modified
honeycomb

Stiffened
aluminum

Mean error �dB�
50–2000 Hz

Rayleigh 1.25 0.73 0.36
Empirical 1.53 1.20 1.44
Optimized 0.94 0.60 0.75

Mean error �dB�
50–1000 Hz

Rayleigh 1.42 0.93 0.56
Empirical 1.50 1.14 1.31
Optimized 0.96 0.55 0.63

Mean error �dB�
1000–2000 Hz

Rayleigh 1.07 0.50 0.15
Empirical 1.56 1.25 1.56
Optimized 0.93 0.64 0.86
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FIG. 14. �Color online� Rayleigh estimate of radiation efficiency for square panel: �a� np=80, mode 5,5 and �b� mode 10,10 at different sample rates.
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ods will increase the accuracy of the Rayleigh integral allow-
ing the expansion of the validated domain in frequency and
modal order. This may also lead to a better realization of the
optimized radiation factor. Alternatively, the radiation factor
might be derived analytically, an endeavor that remains an
open research question.

APPENDIX: COMPUTATIONAL ERROR

The Rayleigh integral and filtered wavenumber trans-
form methods require numerical integration. Both methods
are then subject to error which is a product of the discrete
approximation inherent in the data. Although techniques ex-
ist to reduce the error, for example, by interpolating the data,
the benefit comes at a cost of lost performance to the point
where it can become computationally prohibitive. The two
methods are thus compared using simple rectangular ap-
proximations to the integrals. This will produce error, the
nature of which is described for each method in Sec. 1 and 2.

1. Rayleigh integral error

There appears to be error in the implementation of the
Rayleigh surface integral at high mode numbers despite what
would seem to be an adequate sample rate of 40 samples per
wavelength for a 5,5 mode. In Fig. 14�a�, the rectangular
numerical integral is compared with an adaptive integral so-
lution. At high frequencies the rectangular integral falls be-
low the adaptive solution and even falls slightly below 1,
indicating that it returns a low estimate for the radiated
sound power. Although this error is only a fraction of a deci-
bel, it increases with higher mode numbers, as can be seen
for the 10,10 mode in Fig. 14�b�. Notice also that the error
increases considerably when the sample rate is halved. The
tendency for the Rayleigh surface integral as implemented in
this study to underestimate radiated sound power at high
frequencies was observed in the physical data as well. Higher
sample rates can reduce the error, but the processing time
grows by over an order of magnitude for each doubling of
sample rate. The adaptive integration solutions are more ac-
curate in these regimes, but require interpolation of the data,

which greatly increases processing time.

2. Padding the wavenumber transform

The fundamental operation in computing the filtered
wavenumber transform estimates the area of the sonic circle
in terms of the discrete wavenumber elements. This is shown
graphically in Fig. 15�a�, where k is the width of a trans-
form element. If the transform element is considered to be
located at its center, all nine transform elements would be
included in the area estimate, overestimating the area. If ka is
reduced slightly, the four corner elements would not be in-
cluded, underestimating the area.

This behavior is captured in Fig. 15�b� where the ratio of
the estimated to the actual area of the sonic circle is plotted
against the radius of the sonic circle normalized by the trans-
form element bin width k. The oscillation from over to
under estimation will continue until a single bin remains, in
which case a constant, and potentially very small, value is
returned. From the graph, it can be seen that it is necessary to
have at least five transform bin widths in the sonic circle
radius at the frequency of interest. There are graphical pro-
cessing techniques that can be used to remove the aliasing
effect of the discrete transform, but these methods are not
considered here.
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Different models to improve prediction of energy-based acoustic parameters in churches have been
proposed by different researchers �E. Cirillo and F. Martellotta, J. Acoust. Soc. Am. 118, 232–248
�2005�; T. Zamarreño et al., J. Acoust. Soc. Am. 121, 234–250 �2006��. They all suggested
variations to the “revised” theory proposed by Barron and Lee �J. Acoust. Soc. Am. 84, 618–628
�1988��, starting from experimental observations. The present paper compares these models and
attempts to generalize their use taking advantage of the measurements carried out in 24 Italian
churches differing in style, typology, and location. The whole sample of churches was divided into
two groups. The first was used to fine-tune existing models, with particular reference to the “�
model,” which was originally tested only on Mudejar-Gothic churches. Correlations between model
parameters and major typological and architectural factors were found, leading to a classification
that greatly simplifies parameter choice. Finally, the reliability of each model was verified on the rest
of the sample, showing that acoustic parameters can be predicted with reasonable accuracy provided
that one of the specifically modified theories is used. The results show that the model requiring more
input parameters performs slightly better than the other which, conversely, is simpler to apply.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3205398�

PACS number�s�: 43.55.Br, 43.55.Gx �NX� Pages: 1838–1849

I. INTRODUCTION

Theoretical models to predict acoustical parameters have
been attracting renewed interest in recent years, with particu-
lar reference to churches. Computer simulations may provide
detailed and reliable results, but they require a detailed three-
dimensional model of the room under investigation, which
may be a quite difficult task, especially for buildings such as
churches. Conversely, theoretical models interpreting how
sound propagates in such complex spaces provide simple
prediction formulas to calculate reference values with little
computational effort, aiding the general understanding of
room acoustics in the process.

An energy model generally defines a law that describes
the way in which sound energy propagates. These models
can be divided into two categories: the theoretical ones,
based on the interpretation of the sound field and on the
definition of mathematical laws capable of describing its
variations, and the empirical or semi-empirical ones, derived
from correlations of data. The theoretical approach is gener-
ally more sophisticated, even though more complex, while
the empirical approach gives relations that, even without a
substantial improvement of the understanding of the physical
aspects, may be as accurate as the others. A key issue that
these models should satisfy is their reasonable ease of use. In
fact, the success of the reverberation time among the acoustic
descriptors of a space relies not only on its correlation with
perceived subjective quality, but also on its steadiness
throughout the space, and, above all, on its predictability
with simple formulas,1,2 which cover most of the cases, even
churches. However, a number of other acoustic parameters
have been defined in order to better match subjective percep-

tion of the sound field, even though the prediction of such
acoustic parameters depends on many factors, such as the
relative position of sources and receivers and any mathemati-
cal formulation becomes more complex.

According to the classical theory of diffuse sound propa-
gation in rooms with uniformly distributed absorption, the
sound pressure level is the sum of a direct component and a
diffuse one. Barron and Lee3 proposed a “revised theory”
assuming that the reflected sound cannot arrive earlier than
direct sound. This theory was proposed for concert halls or
other proportionate spaces,4 providing considerably better
predictions of the actual behavior. A modification of this
theory was proposed by Vörlander5 for reverberant cham-
bers.

Unfortunately, several studies6–10 show that churches
and other places of worship can hardly be included among
the proportionate spaces. Measurements of both strength and
clarity carried out in Mudejar-Gothic churches,6–8 in
mosques,9 and in Italian churches10 show that reflected sound
level is below that predicted by previous theories. Possible
explanations of this difference may be found in the “dispro-
portionate” nature of these kinds of buildings, in the non-
uniform distribution of sound absorbing materials, and in
their architectural elements such as side aisles, chapels,
vaults, and domes. These elements scatter or hinder the
sound, especially affecting the early reflections where the
energy value is greater. A simple empirical approach is to
obtain prediction equations based on simple regression
formulas.11 However, the above-mentioned works6–10 show
that, despite some fluctuations, the acoustic energy param-
eters are well related to source-receiver distance. So, re-
searchers attempted to modify the revised theory in order to
take into account, in a more or less empirical way, the physi-
cal phenomena, that cause the early reflections to decrease.
Those models were validated on a specified group of Spanish
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churches6,12 and on a wider sample of Italian churches,13,14

leading to improved prediction accuracy. A brief overview of
such models is reported in Sec. II.

Starting from the results of a preliminary study where
the more recent model defined for Spanish churches12 was
used on a large sample of Italian churches,15 the present
work is aimed at investigating the possibility of generalizing
this model to different churches by means of a typological
classification. In addition, differences between models and,
where possible, their similarities were investigated. Finally,
the prediction accuracy of different models was analyzed
through a comparison between measured and predicted val-
ues of sound strength, clarity, and center time.

II. OVERVIEW OF ENERGY MODELS

A. The classical theory and the “revised” theory

According to the classical theory of sound propagation
in enclosed rooms,1 if the absorption is uniformly distributed
and if the sound field is diffuse, the relative sound pressure
level �also known as strength, G� at a distance r from the
source, assuming as a reference the level of the direct sound
at a distance of 10 m from the source, and expressing total
acoustic absorbing area as a function of the reverberation
time �T� and of the room volume �V�, through Sabine’s equa-
tion is

G�r� = 10 log�100/r2 + 31 200T/V� �dB� . �1�

However, according to Eq. �1�, when the direct sound
becomes negligible, G only depends on T and V, and should
be the same throughout the space. Other energy-based acous-
tic parameters, such as clarity �C80� and center time �TS�,
may also be calculated by taking into account that the instan-
taneous reverberant energy follows a decay function that de-
creases exponentially �with a time constant T /13.8� and, af-
ter integration, must yield the diffuse-field contribution in
Eq. �1� as follows:

g�t� = �13.8 � 31 200/V�e−13.8t/T �s−1� . �2�

However, as observed for G, the resulting values of the
parameters are substantially independent of the distance.

The classical formulation shows limited effectiveness in
predicting the acoustic behavior in large rooms as measured
acoustic parameters show much larger variations as a func-
tion of the distance from the source. Barron and Lee3 found
that the sound level decay was linear soon after the direct
sound in the majority of the halls and the reflected sound
level decreased with increasing source-receiver distance. So,
they proposed a model based on the following four assump-
tions. �i� The direct sound is followed by linear level decay at
a rate corresponding to the reverberation time. �ii� The in-
stantaneous level of the late decaying sound is uniform
throughout the space. �iii� The time t=0 corresponds to the
time the signal is emitted from the source; therefore the di-
rect sound reaches a point at a distance r from the source
after a time tD=r /c. In this way the integrated energy de-
creases when the source-receiver distance increases, while
the early/late reflected energy ratio remains constant. �iv�

The integrated value for the reflected sound level is assumed
to be, at r=0, equal to the value predicted by the classical
theory �Eq. �1��.

According to the revised theory, the integrated reflected
energy from time �= t− tD �i.e., assuming the time origin at
t= tD� to infinity, at a point at a distance r from the source is
given by

i��,r� = �31 200T/V�e−0.04r/Te−13.8�/T. �3�

In order to ease the calculation of the clarity index, the
sound energy is divided into three components: the direct
sound �d�, the early reflected sound �from 0 to 80 ms, E0

80�,
and the late reflected sound �from 80 ms to infinity, E80

� �.
From Eq. �3�, the corresponding energies become

d�r� = 100/r2, �4�

E0
80�r� = �31 200T/V�e−0.04r/T�1 − e−1.11/T� , �5�

E80
� �r� = �31 200T/V�e−0.04r/Te−1.11/T. �6�

So G, C80, and TS may be calculated according to Eqs.
�10�–�12� given in Ref. 13.

B. The “� model” for Mudejar-Gothic churches

The lack of accuracy of the revised theory when applied
to churches was first pointed out by Sendra et al.,6 who pro-
posed an empirical correction of the theory, known as the �
model. This model replaced the coefficient 0.04 �resulting
from 13.8 /c� appearing in Eq. �3� with a coefficient �. The
application of the model to some churches led to the empiri-
cal estimation of � values providing the best accuracy in
predicting G. The resulting values varied between 0.06 and
0.12, suggesting a loss of energy that the authors attributed to
the geometrical complexity of the churches.

However, as observed by Zamarreño et al.,12 this model
proved to be quite ineffective in predicting other monaural
parameters, mostly because the � coefficient equally affects
both early and late reflected energies. Taking advantage of
measurements carried out in ten Mudejar-Gothic churches
the same authors proposed an alternative approach capable of
providing improved prediction accuracy. According to the
new formulation the empirical coefficient, named �, only
affects the early part �from 0 to 80 ms� of the reflected
sound. The � coefficient is then derived from regression
analysis in order to minimize the differences between mea-
sured and estimated values of a given acoustical parameter.
This assumption is aimed at improving the agreement with
measured values, even though it determines a discontinuity
in the reflected energy function �Fig. 1�a��. The authors jus-
tify this discrepancy by the discrete nature of the early re-
flections so that they consider it unnecessary to assume a
continuous function.

According to the new approach only Eq. �5� needs to be
rewritten as follows:

E�0
80 �r� = �31 200T/V�e−�r/T�1 − e−1.11/T� , �7�

so that G and C80 may be calculated by simply replacing E�0
80

with E0
80, while center time needs to be rewritten to account
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for the displacement of the center of mass of the early re-
flected energy:

Ts�r� = ��T − 1.11/�e1.11 − 1��E�0
80

+ �1.11 + T�E80
� �/�13.8�d + E�0

80 + E80
� �� . �8�

Assuming that prediction error on G values predicted by
the revised theory is relatively low, the authors proposed
calculating � values by minimizing the prediction error on
C80. In fact, this parameter shows the greatest variations in-
side a room, partly due to the arbitrary definition of the 80
ms limit for energy integration. The values calculated for
Mudejar-Gothic churches show an average value of about
0.13, with a standard deviation of 0.02, so the authors as-
sumed the value of 0.13 as specific for this group of
churches. The use of the average � gives reliable predictions
of both G and TS.

C. The “modified” theory

The analysis of the acoustic results measured in a
sample of Italian churches10,13 showed that the basic hypoth-
esis of the revised theory, that is, the uniformity of the rever-
berant sound field throughout the space, was generally satis-
fied. However, the time at which the decay began to be linear

was later, the farther the measurement position was from the
source. Furthermore, at points near the source, the early re-
flections brought more energy than the ideal classical rever-
berant field while conversely, when the distance from the
source grew, the early reflections became weaker.

In order to fit with these observations two modifications
were introduced. The first one was to assume the reverberant
sound field to be uniform, as it is in Barron and Lee’s
theory,3 but that linear level decay starts with a certain delay
�tR� after the arrival of the direct sound. The measurements
showed that this delay was proportional to the source-
receiver distance; therefore, in general, it could be written as
tR=ktD. The k coefficient depended on the room characteris-
tics and it was demonstrated that it could be expressed as a
function of the architectural features of each church, assum-
ing integer values from 1 to 3 growing with church complex-
ity �Table III in Ref. 13�.

The second modification was to schematize the early
reflected sound arriving between the direct sound and the
reverberant sound field as a continuous linear function vary-
ing from an initial value �at time tD�, proportional through a
factor � to the energy of the direct sound, and a final value
�at time tD+ tR�, equal to the energy of the reverberant field at
the same time �Fig. 1�b��. The factor � depended on the
mean absorption coefficient ���, the mean scattering coeffi-
cient of the surfaces close to the source �s�, and on the mean
free path. The estimation of the mean scattering coefficient
was simplified by assigning values varying from 0.2 to 0.8 as
a function of the mean characteristics of the area surrounding
the sound source �Table I�.

However, as observed by Zamarreño et al.,12 the as-
sumption of a linearly decreasing energy density made the
mathematical formulation of the model a bit complex, with
particular reference to the subdivision of the reflected energy
into the early and late contributions. Taking advantage of a
more detailed analysis of the fine structure of the early re-
flections, Martellotta14 proposed expressing the reflected en-
ergy function in the form of a double-rate decay as a linear
combination of two exponential decay functions. This gives
a more elegant mathematical formulation and a considerable
simplification of the calculations without any loss in accu-
racy. According to this refined model Eq. �2� may be rewrit-
ten as follows:

g��t� = A1e−13.8t/T1 + A2e−13.8t/T2, �9�

where T1=T and A1�r�= �13.8�31 200 /V�e−0.04r/T, so that
the first exponential decay coincides with Barron and Lee’s,3
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FIG. 1. �Color online� �a� Shape of the energy decay curve obtained with �
model observed at different distances from the source. The early reflected
energy �from tD to tD+0.08 s� is given by an exponential energy decay
having the same time constant of the late part but estimated at a later time
�multiplied by � /0.04�. �b� Shapes of the energy decay curve obtained with
the linear model �---� and with the multi-rate exponential model �–––� ob-
served at different distances from the source. Dotted curve represents clas-
sical exponential decay.

TABLE I. Values of the mean scattering coefficient according to the chancel
typology.

Chancel typology s

Raised, or bounded by very close hard, flat surfaces 0.20
Slightly raised, bounded by relatively flat reflecting walls
with few obstacles between source and walls 0.40
Very slightly raised, bounded by scattering �decorated�
walls with some obstacles between source and walls 0.60
Not raised, bounded by distant reflecting walls and full
of scattering furniture 0.80
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while T2 and A2 need to be adapted in order to fit the modi-
fied linear function �Fig. 1�b��. As explained in Ref. 14, a
convenient choice is to assume that T2=6.9tR �so that the
center of gravity of the second exponential falls in the
middle of the tR interval�, and A2�r�=�d− �13.8
�31 200 /V�e−0.04r/T, so that the initial value of the function
g� is still �d. According to the proposed modifications the
early and late energies �respectively, E0�

80 and E80�
�� can be

rewritten as reported in Eqs. �13� and �14� in Ref. 14. In this
way G and C80 may be calculated by simply replacing E with
E� in Eqs. �7� and �8�, while TS needs to be calculated using
Eq. �15� in Ref. 14 in order to account for the different po-
sitions of the centers of gravity of the two exponential func-
tions. The new shape of the energy curve causes a slight
decrease in the early energy at points close to the source, and
an increase at farther points �Fig. 1�b��. Consequently, it
overestimates clarity and slightly underestimates center time
in comparison with the “old” linear model.

III. THE ACOUSTIC SURVEY

A. Measurement technique

The measurements were carried out using an omni-
directional sound source made up of 12 120 mm loudspeak-
ers �with a flat response from 100 Hz up to 16 kHz� mounted
on a dodecahedron, together with an additional sub-woofer
to cover the frequencies from 40 to 100 Hz. A calibrated
measurement chain consisting of a GRAS 40-AR omni-
directional microphone together with a 01 dB Symphonie
system was used to measure the sound pressure levels. A
MLS signal was used to get the calibrated impulse responses
to obtain the strength values. The other acoustic parameters
were obtained by using high-quality impulse responses col-
lected with a Soundfield Mk-V microphone, an Echo Audio
Layla 24 sound card, and a constant envelope equalized sine
sweep16 to excite the room. Both the microphones had a flat
response within the frequency bands considered in the
present paper.

At least two source positions were used in each church.
The source was placed 1.5 m above the floor. Ten receiver
positions were used on average. In very large but symmetri-
cal churches the receivers were only placed in one-half of the
floor; otherwise they were spread to cover the whole floor
area uniformly �Fig. 2�. The microphone was placed 1.2 m
from the floor surface. All the measurements and the calcu-
lations of the indices were made in unoccupied conditions,
according to the ISO-3382 standard.17 In particular, for the
measurement of the sound strength �G� the sound power of
the source was calibrated in a reverberation chamber, em-
ploying the same measurement chain and the same settings
used during the on site survey.

B. The churches surveyed

Twenty-four churches located in Italy were considered
in the present survey. The churches were chosen in order to
include different typologies of buildings for age, style, di-
mensions, volume, and interior finishes. The whole sample
of churches was divided into two sub-sets. The first one,
including the same churches used in Ref. 13, was employed

to find a general rule to assign values for the � model, while
the second sub-set was used to compare the performances of
all the models when parameter values were assigned.

For the sake of brevity the plans and descriptions of the
first 12 churches are not included in this paper, as they can be
found in Ref. 13, but Table II gives a summary of the most
important architectural data.

The churches belonging to the second group were cho-
sen adopting the same criteria used for the first one. In this
way, even though the churches were clearly different, they
could be classified according to the same geometrical and
architectural characters �Table III�. A short description of
these churches is provided below; more detailed information
may be found in Ref. 18.

The Basilica of Santa Maria Maggiore in Rome �Fig.
2�a�� is an Early-Christian church built at the beginning of
the fifth century. It is built according to the typical basilica
plan with side aisles even though several side chapels have
been added over the centuries. It is covered with a coffered
wooden ceiling with deep carvings, while the aisles are
vaulted.

The Basilica of Saint Paul outside-the-walls �Fig. 2�b��
was one of the earliest churches built in Rome and, after a
fire in the 1830s, it was faithfully rebuilt. The interior is a
typical basilica plan 100 m long subdivided in a central nave

FIG. 2. Plans of the second set of 12 churches surveyed. �a� Basilica of
Santa Maria Maggiore in Rome, �b� Basilica of Saint Paul outside-the-walls
in Rome, �c� Sant’Ambrogio in Milan, �d� Bari Cathedral, �e� Abbey of
Chiaravalle della Colomba in Alseno, �f� Orvieto Cathedral, �g� Santa Maria
della Consolazione in Todi, �h� Sant’Andrea in Mantua, �i� Sant’Agnese in
Agone in Rome, �j� San Lorenzo in Turin, �k� Santa Maria del Carmelo in
Bari, and �l� Padre Pio Pilgrimage church in San Giovanni Rotondo. �Same
scale for all the churches.�
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and four aisles by granite columns. The nave and the aisles
are covered with a coffered ceiling made of wood.

The Basilica of Sant’Ambrogio in Milan �Fig. 2�c�� is an
example of Lombard-Romanesque architecture. The interior
is a conventional basilica plan without transept and with
apses. The central nave is made of four square spans empha-
sized by cluster columns and ribbed cross vaults. The aisles
are cross vaulted and topped with galleries.

Bari Cathedral �Fig. 2�d�� is a typical Apulian-
Romanesque church, characterized by a basilica plan, with a
main nave and two side aisles, a transept that is slightly
larger than the total church width, and three semi-circular
apses. The nave is flanked by marble columns alternated with
pillars supporting rounded arcades, and covered by a roof
with trusses.

The Abbey of Chiaravalle della Colomba in Alseno �Fig.
2�e�� is a typical Cistercian church following rigorous geo-
metrical proportions. The walls, the pillars, and the ribs are
made of facing bricks, while the vaults are finished in plaster.
The transept is large, having the same width of the nave. The
walls are free of decoration apart from some paintings.

The Cathedral of Orvieto �Fig. 2�f�� is a clear example
of an Italian Gothic church. The interior is organized on a
basilica plan, divided into three naves by ten columns and
two pillars with richly decorated capitals supporting rounded

arcades. The nave and aisles are covered by a wooden roof
with trusses, while the transept and the choir are covered
with ribbed cross vaults painted with frescoes.

The church of Santa Maria della Consolazione in Todi
�Fig. 2�g�� reflects the ideal principles theorized by Renais-
sance architects. The Greek-cross plan derives from the com-
bination of a square and four semi-circular apses topped by a
dome on a high tambour. The decorations are shallow and
made of stone.

The church of Sant’Andrea in Mantua �Fig. 2�h�� was
built by Alberti in Renaissance style. The interior is a Latin
cross, with a single nave flanked by four deep chapels on
each side, alternating with smaller chapels. The nave is
topped by an impressive barrel vault painted to simulate a
coffered effect. The walls are finished in plaster and painted
with rich decorative patterns.

The church of Sant’Agnese in Agone in Rome �Fig. 2�i��
is a typical baroque church, based on a central plan with
elongated transversal braces and niches on the diagonals.
Eight Corinthian columns in marble support the dome, em-
phasizing the octagonal shape of the central volume. The
lower part of the church is finished in marble and stuccoes,
while the upper is painted with frescoes and gilded decora-
tions.

The church of San Lorenzo in Turin �Fig. 2�j�� was built

TABLE II. Basic details of the first set of churches surveyed.

Church ID Period Style
Volume

�m3�
Total area

�m2�
Length

�m�
T1 kHz

�s�

St. Sabina Basilica, Rome SSA 432 Early-Christian 17 500 6 000 52 4.1
St. Apollinare in Classe, Ravenna SAP 549 Byzantine 22 500 7 200 57 3.6
Modena Cathedral �Duomo� MOD 1099 Romanesque 20 000 8 000 62 5.0
St. Nicholas Basilica, Bari SNI 1197 Romanesque 32 000 10 500 59 4.4
Lucera Cathedral LUC 1301 Gothic 33 100 10 500 64 5.3
St. Petronius Basilica, Bologna SPB 1390 Gothic 160 000 42 000 130 9.8
Basilica Laurentiana, Florence BLA 1419 Renaissance 39 000 18 000 82 7.9
The Holy Name of Jesus, Rome JES 1568 Renaissance 39 000 13 000 68 5.1
St. Luca and Martina, Rome SLM 1664 Baroque 8 700 3 500 35 3.1
St. Martin Basilica, Martina Franca SMA 1763 Baroque 16 400 6 500 45 6.9
Concattedrale, Taranto CCT 1970 Modern 9 000 6 200 50 4.2
S. Maria Assunta Church, Riola RIO 1978 Modern 5 500 3 700 35 6.1

TABLE III. Basic details of the second set of churches surveyed.

Church ID Period Style
Volume

�m3�
Total area

�m2�
Length

�m�
T1 kHz

�s�

S. Maria Maggiore, Rome SMM 410 Early-Christian 39 000 12 000 80 4.1
St. Paul outside-the-walls, Rome SPX 383 Early-Christian 130 000 33 650 130 7.5
Sant’Ambrogio, Milan SAB 1099 Romanesque 23 000 10 200 67 5.7
Cathedral of San Sabino, Bari BAC 1100 Romanesque 30 150 9 500 59 4.8
Abbey of Chiaravalle, Alseno ACC 1136 Gothic 13 500 7 500 59 5.6
Orvieto Cathedral ORV 1308 Gothic 68 000 15 000 90 6.9
S. Maria della Consolazione, Todi TOD 1508 Renaissance 19 000 4 400 39 7.9
Sant’Andrea, Mantua SAD 1472 Renaissance 78 000 19 500 100 8.8
Sant’Agnese in Agone, Rome SAA 1672 Baroque 14 500 5 300 28 5.0
San Lorenzo, Turin SLO 1680 Baroque 12 000 4 500 34 4.0
Church of Carmelo, Bari SMC 1960 Modern 9 700 3 000 46 4.2
Padre Pio Church, San Giovanni Rotondo SGR 2004 Modern 51 000 15 600 56 5.5
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by Guarini according to a central plan with a complex struc-
ture obtained by combining eight convex sides. On each side
there are Corinthian columns supporting convex arches. The
central space is characterized by the unique design of both
the tambour and the dome with lantern.

The church of Santa Maria del Carmelo in Bari �Fig.
2�k�� is a contemporary church characterized by an almost
elliptical space, even though the side walls are fragmented in
order to prevent focusing effects. The roof is covered with
perforated panels mostly absorbing low frequencies.

The Padre Pio Pilgrimage church in San Giovanni Ro-
tondo �Fig. 2�l�� was designed by Piano. The church is orga-
nized according to a spiral movement focused on the chancel
area, from which a series of stone arches of decreasing
height radiates to hold the curved roof. The latter is made of
wood and is supported by a sub-structure made of steel and
wood. The interior part of the ceiling is finished with thin
gypsum panels.

IV. A TYPOLOGICAL CLASSIFICATION FOR THE
MODELS

A. Generalization of � model

At the end of their study, Zamarreño et al.12 expressed
the hope to extend the model “to other types of closed rooms
� . . . � and to establish � values for different typologies.” A
preliminary investigation15 showed that with changing
church typology, the resulting � values vary over a wider
range than observed in Ref. 12, suggesting that a proper
choice of the parameter might allow a generalization of the
model. In order to check this possibility the � model was
applied to the first 12 churches. The analysis took into ac-
count C80 values, at a frequency of 1 kHz as a function of
source-receiver distance. For each church the � value, which
minimizes the rms error between measured and predicted
values, was found by numerical iteration. Predicted values
were determined using room volume and measured rever-
beration time at the frequency of 1 kHz.

The values found in each of the churches surveyed are
reported in Table IV. They vary in the interval from 0.13 to
0.42, respectively, corresponding to the churches of
Sant’Apollinare in Classe �Ravenna� and St. Petronius Ba-
silica �Bologna�. The interval shows a much greater variabil-
ity than in the study of Mudejar-Gothic churches.

The analysis of rms errors for sound strength, clarity,
and center time shows that using � values specifically de-
rived for each church leads to reasonably accurate estimates
of the acoustic parameters. According to the theory, � can be
considered as an attenuation coefficient that reduces the early
reflected energy by increasing the source-receiver distance
fictitiously. In the analyzed churches, � is up to ten times
greater than the coefficient originally used in the revised
model, equal to 0.04. This observation suggests that in
churches the early reflected energy is considerably lower
than that predicted by the revised theory, consequently ex-
plaining the bad performance of the latter approach.

The observation that � is quite stable in the homoge-
neous sample of Spanish churches, which was used to define
the model, suggests that similar values of the parameter

should be expected in churches with similar characteristics.
A careful analysis of the correlations between � values and
architectural aspects hopefully might lead to a classification
similar to that proposed for the modified theory, allowing
generalization. A typological classification of religious build-
ings, although necessary for acoustical purposes, represents a
difficult task. The � model depends on a single parameter
�excluding V and T�, and this parameter should take into
account both geometry and material distribution; therefore, it
is somewhat equivalent to a combination of both the param-
eters considered in the modified approach. Those parameters
have a well-defined physical meaning, related to architec-
tural features, so the possible relationship between them and
� was investigated. A weak correlation appeared but the sta-
tistical significance was quite low �R2=0.421, with a residual
probability p=0.022�, mostly because of the discrete nature
of the k parameter.

A further attempt was made to relate � with the stylistic
characteristics of the buildings. The sample was divided ac-
cording to the architectural styles and the average value of �
was calculated for each one. Taking into account the strong
typological connotation that characterizes some architectural
styles, and the specific use of materials or ornamentations, it
is possible to interpret the influence of both these aspects. In
particular, lower � values were observed in compact
churches, growing when the geometrical articulation
increases.15 Early-Christian churches often have a basilica
plan with few decorations and many smooth wall surfaces,
their spaces are substantially open because of the limited
depth of the side aisles and the slenderness of the columns.
Consequently, their mean � was 0.15. Romanesque churches
are finished using nearly the same materials used in early-
Christian period, but the plan is often more complex, gener-
ally with deeper aisles, so the average � value was 0.25.
Gothic churches have much larger volumes, especially be-
cause of their height and their greater spatial complexity
�mostly due to lateral chapels and thick pillars�. These ele-
ments determine a considerable lack of early reflections with

TABLE IV. Values of the � parameter in the first set of churches surveyed,
and corresponding rms errors in the prediction of strength, clarity, and center
time.

rms error

Church �
G

�dB�
C80

�dB�
TS

�ms�

SSA 0.17 0.65 1.14 21.0
SAP 0.13 0.51 0.83 14.9
MOD 0.28 0.81 1.32 37.8
SNI 0.23 0.58 1.12 23.9
LUC 0.29 0.79 1.50 53.3
SPB 0.42 0.96 1.49 65.9
BLA 0.22 0.59 1.14 62.4
JES 0.34 1.32 1.52 50.5
SLM 0.23 0.71 1.12 19.5
SMA 0.33 2.22 1.39 113.7
CCT 0.17 1.94 0.95 48.2
RIO 0.16 0.47 0.99 25.8
Mean 0.96 1.20 44.7
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high � values �average 0.35� compared to the other styles. In
Renaissance churches, the basilica plan and an average
amount of decoration led to an average � value of 0.28.
Baroque buildings are characterized by a greater spatial com-
plexity, with side chapels, domes, and often a Greek-cross
plan. These elements determine a lack of uniformity in the
sound field, so their average � value was again 0.28. Modern
churches have large reflecting surfaces, due to the use of
rigid materials such as concrete, which, combined with their
simpler plans, determined an average � value of 0.16.

In conclusion, studying how � varies as a function of
stylistic aspects confirms that different plan typologies, to-
gether with materials and architectural characteristics, can
significantly contribute to determining the most suitable �
value for a given church. Table V shows a classification of
the analyzed churches according to their architectural typolo-
gies, with the corresponding intervals of variation for calcu-
lated � values. According to the proposed classification it
appeared reasonable to subdivide the full range of variation
into equally spaced intervals, and to assign the corresponding
mean values to each category. Among the analyzed churches,
only St. Luca and Martina in Rome did not fit the classifica-
tion in Table V, probably because having a central plan and a
high dome may be hardly compared with the other churches.
The typological difference between the latter church and the
others suggests that some adjustments in the classification
are required in order to obtain a full generalization. Nonethe-
less, the observed results demonstrate that the classification
reported in Table V gives a predictive character to the �
model, so that when the spatial articulation is known, the
corresponding � may be chosen and the energetic parameters
may be calculated at each point.

It is interesting to observe that the subdivision into
equally spaced intervals led to a linear growth of the mean �
value assigned to each interval, suggesting that, starting from
the reference value of 0.16, any addition of given architec-
tural elements might correspond to an increase of 0.08 in the
� value. Taking into account that an increase in � corre-
sponds to a subtraction of early energy, and that the addition
of architectural elements between source and receiver leads
to a weakening of the early reflections �both because of scat-
tering or masking�, this incremental approach appears also
physically consistent. For example, the presence of either the
transept or chapels in a basilica plan increases � by 0.08,
while the simultaneous presence of both increases � by 0.16.
This “incremental” approach is particularly interesting in or-
der to deal with peculiar combinations of architectural ele-
ments, not included in Table V.

The proposed typological classification was first verified

on the same group of churches in order to determine whether
the errors resulting from using group values for � instead of
church-specific values were acceptable. With clarity being
the parameter on which � estimation was based, its values
were calculated using the new typological values given in
Table V. The resulting prediction error was slightly increased
in comparison with the corresponding errors obtained using
church-specific coefficients. However, the variations were
generally negligible with a maximum of 0.2 dB observed in
just one case and an average variation of 0.03 dB, confirming
that the proposed classification can be conveniently used to
generalize the � model.

B. Toward a unified typological classification for
different models

The typological classification of � values proved to be
quite effective in assigning a suitable value to a church start-
ing from the analysis of its architectural features. Further-
more, the incremental approach appeared to be very promis-
ing in its ability to ease the difficult task of deciding which
typology is best suited for a given church, in particular, when
dealing with churches having complex or unusual shapes.
Given this premise, a similar approach can also be proposed
for the modified model in order to limit the number of arbi-
trary decisions and provide a unified typological classifica-
tion for both models.

As already mentioned the modified model takes into ac-
count two parameters: s, which is related to the characteris-
tics of the “sending end” of the church, and k, which is
strictly related to the church typology. Consequently, a uni-
fied treatment based on typological classification should take
into account � and k as they both refer to typological fea-
tures.

The classification reported in Ref. 13 defined three
classes for k, which could assume integer values varying
from 1 to 3. However, experimental values of this parameter
varied between 1.24 �in the church of Santa Sabina in
Rome�, and 3.54 �in Lucera Cathedral�, with typological val-
ues often differing significantly from experimental values,
suggesting that despite the greater simplicity resulting from
using only integer values, this approximation could lead to
less accurate classification.

Taking into account the three churches belonging to the
first class of the � classification, the resulting average of
experimental k values is 1.39. A straightforward extension of
the � classification to k values could then be to assign four
classes of values from 1.4 to 3.5 with increments of 0.7.
However, in order to take advantage of the incremental ap-

TABLE V. Classification of � values according to typological style, with corresponding examples, and mean values.

Typological style Examples Measured range Interval Mean �

Auditorium-like church or basilica with narrow aisles SSA, SAP, CCT, and RIO 0.13–0.17 0.12–0.20 0.16
Typical basilica plan with deep aisles or thicker columns MOD, SNI, and BLA 0.22–0.28 0.20–0.28 0.24
Basilica plan with deep aisles with large transept or chapels
between source and receiver LUC, JES, and SMA 0.29–0.34 0.28–0.36 0.32
Basilica plan with deep aisles with transept and chapels and very
high ceiling/vaults SPB 0.42 0.36–0.44 0.40

1844 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Berardi et al.: Analysis of energetic models for churches



proach and provide a simpler instrument to define typologi-
cal values for both � and k, the classification given in Table
VI is finally proposed.

It can be observed that a new “reference” category was
included to account for very simple spaces, which nonethe-
less cannot be considered sufficiently “proportionate” to fit
Barron and Lee’s model.3 Groups of additional architectural
features are listed, each corresponding to an incremental
value of 0.7 for k and 0.08 for �. In this way each church
may assume k values from 0.7, for auditorium-like shapes, to
3.5, which should be considered only for very complex and
large rooms with many additional scattering elements. This
classification is particularly interesting, because it allows the
rapid definition of the value of the typological parameter �be
it k or ��. Simple volumes get a very low value, while com-
plex spaces get larger values with increasing complexity. It is
interesting to observe that the original typological classifica-
tion given in Table V can be easily obtained by direct appli-
cation of the incremental approach. In addition, the useful-
ness of the incremental approach can be observed, for
example, in assigning the correct value to the church of St.
Luca and Martina, which was difficult to assess according to
Table V. In fact, starting from the reference value �0.08� and
taking into account the presence of scattering elements due
to decorations �+0.08�, the transept braces between source
and receivers �+0.08�, and the dome �+0.08�, the resulting �
value is 0.32, in good agreement with the empirical value.

Table VII shows that according to the new classification,
the agreement with experimental values improved for some
churches while it worsened for others, with substantially
negligible differences �the largest rms variations being 0.08
dB for G, 0.09 dB for C80, and 3.8 ms for TS�, so that the
average absolute difference was substantially unchanged.
This proves that the original classification and the new incre-
mental classification are equivalent in terms of accuracy of
results. So, the incremental approach is to be preferred if
only for ease of use and for providing a unified selection
criterion shared with the � model.

V. COMPARISON BETWEEN ENERGETIC MODELS

The models investigated in this study together with the
proposed typological classification were finally validated us-
ing the second sub-set of 12 churches. The performance of
the revised model,3 the modified double-rate model, and the
� model were compared by means of rms errors between
measured and predicted values of G, C80, and TS.

Table VIII reports the parameters � and k, resulting
from application of the incremental typological classifica-
tion, together with the parameter s required by the modified
model and depending on the scattering characteristics of the
chancel where the sound sources are located. In order to
clarify the reasoning behind the assignment of the typologi-
cal values of � and k and, at the same time, provide a useful
example of the way in which the incremental classification
should be applied, Table VIII also reports the “sum” of the
architectural features that individually contributed to the final
rating.

As stated above, churches are complex buildings and
assigning typological values may be a difficult task in which
subjective factors �architectural and acoustic background, de-
tailed knowledge of the building, and so on� may somewhat
influence the final result. In order to understand how subjec-
tive factors may influence the choice of the input parameters
�, k, and s, five students with good architectural background
�but limited acoustic knowledge� were asked to assign pa-
rameter values starting from the plans reported in Fig. 2 and

TABLE VII. Summary of experimental k values for each church surveyed, together with those assigned according to the old and the new classifications and
absolute differences from experimental values. The variations in rms error resulting from application of the new classification, with reference to prediction of
G, C80, and TS, are also reported for each church.

Church k exp Old k New k �rms G �rms C80 �rms TS

SSA 1.45 1.0 1.4 0.08 	0.09 3.80
SAP 1.24 1.0 1.4 0.07 	0.06 	1.71
MOD 1.90 2.0 2.1 0.01 	0.02 0.29
SNI 2.00 2.0 2.1 0.01 	0.03 	1.00
LUC 3.54 3.0 2.8 	0.04 0.04 0.64
SPB 2.84 3.0 3.5 	0.04 0.05 	1.25
BLA 3.25 2.0 2.8 	0.03 	0.00 0.26
JES 2.97 3.0 2.8 	0.00 	0.02 	2.36
SLM 3.30 3.0 2.8 0.03 0.02 	0.42
SMA 2.99 3.0 2.8 	0.03 0.03 0.16
CCT 3.00 3.0 2.8 0.07 	0.01 2.59
RIO 1.48 1.0 1.4 	0.02 0.01 	0.07
Mean absolute difference 0.04 0.03 1.21

TABLE VI. Incremental values of k and � according to the architectural
characteristics.

Typical features k= tR / tD �

Reference value to assign for any church 0.7 0.08
Additional scattering elements �decorations, thin
columns, and roof� +0.7 +0.08
Additional volumes between source and receiver as
transept +0.7 +0.08
Additional scattering/coupling elements such as big
pillars or chapels along walls +0.7 +0.08
Very high vaults or domes on tambour +0.7 +0.08
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the classification reported in Tables I and VI. Median values
corresponded to the values reported in Table VIII even
though different evaluations were observed in a number of
cases. Anyway, for all the subjects, the “error” in the typo-
logical choice was circumscribed to one incremental class
above or below the median value. The inaccuracies resulting
from errors in the choice of input parameters are discussed in
Sec. V D.

The comparison between measured and predicted values
of the three acoustic parameters �Fig. 3� was limited to re-
ceivers located in unobstructed areas in order to prevent the
possibility that both direct sound and early reflections might
be hindered, thus determining abnormal variations in the
measured parameters that could arduously be accounted for
by the predictive models.

TABLE VIII. Values of the coefficient derived for an application of the � and modified models to the second
set of churches. C=columns �scattering�, Ch=chapels, T=transept, S=other scattering elements, and D
=dome /vaults.

Church Typological features � typology � calculation k typology k calculation s typology

SMM C 0.16 0.20 1.4 1.3 0.2
SPX C 0.16 0.16 1.4 1.1 0.2
SAB C+Ch 0.24 0.20 2.1 2.0 0.4
BAC C+T 0.24 0.29 2.1 1.5 0.4
ACC C+Ch+T 0.32 0.29 2.8 2.7 0.4
ORV C+Ch+T 0.32 0.38 2.8 2.3 0.4
TOD T+D 0.24 0.31 2.1 1.7 0.2
SAD Ch+T+D 0.32 0.28 2.8 3.1 0.6
SAA S+T+D 0.32 0.19 2.8 2.1 0.2
SLO C+S+D 0.32 0.19 2.8 2.3 0.6
SMC S 0.16 0.13 1.4 1.8 0.4
SGR S 0.16 0.06 1.4 1.3 0.2
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A. Sound strength

Among the acoustic parameters taken into account,
sound strength shows the smallest variations in churches,
possibly because it is largely influenced by long reverbera-
tion rather than by early reflections. As a consequence, this
parameter might be predicted with reasonable accuracy even
using the revised theory. However, as shown in Fig. 4�a�,
using either the modified or the � model the prediction ac-
curacy may be further improved. In fact, the average rms
error varied from 1.01 dB for the revised model, to 0.77 dB
for the � model, to the smallest error of 0.62 dB obtained
with the modified model.

The largest error was observed in Chiaravalle Abbey

�Fig. 3�a��, where measured G showed a steep decrease as a
function of distance �probably because of a lack of early
reflections suppressed by the large transept�, which was pre-
dicted with reliable accuracy only by the modified model.
Similarly, the steep decrease observed in Sant’Andrea in
Mantua �Fig. 3�b�� was better predicted by the modified
model. The smallest errors were observed in Santa Maria
della Consolazione where, probably because of the relatively
small dimensions, the variation as a function of the distance
was less evident.

B. Clarity

Comparisons between measured and predicted values of
clarity were particularly interesting because the � model was
initially defined by calculating the � value that provided the
best agreement between predicted and measured data for
clarity. Conversely, thanks to the proposed typological clas-
sification, � values were then assigned, possibly leading to a
loss in accuracy. Figure 4�b� shows that the � model and
modified model behaved the same, with an average rms error
of 1.4 dB, nearly halving the error resulting from application
of the revised theory �about 2.8 dB�. Taking into account the
performance for each church, it can be observed that in some
cases the � model provided better accuracy, while in other
cases the modified model performed better, so that on aver-
age there was a substantial balance. It is interesting to ob-
serve that in Padre Pio Pilgrimage church in San Giovanni
Rotondo �Fig. 3�c�� both models underpredicted clarity,
while the revised theory provided the lowest error. This
might depend on the relatively low ceiling that is likely to
reflect early energy within the first 80 ms in a manner that is
more similar to concert halls and auditoriums.

In some cases, such as Orvieto, Chiaravalle, and Man-
tua, the improvement resulting from using the � or modified
models was impressive, leading to errors that were one-third
of those resulting from the revised theory.

C. Center time

Center time describes the temporal distribution of the
sound energy without being affected by clarity drawbacks
due to the arbitrary choice of a time limit to discriminate
between useful and detrimental reflections. As a consequence
TS shows a distribution as a function of source-receiver dis-
tance, which is generally less scattered compared to C80 and,
consequently, is more interesting to compare with values pre-
dicted by means of formulas. In addition, as the � model is
calibrated on clarity values �and its prediction accuracy is
expected to be good for clarity�, it is particularly interesting
to validate its performance on a different parameter describ-
ing the same subjective attribute.

Figure 4�c� shows that on average, the modified model
made it possible to nearly halve the rms error resulting from
application of the revised theory �from 66 to 33 ms�, while
the � model was in between �44 ms�. Analysis of individual
results shows that, as observed for clarity and, reasonably,
for the same reasons, the Padre Pio Pilgrimage church in San
Giovanni Rotondo �Fig. 3�c�� was the only one where re-
vised theory is slightly more accurate �by 5 ms� than the
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other models. Among the other churches it is interesting to
observe that the three churches that had already shown a
significant improvement in prediction accuracy for C80 when
the modified and � models were used also confirmed the
improvement for TS. However, in this case the modified
model provides better predictions than the � model, probably
because the latter affects only the first 80 ms, while in large
churches weak early reflections are likely to arrive well be-
yond that time limit. Nonetheless, the modified model be-
haved quite badly in Mantua, with a rms error of about 66 ms
�well above the average�, probably as a consequence of the
unusual decrease in values measured at the farthest points,
possibly as a consequence of strong reflections from the back
wall.

D. Frequency dependency and error analysis

In order to analyze the prediction accuracy over the
whole spectrum, rms errors were calculated using the same
parameter values defined at 1 kHz and assessing the differ-
ence between measured and predicted values over octave
bands from 125 to 4000 Hz �Table IX�. It can be observed
that the models confirm the trends shown at 1 kHz even
though larger errors appear at the extreme bands, where re-
vised theory provides comparable levels of accuracy.

In particular, at 125 Hz all the models predict G values
with errors above 1 dB, with revised theory performing
slightly better than the others. From 250 to 4000 Hz the
modified model provides the best results with errors below 1
dB except at 4 kHz.

When predicting C80 and TS all the models perform
badly at frequencies below 500 Hz, with larger errors than
those observed at 1 kHz. From 500 to 4000 Hz modified
model provides errors slightly above those observed at 1
kHz. The � model behaves similarly when predicting TS, but
it becomes quite inaccurate when predicting C80 above 1

kHz; in fact, the rms error is 3.5 dB at 4 kHz. These larger
errors are intrinsically due to the reduction in reverberation
time typically observed at higher frequencies. Consequently,
as the early reflected energy corresponds to the energy arriv-
ing � /0.04 times later, it may be significantly reduced when
reverberation time gets shorter.

A further validation of the model performance was car-
ried out by calculating the variation in prediction accuracy
following an incorrect choice of the input parameters. As-
suming that input parameters � and k are badly selected by,
at most, one “typological” class �i.e., respectively, by 
0.08
and 
0.7�, the corresponding variations in the rms error are
reported in Table X. Results show a general increase in the
rms error, even though variations are small enough to allow
both models to perform better than revised theory. The larg-
est differences are observed for the � model with reference
to C80. Figure 5 compares both models including the com-
bined effect of the error in selecting k and s values. In gen-
eral both models show larger differences as the source-
receiver distance grows, with the highest variation observed
when predicting C80 using the � model. The error resulting
from bad selection of s values is smaller than the error due to
k and is negligible when k is underestimated, and a bit larger
when k is overestimated.

VI. CONCLUSIONS

The results of a widespread acoustic survey taking into
account a large number of Italian churches have been used to
investigate and compare the prediction accuracy of energetic
models in this kind of room. The whole sample of 24
churches was split into two halves in order to use the first
group to define models and the other for their validation. In
particular, the � model, which was originally defined with
reference to Mudejar-Gothic churches, was first generalized
by showing that church-specific � values could be grouped

TABLE X. rms average of the difference between errors corresponding to � and k values assigned in Table VIII
and errors obtained when typological class is badly selected. Upper class corresponds to k+0.08 and �+0.7,
whereas lower class corresponds to k−0.08 and �−0.7. All values refer to at 1 kHz octave band.

Church

rms error G �dB� rms error C80 �dB� rms error TS �ms�

Modified � model Modified � model Modified � model

Upper class 0.17 0.09 0.14 0.59 9.7 5.3
Lower class 0.22 0.16 0.25 0.51 7.9 8.6

TABLE IX. rms error between measured and predicted values of sound strength, clarity, and center time, at frequency bands from 125 Hz to 4 kHz. Predicted
values calculated with revised model, modified model, and � model.

Frequency

rms error G �dB� rms error C80 �dB� rms error TS �ms�

Revised � model Modified Revised � model Modified Revised � model Modified

125 1.35 1.42 1.36 2.64 2.84 2.48 73 65 65
250 0.98 0.96 0.91 2.28 2.28 2.15 63 53 56
500 0.93 0.77 0.69 3.06 1.64 1.76 72 50 41
1000 1.01 0.77 0.62 2.77 1.42 1.39 63 45 33
2000 1.27 1.07 0.89 2.33 2.29 1.60 55 46 46
4000 1.87 1.33 1.05 1.89 3.47 1.79 36 43 43
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according to typological characteristics. A typological classi-
fication was proposed using an incremental approach, so that
any given architectural feature determines a corresponding
increment of �. This approach was then extended to the as-
signment of the parameter k for the modified theory, without
significantly affecting its prediction accuracy.

The second half of the sample was first used to give an
example of how the typological classification �valid for both
the modified and � models� should be applied as a function
of architectural features. Then, the revised, modified, and �
models were compared in terms of their accuracy in predict-
ing G, C80, and TS at 1 kHz. The results showed that strength
could be predicted with reasonable accuracy �average rms
error of 1.01 dB� even using the revised theory. However, the
best results �average rms error of 0.62 dB� were obtained
when the modified theory was used. Clarity showed larger
variations as a function of source-receiver distance; conse-
quently the revised theory gave on average larger rms errors
of about 2.8 dB, while both the modified and � model gave
approximately the same rms error of 1.4 dB. Similarly, when
dealing with center time, the modified model halved the error
resulting from application of the revised theory �from 66 to
33 ms�, while the � model gave intermediate results �average
rms error of 44 ms�. Extension to other frequency bands
showed a worse performance below 500 Hz, while at high
frequencies the modified model provided consistent predic-
tions �with slightly higher errors� for all the parameters. The
� model performed similarly for both G and TS, while for
C80 it showed much larger errors.

In conclusion, it can be stated that both models based on
typological classification allowed an improvement in predic-
tion accuracy compared to the revised theory. Among them,
the � model gave slightly less accurate predictions but re-
quired fewer input data �namely V, T, and ��, while the
modified model gave the highest accuracy for all the acoustic
parameters taken into account but required more parameters
to be known �V, S, and T� and assigned �s and k�. This led us
to conclude that the choice of the model to use may be made
according to the desired level of accuracy or, conversely, on
the availability of the required input data, preferring the �
model when either less information is available or lower ac-
curacy is desired, and the modified model when more infor-
mation is available and the highest accuracy is desired. Such

conclusions apply to midfrequencies, while at high frequen-
cies the � model should be used very carefully due to large
errors in predicting C80.

Further studies should be carried out in order to assess
the possibility of extending model usage to different kinds of
disproportionate rooms for which the revised theory cannot
be reliably applied.
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A variety of new porous materials with unusually small pores have been manufactured in the past
decades. To predict their acoustical properties, the conventional models need to be modified. When
pore size becomes comparable to the molecular mean free path of a saturating fluid, the no-slip
conditions on the pore surface are no longer accurate and hence the slip effects have to be taken into
account. In this paper, sound propagation in microfibrous materials is modeled analytically,
approximating the geometry by a regular array of rigid parallel cylinders. It has been shown that
velocity and thermal slip on a cylinder surface significantly changes the model predictions leading
to lower attenuation coefficient and higher sound speed values. The influence of material porosity,
fiber orientation, and size on these effects is investigated. Finite element method is used to
numerically solve the oscillatory flow and heat transfer problems in a square array of cylindrical
fibres. Numerical results are compared with predictions of the analytical model and the range of its
validity is identified. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3204087�
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I. INTRODUCTION

In many models of porous sound absorbents1–5 the local
flow and temperature distribution are studied first. The mac-
roscopic quantities are estimated after that by volume aver-
aging. The theoretical basis for these models is provided by
homogenization theory,6–8 which assumes the existence of a
representative volume and separation of scales. In “internal
flow” models, the flow and temperature characteristics are
calculated inside a pore of a given shape.9–12 In “external
flow” models, they are calculated around solid inclu-
sions.13–15 External flow models are more suitable for de-
scription of granular and fibrous materials where the inclu-
sion shape is easier to define than that of the pore.

Until recently, the validity of zero velocity and fixed
temperature boundary conditions on the pore or inclusion
surface was assumed in most models. The dynamic tortuos-
ity, which accounts for viscous and inertial effects, has been
calculated from the solution of an oscillatory forced Stokes
problem considering no-slip boundary condition at the solid-
fluid interface by using the dynamic extension of Darcy’s
law.8,16 The dynamic compressibility, describing thermal
losses, has been obtained from the solution of an oscillatory
heat transfer problem with fixed temperature boundary con-
dition at the solid-fluid interface.17 The domain of validity of
fixed temperature boundary condition is discussed in Ref. 17.

The zero velocity and fixed temperature boundary con-
ditions are violated if a characteristic pore or inclusion size a

becomes comparable to a saturating gas molecular mean free
path lmean. Their ratio is described by a parameter called
Knudsen number,18 K= lmean /a. The molecular mean free

path, lmean=2� /�0
�8RgT0 /�, depends on viscosity �, equi-

librium density �0, temperature T0, and the specific constant
Rg of the gas.12,18 For air at normal conditions lmean

�60 nm.
In the majority of porous materials currently used in

acoustical applications, pores or inclusions are in excess of
several micrometers. However, a substantial number of new
materials are being created with much smaller pores or in-
clusions. For example, in aerogels and in activated carbons,
pores can be in the order of 20 nm in diameter or even
smaller.19,20 The propagation of the slow compressional
wave in a low density aerogel has been observed in previous
studies �see Ref. 21, for example�. Therefore, to model
acoustical properties of microporous materials, the conven-
tional models have to be modified to allow for velocity and
thermal slip.12 The term “thermal slip” is used here to de-
scribe the temperature jump on the wall, which is propor-
tional to the temperature normal derivative.

It is worth mentioning that the continuum description of
a gas gives physically justified results only in the so-called
Knudsen regime.22,23 This implies that K�0.1 and imposes a
lower limit on the pore or inclusion size, e.g., a�10lmean.
For materials saturated by air at normal conditions, this
means a�0.6 �m. However, comparisons with both
measurements12 and molecular dynamics simulations24 show
that the continuum approach still provides a good approxi-
mation when K�0.1. Satisfactory agreement between data

a�
Portions of this paper have been presented at the Acoustics-08 Conference,
Paris, France, June 29–July 4, 2008.

b�Author to whom correspondence should be addressed. Electronic mail:
o.umnova@salford.ac.uk
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and theory for rarefied gas flow through straight cylindrical
tubes has been demonstrated even for Knudsen number val-
ues higher than one.12

The effect of boundary slip on sound propagation in
porous materials has been investigated in several recent pub-
lications. The homogenization theory has been applied to
account for slip effects in both static and dynamic
problems.25,26 Rigid porous materials have been studied as-
suming the Maxwell boundary condition on the pore walls
which relates the tangential surface velocity to the stress
component.12,24 The frame elasticity has been accounted for
by assuming either phenomenological frequency dependence
of the velocity on the pore wall27 or Maxwell boundary
conditions.28 In Ref. 12 the influence of thermal slip on com-
plex compressibility has been investigated. In these publica-
tions the pore geometry was restricted to straight cylindrical
channels.

However, an assumption of straight cylindrical pores
does not capture the complexity of the inner structure of
fibrous materials. For instance, it cannot be used to describe
acoustical properties dependence on fiber orientation. In this
paper, fibrous materials are modeled as regular arrays of
straight circular cylinders.

This paper is organized as follows. In Sec. II, the oscil-
latory forced problem of fluid flow around cylindrical fibres
is solved analytically. The method is based on the cell model
approach described in Refs. 29, 2, and 4. The problem of the
oscillatory heat transfer between the fiber and the surround-
ing gas has been solved accounting for the thermal slip. Ana-
lytical expressions for complex tortuosity and complex com-
pressibility are derived for fibers parallel and perpendicular
to sound propagation direction. In Sec. III, analytical expres-
sions for high frequency tortuosity, flow resistivity, charac-
teristic viscous and thermal lengths and thermal permeability
in the presence of the boundary slip are derived. The effects
of boundary slip on sound speed and attenuation coefficient
are also estimated. Section IV describes numerical solutions
performed using finite element method �FEM�. Comparisons
with numerical results help to investigate the restrictions of
the analytical model in the absence of experimental data.
Main findings are summarized in Sec. V.

II. COMPLEX TORTUOSITY AND COMPLEX
COMPRESSIBILITY FUNCTIONS

A. Complex tortuosity

1. Fibers perpendicular to sound propagation
direction

A detailed analysis of the model assuming no-slip
boundary conditions can be found elsewhere.2,4 In this sub-
section a brief outline of the equations and their solutions
along with the necessary boundary conditions modifications
is presented.

According to homogenization theory,6–8,25,26 the fluid
can be considered as incompressible at the pore/inclusion
scale. The motion of the fluid around an infinitely long cy-
lindrical fiber of radius a under oscillatory constant small-
amplitude pressure gradient ��P /�x�e−i�te�x is governed by
the following set of equations:

− i��0u� = −
1

a
grad� p +

�

a2	u� −
�P

�x
e�x, �1a�

div u� = 0, �1b�

where u� and p are velocity and pressure of the fluid, � is
angular frequency, and � and �0 are gas viscosity and equi-
librium density, respectively. An arrow denotes a vector
quantity. Throughout this paper all spatial coordinates are
normalized by the fiber radius a. The geometry of the prob-
lem is illustrated in Fig. 1. Because of fluid incompressibil-
ity, one can assume that u� =v� +curl A� , where v� =ve�x, v
= ��P /�x��1 / i��0� and A� is a vector potential. Due to sym-
metry, in cylindrical coordinates �r ,
 ,z� velocity does not
have a z-component and does not vary along the z-axis. This
implies that the vector potential has only an Az component
with both Ar and A
 being zero. Velocity components are
ur=v cos 
+ �1 /r���Az /�
� and u
=−v sin 
−�Az /�r and as-
suming Az=A�r�sin 
, they can be simplified as

ur = �v +
A�r�

r
�cos 
 , �2a�

u
 = − �v + A��r��sin 
 , �2b�

where the prime symbol is used to denote the derivative.
Vorticity of velocity u� can now be calculated as

curl u� = �u


r
+

�u


�r
−

1

r

�ur

�

�e�z = f�r�sin 
e�z,

where

f�r� = − �A��r� +
A�r�

r
��

. �3�

For the incompressible fluid the following identity is valid:

	u� = − curlcurl u� = − curl�f�r�sin 
e�z�

= −
f�r�

r
cos 
e�r + f��r�sin 
e�
. �4�

Now Eq. �1a� has to be rewritten separately for two velocity
components:

− i��0
A�r�

r
cos 
 = −

�

a2

f�r�cos 


r
−

�p

�r

1

a
, �5a�

x

z

y

�xe
r

�ez

rin =1

1
1outr φ

=
−

FIG. 1. Cell geometry for the analytical solution.
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i��0A��r�sin 
 =
�

a2 f��r�sin 
 −
�p

�


1

ra
, �5b�

and can be solved for p to give

p =
�

a2 ��2A��r� − f��r��ra cos 
 , �6�

where

� = a� i��0

�
. �7�

The modulus of � is equal to the ratio between the fiber
radius and the viscous boundary layer thickness:

�visc =� 2�

��0
i.e., 	�	 =

a

�visc
. �8�

Equations �1a� and �1b� can be reduced to a single equa-
tion, �2curl u� =curlcurl�curl u��, which is equivalent to

f��r� −
f��r�

r
−

f

r2 + �2f = 0. �9�

Assuming y=�r, this can be transformed to a standard
Bessel equation. Its solution can be expressed as30

f�r� = − �H1
�1���r� − ��J1��r� , �10�

where  and � are arbitrary constants.
The solution for A�r� can now be found from Eq. �3�:

A�r� = − �
r

2
+

�

r
− 

H1
�1���r�
�

− �
J1��r�

�
, �11�

where � and � is another pair of arbitrary constants. Using
Eqs. �2a�, �2b�, �6�, �10�, and �11�, velocity components and
pressure can be rewritten as

ur = �v −
�

2
+

�

r2 − 
H1

�1���r�
�r

− �
J1��r�

�r
�cos 
 , �12a�

u
 = − �v −
�

2
−

�

r2 − �H0
�1���r� −

H1
�1���r�
�r

�
− ��J0��r� −

J1��r�
�r

��sin 
 , �12b�

p = −
�

a2�2��

2
+

�

r2�ra cos 
 . �13�

Constants , �, �, and � must be found from the boundary
conditions.

According to the cell model approach, the influence of
the neighboring cylinders on the flow can be taken into ac-
count assuming that each cylinder is placed at the center of
an imaginary cylindrical cell �Fig. 1�. The outer radius of the
cell is chosen so that the volume fraction of air in a single
cell matches the material porosity �, i.e., rout=1 /�1−�.
Conditions on the cell boundary are set to allow for the in-
teractions between the cylinders. The assumption of zero
vorticity on the cell boundary rout was first used by Kuwa-

bara in Ref. 29 for a steady flow and later generalized for the
case of an oscillatory flow.2,5 The validity of this condition
has recently been rigorously investigated31 in an application
to granular materials. It has been found that although zero
vorticity assumption does not follow from any first prin-
ciples, it gives results very close to those obtained using
energy consistent boundary conditions. Further investigation
of the zero vorticity assumption will be presented in Sec. IV.
Using Eq. �10� vorticity can be expressed as curl u�
= �−�H1

�1���r�−��J1��r��sin 
e�z. The following equation
for constants  and � can be derived if vorticity is set equal
to zero on the cell boundary:

H1
�1�� �

�1 − �
� + �J1� �

�1 − �
� = 0. �14�

It is also assumed that the pressure drop over the cell is equal
to the macroscopic pressure gradient.2 This condition is
equivalent to p�r=1 /�1−� ,
�=0. Using Eq. �13� for pres-
sure, this can be reformulated as

�

2
+ ��1 − �� = 0. �15�

The normal component of the fluid velocity is zero on the
fiber surface, which in combination with Eq. �12a� gives

�

2
− � + 

H1
�1����
�

+ �
J1���

�
= v . �16�

The condition of zero tangential velocity on the fiber surface
is replaced by the Maxwell boundary condition:

u
�r = 1� =
lmean

�
�r
�r = 1� , �17�

where �r
=� /a��1 /r���ur /�
�+ ��u
 /�r�− �u
 /r�� is the com-
ponent of the stress tensor. For simplicity, the momentum
accommodation coefficient is assumed to be equal to 1,
which means that fiber surface reflects incident molecules
diffusively.22 Using Eqs. �12a� and �12b� Maxwell boundary
condition �17� can be reduced to

�

2
+ ��1 + 4K� + �H0

�1�����1 + 2K� −
H1

�1����
�

�1 + 4K

− K�2�� + ��J0����1 + 2K� −
J1���

�
�1 + 4K − K�2��

= v , �18�

where K= lmean /a is Knudsen number.
In derivation of Eq. �18�, the following identities for

Bessel and Hankel functions have been used:

J1��x� = J0�x� − J1�x�/x and J0��x� = − J1�x� . �19�

Equations �14�–�16� and �18� constitute a set of linear alge-
braic equations for the unknown constants, which can be
solved to get
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 =
2v�1 − ��

Z0����2 − �� − Z1����2�1 − �� − �2 − ��
K�2

�1 + 2K��
,

�20a�

� = −

H1
�1�� k

�1 − �
�

J1� k
�1 − �

� , �20b�

� = v

�

2�1 − ���Z0��� − Z1����2 −
K�2

�1 + 2K���
Z0����2 − �� − Z1����2�1 − �� − �2 − ��

K�2

�1 + 2K��
,

�20c�

� = −
�

2�1 − ��
, �20d�

where

Zi��� =
1

�i
Hi
�1���� −

H1
�1�� �

�1 − �
�

J1� �

�1 − �
� Ji����, i = 0,1.

�21�

Complex tortuosity ���� is defined as the ratio be-
tween the macroscopic pressure gradient −�P /�x and the re-
sulting averaged force per unit volume of the fluid �Fx=
−i��0�ux

���� =
�P

�x

1

i��0�ux
=

v
�ux

, �22�

where subscript � indicates that fibers are perpendicular to
sound propagation direction. Velocity averaging can be per-
formed over a single cell surface, as has been shown in Ref.
2:

�ux =
1

Scell
�

0

2� �
1

1/�1−�

ux�r,
�rdrd
 , �23�

where Scell=��� / �1−��� is the normalized cross sectional
area of the cell. Using the fact that ux=ur cos 
−u
 sin 
 to-
gether with Eqs. �2a� and �2b�, the x-component of velocity
can be expressed as ux=v+A�r� /r cos2 
−A��r�sin2 
. Aver-
aging over the cell surface gives

�ux = = v +
1 − �

�
�A� 1

�1 − �
� 1

�1 − �
− A�1�� . �24�

Using Eq. �11�, A�1� and A�1 /�1−�� are expressed in terms
of constants determined by Eqs. �20a�–�20d�. This results in
the following expressions for the averaged velocity:

�ux =
v
�

Z0���
Z1���

� + �2�1 − �� +
K�2

�1 + 2K�
��

Z0���
Z1���

�2 − �� − �2�1 − �� −
K�2

�1 + 2K�
�2 − ���

�25�

and, consequently, complex tortuosity

���,K� = �2 − �� −
4�1 − ��

Z0���
Z1���

� + 2�1 − �� +
K�2

�1 + 2K�
�

.

�26�

Equation �26� presents complex tortuosity as a function of
angular frequency and Knudsen number. This is convenient
for both comparisons with no-slip results and the scaling,
which will be applied later to calculate complex compress-
ibility. In the no-slip case �K=0� Eq. �26� coincides with that
presented in Ref. 4.

2. Fibers parallel to sound propagation direction

In this case the oscillatory pressure gradient
��P /�z�e−i�te�z is applied along the fiber axes and uz�r� is the
only non-zero velocity component in an incompressible
fluid. Due to these equations of motion can be replaced by
one simpler equation:

− i��0uz =
�

a2�uz� +
1

r
uz�� −

�P

�z
. �27�

Its general solution is31

uz�r� =
1

i��0

�P

�z
+ AJ0��r� + BH0

�1���r� . �28�

Constants A and B can be found from Maxwell boundary
condition on the fiber surface, which in this case is expressed
as

uz�r = 1� = Kuz��r = 1� , �29�

and boundary condition of zero vorticity on the cell bound-
ary:

uz�r =
1

�1 − �
� = 0. �30�

Here cells are defined as in Part I. This gives the following
pair of equations for constants A and B:

A�J0��� + �KJ1���� + B�H0
�1���� + �KH1

�1�����

= −
1

i��0

�P

�z
, �31a�

AJ1� �

�1 − �
� + BH1

�1�� �

�1 − �
� = 0. �31b�

Thus, the velocity averaged over the cell surface can be cal-
culated as
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�uz =
1

i��0

�P

�z
+ � 1

�2�2�1 − ��
�

�A�J1� �

�1 − �
� �

�1 − �

− J1����� + B�H1
�1�� �

�1 − �
� �

�1 − �
− H1

�1������� .

�32�

Solving equations for A and B and substituting the results
into this expression, the averaged velocity is given by

�uz =
1

i��0

�P

�z
�1 +

2�1 − ��Z1���
��Z0��� + K�2Z1����� . �33�

Now an expression for complex tortuosity ����=−��P /�z�
��1 /−i��0�uz� can be derived as

���,K� = 1 −
2�1 − ��

Z0���
Z1���

� + 2�1 − �� + �K�2

, �34�

where subscript � indicates sound propagation along the fiber
axes.

B. Complex compressibility

Consider the heat transfer from a fiber into the surround-
ing fluid subject to an oscillating pressure Pe−i�t. As shown
in Ref. 12 distribution of temperature T�r� is not dependent
on the sound propagation direction and can be found from
the following equation:

NPr�
2T + �T� +

1

r
T�� =

NPr�
2

�0cp
P , �35�

where NPr=�cP /q is Prandtl number, q is thermal conduction
coefficient of the fluid, and cp is heat capacity under constant
pressure.

Thermal slip boundary condition on the fiber surface is12

T�r = 1� =
2�

�� + 1�NPr
KT��r = 1� , �36�

where � is the adiabatic constant and the accommodation
coefficient is assumed to be equal to 1. Zero temperature flux
is assumed on the outer cell boundary3

T��r =
1

�1 − �
� = 0. �37�

Comparison of Eqs. �35�–�37� with Eqs. �27�, �29�, and �30�
suggests that

T��,K�
NPr�

2

�0cp
P

=

uz��NPr,K
2�

NPr�� + 1��
a2

�

�P

�z

. �38�

It should be noted that the scaling here is applied to both
frequency and Knudsen number. The normalized complex
compressibility is defined in Ref. 17 as

C��� = � − �� − 1�
�0cp�T

P
. �39�

Here averaging �T can be performed over a single cell sur-
face.

Now the relationship between complex compressibility
and complex tortuosity �, can be derived as

C��,K� = � −
� − 1

���NPr,K
2�

NPr�� + 1��
, �40�

where ���NPr ,K2� /NPr��+1�� is described by Eq. �34�.
This result is equivalent to that derived in Ref. 12 for straight
cylindrical pores.

C. Characteristic impedance and propagation
constant

Expressions for complex tortuosity and complex com-
pressibility can be further used for the description of macro-
scopic material properties. The momentum conservation and
continuity equations for plane acoustic waves propagating in
a porous material are

− i��0��,K�V = − ik��,K�P , �41a�

− i�C��,K�P = ik��,K��0cV , �41b�

where c is sound speed in air, P and V are acoustic pressure
and fluid particle velocity amplitudes, respectively, and
k�� ,K� is the propagation constant expressed here as a func-
tion of angular frequency and Knudsen number. These equa-
tions can be combined with Eqs. �26�, �34�, and �40� to give
expressions for characteristic impedances

z�,���,K� =
�0c

�
��,���,K�

C��,K�

and propagation constants k�,��� ,K�
=� /c��,��� ,K�C�� ,K� for two different fiber orientations.

III. LOW AND HIGH FREQUENCY ASYMPTOTICS

A. Asymptotics of complex tortuosity

Viscous friction between the fluid and the fibers has a
strong influence on the acoustic properties of the material at
low frequencies. In this case boundary layer thickness ex-
ceeds the fiber radius, which requires 	�	�1. This leads to
the following limitation on frequency f:

f �
�

��0a2 . �42�

Low frequency asymptotics for complex tortuosity can be
found by retaining the leading terms in the expansions of
Bessel and Hankel functions for small arguments given in
Ref. 30. For complex tortuosity ��� ,K�, this becomes
���→0,K�=−� /�28�1−�� / �−2 ln�1−��−2�−�2+4K�2�.
It is shown in Ref. 16 that the low frequency limit of com-
plex tortuosity is related to steady state flow resistivity � as
��→0�=−�� /�2��a2� /��. Consequently, steady state flow
resistivity �� in direction parallel to fiber axes is described as
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���K� =
���K = 0�

1 + 4KF���
, �43�

where it is shown as a function of the Knudsen number. Here

���K = 0� =
8�1 − ���

�− 2 ln�1 − �� − 2� − �2�a2 , �44�

F��� =
�2

− 2 ln�1 − �� − 2� − �2 . �45�

Equation �42� confirms the well-known fact that flow resis-
tivity is a decreasing function of Knudsen number.32 The
expression for ���K=0� coincides with that of Ref. 4 which
was derived assuming no slip boundary conditions.

Similar expansions applied to Eq. �26� lead to the ex-
pression for flow resistivity ��

���K� =
���K = 0�

1 +
4K

1 + 2K
F���

, �46�

where ���K=0�=2���K=0� in agreement with Ref. 4.
Low frequency expansion of complex tortuosity derived

in Ref. 12 yields the following dependence of steady state
flow resistivity �cyl of cylindrical pore network on Knudsen
number:

�cyl�K� =
�cyl�K = 0�

1 + 4K
, �47�

where �cyl�K=0�=8� /�a2 is in agreement with results pre-
sented in Refs. 33 and 34. A degree of similarity between
Eqs. �42� and �46� can be immediately recognized. However,
for the array of cylinders, boundary slip effect strongly de-
pends on porosity. This is an expected result as the effective
size of the sound propagation “channels” is determined by
the distance between the cylinders and consequently by ma-
terial porosity. When porosity is high, these channels get
bigger which leads to weaker slip effect.

In the case of perfect slip �K→��, both �� and �cyl are
equal to zero. However, as can be noted from Eq. �45�, ��

does not vanish. Although the shear stress is always zero on
a perfectly slippery surface, additional pressure variation in
the fluid is induced by the flow perpendicular to fibers due to
the curvature of the flow paths. This gives a contribution to
the viscous drag.

In the limit of high frequencies, the effect of fluid inertia
becomes dominant. In this range 	�	�1, which leads to the
condition on frequency,

f �
�

��0a2 =
�

��0lmean
2 K2 = K2 � 1.34 � 109 Hz. �48�

It should be noted that all previous calculations have been
performed assuming the absence of scattering effects which
requires

f �
c

2�a
=

c

2plmean
K = K � 0.91 � 109 Hz. �49�

Equations �48� and �49� can only be satisfied simultaneously
for K�0.1. In practice, this means that for air at normal
conditions inertial regime can be attained only if fibers are
very large compared to the molecular mean free path and
hence slip effects are not important. For smaller fibers, both
viscous and inertial effects influence sound propagation for
most of the ultrasonic frequencies, except exotically high
ones. For the latter, however, frequency limitation �49� will
be violated and scattering has to be accounted for.

Nonetheless, for the sake of completeness, the high fre-
quency drag parameters will be estimated here. Asymptotic
expansions for Bessel and Hankel functions of large argu-
ments �9.2.5� and �9.2.7� from Ref. 30 lead to the following
approximation:

Z0�� → ��
Z1�� → ��

= i� +
1

2
+

1

i�

3

32
+ O� 1

	�	2� . �50�

Its substitution into Eqs. �34� and �26� gives

��� → �,K�

= 1 +
i

�

2�1 − ��
�

�
1

1 −
i

�

�4 − 3��
2�

− iK� +
3

32
� i

�
�2

+ O� 1

	�	3�
, �51a�

��� → �,K�

= �2 − �� +
i

�

4�1 − ��
�

�
1

1 −
i

�

�4 − 3��
2�

−
iK�

1 + 2K
+

3

32
� i

�
�2

+ O� 1

	�	3�
.

�51b�

Further expansion in powers of 1 /� depends on the value of
K	�	, which is equal to the ratio between the molecular mean
free path and the boundary layer thickness. A small value of
K does not automatically mean that this parameter is small,
as at high frequencies 	�	 is large. However, as pointed out in
Ref. 12, for air saturation at normal conditions large values
of parameter K	�	 can be achieved only for frequencies well
above 100 MHz. Moreover, the continuum approach is only
applicable when all characteristic lengths of the problem are
large compared to the molecular mean free path. Viscous
boundary layer can be considered as one of these lengths,
which means that the current analysis cannot be extended to
frequencies, where K	�	�1. Condition K	�	�1 / 	�	 is satis-
fied when f �K�1.34�109 Hz and in the absence of scat-
tering. Comparison with Eq. �49� confirms that this condition
is valid in a scattering-free range of frequencies. Assuming
that K	�	=O�1 / 	�	2� further expansion of Eqs. �51a� and
�51b� gives
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��� → �,K� = 1 −
2�1 − ��

�
K +

i

�

2�1 − ��
�

+ � i

�
�2 �1 − ���4 − 3��

�2

+ � i

�
�32�1 − ��

�
��4 − 3�

2�
�2

−
3

32
� + O� 1

	�	4� ,

�52a�

��� → �,K� = 2 − � −
4�1 − ��

�

K

1 + 2K
+

i

�

4�1 − ��
�

+ � i

�
�22�1 − ���4 − 3��

�2

+ � i

�
�34�1 − ��

�
��4 − 3�

2�
�2

−
3

32
� + O� 1

	�	4� .

�52b�

According to Ref. 16, high frequency limit of dynamic tor-
tuosity is related to viscous characteristic length � and tor-
tuosity � as ��→��=�+ �i /���2� /��. If � and � are
to be derived from the expansions �52a� and �52b�, only lin-
ear terms with respect to 1 /� should be taken into account.
Although �2�1−�� /��K and �4�1−�� /���K / �1+2K�� are
frequency independent, they are of the same order of magni-
tude as cubic terms in the expansions and for this reason
should be neglected in the derivations of � and �. Simple
expressions can now be derived for high frequency tortuosi-
ties as follows:

�� = 1, �53�

�� = 2 − � , �54�

and the normalized characteristic viscous lengths,

�� =
�

1 − �
, �55�

�� =
�2 − ���
2�1 − ��

, �56�

which for both fiber orientations are independent of Knudsen
number.

It should be highlighted that expressions �53�–�56� are
only valid for very low values of Knudsen number. For
higher values, inertial regime can no longer be considered
separately from scattering effects.

B. Asymptotics of complex compressibility

The easiest way to calculate both low and high fre-
quency approximations of the complex compressibility is to
use Eq. �40� together with asymptotic expansions for
��� ,K�. In the low frequency range, this leads to the fol-
lowing expression:

C�� → 0,K� = � + i�
�� − 1�NPr�0

����K
2�

NPr�� + 1��
. �57�

Comparison with the general low frequency asymptotic be-
havior given in Ref. 17 leads to the relationship between
thermal permeability k0��K� and ���K�:

k0��K� =
�

���K
2�

NPr�� + 1��
. �58�

In the high frequency limit, relationship �40� can be
transformed to C��→� ,K�=1+ ��−1 /NPr���2 /���K��. Fur-
ther comparisons with general form for high frequency limit
of complex compressibility,17 C��→��=1+ ���−1� /NPr��
��2 /���, gives an expression for normalized thermal char-
acteristic length.35

�� = �� , �59�

where �� is defined by Eq. �55�.
As follows from the analysis, all high frequency param-

eters remain independent of the slip influence when the re-
strictions on Knudsen number values and frequency range
discussed in Sec. III A are satisfied.

C. Sound speed and attenuation coefficient

Sound speeds and attenuation coefficients for two differ-
ent fiber orientations can be found as

c�,���,K� =
�

Re�k�,���,K��
, �60a�

��,���,K� = Im�k�,���,K�� . �60b�

Low frequency asymptotics of complex tortuosity combined
with Eq. �60a� lead to the expression for sound speeds in the
viscous regime:

c��� → 0,K� = c� 2�0�

���K = 0�
�1 + 4KF���� , �61a�

c��� → 0,K� = c� 2�0�

���K = 0��1 +
4K

1 + 2K
F���� , �61b�

where F��� is defined by Eq. �45�. Attenuation coefficients
in the viscous regime can be estimated as

���� → 0,K� =� ����K = 0��
2�0c2�1 + 4KF����

, �62a�

���� → 0,K� =� ����K = 0��

2�0c2�1 + 4
4K

1 + 2K
F���� . �62b�

It is convenient to introduce relative difference in sound
speed due to boundary slip,
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	c =
c�� → 0,K� − c�� → 0,K = 0�

c�� → 0,K = 0�
�63a�

and relative difference in attenuation coefficient,

	� =
��� → 0,K� − ��� → 0,K = 0�

��� → 0,K = 0�
. �63b�

These quantities have a simple dependence on Knudsen
number and porosity:

	c�,�
= �1 + s�,�F��� − 1, �64a�

	��,�
=

1
�1 + s�,�F���

− 1, �64b�

where s� =4K, s�=4K / �1+2K�.
Function F��� approaches to zero as porosity tends to

unity. This suggests weaker slip influence in high porosity
materials. Moreover, Eqs. �64a� and �64b� predict stronger
slip effects when sound propagates parallel to fibers.

IV. COMPARISON WITH NUMERICAL RESULTS

The FEM was employed to solve both flow and heat
transfer problems in a regular square array of cylinders. The
solutions have been calculated using the FEM software COM-

SOL MULTIPHYSICS.36 Second-order Lagrangian elements
have been used to model the velocity components and tem-
perature distribution, whereas the linear elements approxi-
mated the pressure field, as suggested in Ref. 37. The ele-
ments were chosen so that a good enough resolution of the
geometry is achieved. Periodic boundary conditions were
prescribed on the boundary of the square cell with a cylinder
placed at its center. An arbitrary reference pressure was set in
one of the corners of the square cell.38 Maxwell boundary
condition was applied on the cylinder surface. For no-slip
computations, this was replaced by usual zero velocity
boundary condition. The convergence of the numerical
method has been tested by comparing its results with the
analytical formulation as well as by means of a mesh refining
analysis for low porosity configurations. More details about
the numerical procedure can be found in Refs. 13 and 14.

By setting the frequency equal to zero in Eqs. �1a� and
�1b� one can get the steady state fluid flow velocity field and
then steady state flow resistivity can be estimated. Figures
2�a� and 2�b� show comparisons between flow resistivity cal-
culated numerically and using Eqs. �43� and �46� for flow
parallel and perpendicular to fiber axes. Porosity range �0.34,
0.99� was considered in order to cover the values encoun-
tered in real fibrous materials. Conventional absorbers39 can
have porosities greater than 0.95, while fiber reinforced
composites40 can present a porosity value as small as 0.4.
Three cylinder radii, 120, 200, and 600 nm, were considered.
At normal conditions, these radii correspond to Knudsen
number values of 0.5, 0.3, and 0.1 respectively. In the case of
perpendicular flow, the agreement is very good for porosity
values higher than 0.6. For the parallel flow, good agreement
is achieved for even lower porosity values. The discrepancies
at lower porosities can be explained by considering the cell
shape employed in the analytical procedure. In dense arrays,

the areas of intersections between the circular cells cannot be
considered negligible. For this reason the circular cells can-
not resolve the fluid flow appropriately in low porosity ma-
terials. Viscous friction is stronger when flow direction is
perpendicular to cylinders which is confirmed by a higher
flow resistivity value. It seems natural to expect that the error
associated with the circular cell assumption is larger when
viscous interactions are more pronounced. This may explain
why the agreement with analytical results is worse for the
case of perpendicular flow.

Analytical expressions for tortuosity and characteristic
viscous length have been derived assuming very small Knud-
sen number values. Therefore, they have been compared with
the numerical values obtained with no-slip boundary condi-
tions on the fiber surface. The governing equation for this
problem corresponds to the Laplace equation in the fluid
domain �see Refs. 13 and 16 for more details�. As is shown
in Fig. 3�a�, high frequency tortuosity for parallel flow is
equal to 1 for the entire range of porosities. The linear de-
pendence of tortuosity on porosity for perpendicular flow
described by Eq. �54� is accurate for ��0.6. Viscous char-
acteristic length �Fig. 3�b�� shows the same trend, i.e., good
agreement is obtained between numerical and analytical re-
sults when flow is parallel to cylinders. When flow direction
changes, good agreement is achieved only for dilute arrays.
Even in the high frequency range, when viscous boundary
layer is much smaller than fiber-to-fiber distance and inter-
actions between the cylinders are minimal, the results for the
perpendicular flow in dense arrays still remain sensitive to
the elementary cell shape.
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FIG. 2. �Color online� Flow resistivity for normal �a� and parallel �b� flows
as a function of porosity for three different values of Knudsen number.
Lines—analytical results �43�–�46�; markers—numerical results.
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Next, an oscillatory forced Stokes flow problem, defined
by Eqs. �1a� and �1b�, has been numerically solved. The
macroscopic velocity field has been obtained from the solu-
tion by averaging over the cell. Complex viscous permeabil-

ity K̃�,��� ,K� was then calculated from dynamic Darcy’s
law.8,26 This quantity was further related to complex tortuos-
ity as follows:

�,���,K� =
��

− i��0K̃�,���,K�
. �65�

The oscillatory heat conduction problem defined by Eq.
�35� has been solved in a square cell assuming thermal slip
on the fluid-solid interface and periodic boundary conditions
on the boundaries of the cell. The temperature was then av-
eraged over the cell, and analogous dynamic Darcy’s law for
the thermal problem given by Eq. �5� in Ref. 17 was used to

calculate dynamic thermal permeability K̃th�� ,K�. The latter
is related to the complex compressibility function

C��,K� = � + i�
�� − 1��0cpK̃th��,K�

�q
. �66�

Using complex tortuosity and complex compressibility,
sound speed and attenuation coefficient have been calculated
using Eqs. �60a� and �60b�. Figures 4 and 5 show sound
speed �a� and attenuation coefficient �b� for materials with
porosity �=0.95 and fiber radius a=120 nm and a
=600 nm �K=0.5 and K=0.1, respectively�. For comparison
calculations for the no-slip case are also shown. Simulations

for frequencies between 1 kHz and 10 MHz were carried
out. In general, the numerical simulations confirm a decrease
in attenuation coefficient and an increase in sound speed val-
ues compared to no-slip approximation. Numerical and ana-
lytical results remain close to each other in all cases for all
frequencies. Sound speed is higher when sound propagation
is parallel to fiber axes and attenuation coefficient is lower in
this case. For lower value of Knudsen number, K=0.1, the
transition from the viscous to the inertial regime can be ob-
served in Fig. 5 as sound speed approaches its limiting value.
For K=0.5 �Fig. 4�, the frequencies considered are still too
low for the inertial regime to exhibit itself and sound speed
continues to grow with the frequency. Naturally, the differ-
ence between slip and no-slip results is more pronounced for
higher Knudsen number values.

In Figs. 6 and 7 relative differences between sound
speeds �	c�,�� and attenuation coefficients �	��,�� are shown
as functions of frequency. Numerical values are compared
with analytical results given by Eqs. �64a� and �64b�. The
numbers in the boxes represent numerically obtained values
in the limit of low frequencies. The slip influence is rela-
tively constant over the viscous regime for both sound speed
and attenuation coefficient. At higher frequencies, this influ-
ence tends to decrease for speed of sound, whereas it in-
creases for attenuation coefficient. It is also greater for higher
Knudsen number at higher frequencies and does not show
strong dependence on the sound propagation direction. How-
ever, the slip influence is more pronounced for the parallel
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versus porosity. �—fibers parallel to sound propagation direction; �—fibers
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markers—numerical solutions.
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flow case in the low frequency range. As can be seen in Fig.
6, 	c reaches a value of 25.6% for K=0.5, whereas it is
lower than 13.1% for fibers perpendicular to sound propaga-
tion direction �Fig. 7�. Relative errors between numerical and
the analytical results for sound speed and attenuation coeffi-
cient are shown in Figs. 8 and 9. Three different porosity
values, 0.35, 0.65, and 0.95, are considered. The error does
not show strong frequency dependence. The analytical model
is quite reliable for dilute configurations, showing an error
smaller than 5% in sound speed and attenuation coefficient
for both directions of sound propagation. However, as one
can expect from the discrepancies found in viscous drag pa-
rameters, it becomes inaccurate at lower porosities. For �
=0.35, its predictions differ from numerical results by more
than 10% for sound propagating parallel to fibers and by
20% when it propagates in the perpendicular direction.

To gain a deeper understanding of the discrepancies be-
tween numerical and analytical results, one should discuss
two issues. The first is related to the shape of the elementary
cell, the second to the applicability of zero vorticity condi-
tion on the cell boundary. Two neighboring circular cells
inevitably overlap. The shortest distance from any cylinder
center to a neighboring cell boundary is d�=��−1 /�1−�.
This distance is shown in the inset plot in Fig. 10. The neigh-
boring cell boundary intersects the cylinder surface when
this distance is equal to the cylinder radius, i.e., d�=1. As
this situation is obviously unacceptable, it could serve as a
basis for a purely geometrical criterion defining the range of
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porosities for which the analytical model could be applied.
This is given by ���−2��=0.403. Cylinders arranged in a
dense array may also present an extra source of error asso-
ciated with the zero vorticity assumption on the cell bound-
ary. Modulus of vorticity normalized to its value on the fiber
surface is shown in Fig. 10 as a function of dimensionless
distance X= �x−1� / �ds−1�. Here x denotes the distance from
the cylinder center along the horizontal axis and ds

=� /4�1−� is the distance to the boundary of the square
cell. Surface of the cylinder corresponds to X=0 and the
square cell boundary to X=1. Vorticity is calculated for two
porosity values, 0.95 and 0.45, assuming stationary flow and
K=0.3. The vorticity value is numerically zero at the square
cell boundary for both directions of flow and both porosities.
This means that zero vorticity assumption is accurate when
the outer boundary of the circular cell d� is close to the
boundary of the square cell ds, i.e., X�= �d�−1� / �ds−1��1.
For porosity equal to 0.95, X�=0.82, and vorticity is nearly
zero on the circular cell boundary. However, when porosity
is equal to 0.45, X�=0.21 and vorticity can no longer be
assumed small.

V. CONCLUSIONS

In this work, an analytical model has been developed to
describe sound propagation through an array of identical par-
allel cylindrical fibers accounting for boundary slip effect.
The results confirm that boundary slip effect can have a sig-
nificant influence on the acoustical properties of microfibrous
materials leading to a decrease in attenuation coefficient and

an increase in sound speed. It is demonstrated that this influ-
ence depends on sound propagation direction relative to fiber
axes, fiber radius, and material porosity. The effect becomes
noticeable when fiber radius and/or inter-fiber distances are
comparable with the molecular mean free path in air. The
slip influence is stronger when sound propagates parallel to
fiber axes. In this case, even for the array of relatively big
fibers with radius of 0.2 �m, sound speed and attenuation
coefficient can deviate by more than 13% from values ob-
tained assuming no slip. The analytical results have been

A
105 106 107

0

2

4

6

8

10

12

14

Frequency [Hz]

%
φ=0.35
φ=0.65
φ=0.95

105 106 107
0

2

4

6

8

10

12

Frequency [Hz]

%

φ=0.35
φ=0.65
φ=0.95

B

FIG. 8. �Color online� Relative error between analytical and numerical re-
sults for different array porosities: sound speed �a� and attenuation coeffi-
cient �b�. Fibers parallel to sound propagation direction, and fiber radius a
=200 nm �K=0.3�.

A
105 106 107

0

5

10

15

20

25

30

Frequency [Hz]

%

φ=0.35
φ=0.65
φ=0.95

105 106 107
0

5

10

15

20

25

30

35

40

Frequency [Hz]
%

φ=0.35
φ=0.65
φ=0.95

B

FIG. 9. �Color online� Relative error between analytical and numerical re-
sults for different porosities: sound speed �a� and attenuation coefficient �b�.
Fibers perpendicular to sound propagation direction, and fiber radius a
=200 nm �K=0.3�.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

d

N
or
m
al
iz
ed
vo
rti
ci
ty

2

1

'd sd'd sd

FIG. 10. �Color online� Vorticity as function of the normalized distance
from the fiber surface to the edge of the square cell. �1� Normalized vorticity
for perpendicular �dashed line� and parallel flow �continuous line�, porosity
0.45. �2� Normalized vorticity for perpendicular �dashed line� and parallel
flow �continuous line�, porosity 0.95.

1860 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Umnova et al.: Acoustical properties of microfibrous materials



compared with FEM simulations. They are shown to be in a
very good agreement for materials with porosities higher
than 0.6. This suggests that the model can be useful for pre-
dicting acoustical properties of high-porosity microfibrous
materials.

All calculations have been performed assuming air satu-
ration at normal conditions where molecular mean free path
is approximately equal to 60 nm. This dictates the size of
fibers needed for experimental validation of the model. How-
ever, at different atmospheric conditions or with different gas
saturations, strong influence of the boundary slip can be ob-
served even in conventional fibrous absorbents. For instance,
light glass wool described in Ref. 39 with an average fiber
radius of 3.4 �m would have a Knudsen number close to 0.2
when saturated with air at 0.1 atm. High values of Knudsen
number can be achieved also by saturating the material with
gases such as helium, benzene, or neon where molecular
mean free path is bigger than in air.41 These situations could
present an opportunity for the experimental validation of the
model using conventional fibrous absorbents.
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A critical task in predicting and tailoring the acoustic absorption properties of porous media is the
calculation of the frequency-dependent effective density and compressibility tensors, which are
explicitly related to the micro-scale permeability properties. Although these two quantities exhibit
strong sensitivity to physics occurring at complex micro-scale geometries, most of the existing
literature focuses on employing very limited in-house and oftentimes multiple numerical analysis
tools. In order to predict these parameters and acoustic absorption efficiently and conveniently, this
article synthesizes multiple disparate approaches into a single unified formulation suitable for
incorporation into a commercial analysis package. Numerical results computed herein for four
close-packed porous media are compared to similar results available in the literature. These include
simple cubic, body-centered cubic, and face-centered cubic structures, and also hexagonal
close-packed, which has not appeared in the literature. Together with critical comparisons of a
hybrid versus direct numerical approaches, the close agreement demonstrates the capabilities of the
unified formulation to analyze and control the acoustic absorption properties at the microscopic
level. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3205399�
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I. INTRODUCTION

Noise reduction remains a major environmental and
safety issue in the automotive, aeronautical, and construction
industries. One promising way to reduce noise is through the
design and optimization of porous structures, where viscosity
and large surface areas result in favorable acoustic absorp-
tion properties. For acoustic propagation and absorption of
porous materials, Kirchhoff1 provided first the phenomeno-
logical model of viscous and thermal effects created in cy-
lindrical tubes with circular cross-section. For more general
geometries, his analytic description presents complications
making it unsuitable for use in real engineering applications.
Instead, other techniques have appeared in the recent litera-
ture, which identify and quantify two important measure-
ment parameters characterizing and predicting acoustic ab-
sorption performance, namely, the effective density and
compressibility tensors. For this reason, research attention
devoted to the theoretical formulation of these two param-
eters has received considerable attention in the past decades
�see, e.g., Refs. 2–6 for a review�. Here we briefly mention
the most successful theoretical models in acoustics of porous
materials. One of the widely accepted and used ones is the
Johnson–Allard model, which was proposed through the
equivalent fluid description by Johnson et al.7 for the effec-
tive density and by Champoux and Allard8 for the effective
compressibility. Pride et al.9 and Lafarge10 improved this
model by resolving underestimation of the imaginary part of

the relaxation functions of the porous medium. Although
most of the formulations in the cited works are given in an
explicit analytical form, they can only be evaluated in cases
of very simple pore geometries assuming isotropic material
properties, such as flow in a uniform cylinder. More recently,
several numerical methods have been suggested in the litera-
ture, such as the collocation method,11 the boundary element
method,12 the lattice Boltzmann method,13 and the finite el-
ement method.14–18 Those offer the possibility of extending
the evaluation to general geometries and materials using
desktop-based workstations. However, most of these analysis
techniques require the use of �multiple� in-house codes and
complex numerical procedures. Furthermore, many of the
cited numerical treatments are not suitable for arbitrary pore
geometry and materials. Therefore, there is a need for an
integrated and general computational approach for predicting
the acoustic properties of periodic porous materials, which,
ideally, can be applied in a form suitable for analysis using
commercial analysis tools.

In this paper, we present a multi-scale numerical ap-
proach for determining acoustic absorption properties based
on the effective density and compressibility parameters for
periodic porous media with arbitrary three-dimensional �3D�
unit cells. To the authors’ knowledge, the approach presented
is the first posed in a consistent and general manner such that
the resulting micro-scale equations can be implemented in a
single commercial off-the-shelf �COTS� simulation code. We
implement the resulting micro-scale equation set in COMSOL

MULTIPHYSICS
®, which is a simulation and modeling tool

general enough to solve many frequently encountered partial
differential equations �PDEs�. Importantly, this same com-
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mercial package is equipped with tools for complex geom-
etry modeling, mesh generation, and handling of general
boundary conditions to include periodic boundary condi-
tions, as needed herein. The resulting analysis tool is there-
fore very general and capable of predicting acoustic absorp-
tion in complex 3D fluid media. We also present an
otherwise missing 3D comparison of acoustic absorption re-
sults generated using the direct and hybrid numerical ap-
proaches.

In Sec. II, we begin our presentation by reviewing a
mathematical procedure suitable for analyzing acoustic po-
rous medium: the multi-scale asymptotic method
�MAM�.19–23 MAM enables one to determine the macro-
scopic material description from knowledge of the physics
and geometry at the microscopic level. Section II A employs
this method to derive a set of frequency-domain micro-scale
PDEs, and boundary conditions, for decoupled dynamic and
thermal response. In Sec. II B, the direct MAM approach and
an alternative hybrid numerical procedure are detailed for
calculating the effective density and compressibility param-
eters using only the domain of the unit fluid cell �UFC�. The
hybrid approach is an efficient semi-analytic means to calcu-
late these same two tensors.15–18 To determine the acoustic
absorption properties for rigid porous media, the acoustic
model5,24,25 is briefly described in Sec. II C. Finally, in Sec.
III, for each porous medium composed of four periodic rigid
sphere packings—simple cubic �sc�, body-centered cubic
�bcc�, face-centered cubic �fcc�, and hexagonal close-packed
�hcp�—comparisons of results generated in this study with
those found in the literature11,14–16 demonstrate very good
agreement.

II. MAM

In order to describe the linear acoustic phenomena cre-
ated in a porous medium, one has to solve the following set
of frequency-domain viscous-thermal governing equations
and associated boundary conditions for harmonic waves
characterized by frequency �.

In the fluid domain,

p

�0T0
= CP − CV �1a�

or

p

P0
=

�

�0
+

�

T0
�state equation of a perfect gas� ,

�1b�

�0i�u = − �p + �� + �� � �� · u� + ��u . �2a�

i�
�

�0
= − � · u �momentum and mass balance� , �2b�

�0i�Cp� = i�p + K�� �energy balance� . �3�

On the fluid-solid interface,

u = 0 �4a�

and

� = 0 �no-slip and isothermal conditions� . �4b�

Here P0, �0, and T0 denote the pressure, density, and tem-
perature of the air at the rest, while u, p, �, and � denote the
fluid velocity, pressure variation, density variation, and tem-
perature variation. In addition, the shear and bulk viscosities,
specific heats at constant pressure and constant volume, and
heat conductivity are denoted, respectively, by �, �, CP, CV,
and K. As has been noted by several authors, any problem of
linear acoustics involving porous media can be dealt with
using this formalism. However, because the equations pre-
sented above are based on interdependent macroscopic vari-
ables, they cannot take into account explicitly the micro-
scale physics and geometry of the porous media at the
microscopic level.

MAM is a multi-scale approach based on an asymptotic
analysis of the governing equations �1�–�4�. It is used to
further derive a set of well-posed micro-scale equations nec-
essary for computing effective macro-scale variables, via av-
eraging over the unit cell. The asymptotic approach begins
by introducing two space variables: x for the macro-
variations and y=�−1x for the micro-variations. Here the
small parameter �= l /L�1 is a scale ratio of a characteristic
unit cell length l and frequency-dependent wavelength L. As
such, the small parameter denotes a ratio of a micro-scale
characteristic length to a macro-scale characteristic length.
The solution variables sought and the differential operators
are next split into their macroscopic and microscopic com-
ponents via power series involving �,

u = u0�x,y� + �u1�x,y� + �2u2�x,y� + ¯ ,

p = p0�x,y� + �p1�x,y� + �2p2�x,y� + ¯ ,

� = �0�x,y� + ��1�x,y� + �2�2�x,y� + ¯ . �5�

The gradient ��� and Laplacian ��� operators take the
forms

� = �x +
1

�
�y and � = �x +

2

�
�xy +

1

�2�y . �6�

Moreover, because one can consider the viscous-thermal ef-
fects to occur at the micro-scale, it is necessary to rescale the
viscosity and conductivity coefficients appearing in the mo-
mentum balance �2a� and energy equations �3� by �2 �Ref.
23�

�0i�u = − �p + �2��� + �� � �� · u� + ��u� , �7�

�0i�Cp� = i�p + �2K�� . �8�

With this rescaling, MAM allows for orderly solution of the
seeking variables.

A. Micro-scale boundary value problems

We start with the mass balance equation �2b�, combined
with the state equation �1b�. Updated using the expansions
�5� and �6�, a single multi-scaled relationship results,
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i�� �p0 + �p1 + ¯�
P0

−
��0 + ��1 + ¯�

T0
�

= − ��x +
1

�
�y� · �u0 + �u1 + ¯� . �9�

Separating scales, the corresponding equation at the highest
order �−1 implies that the fluid velocity can be considered as
locally incompressible,

�y · u0 = 0, �10�

while at order �0,

i�� p0

P0
−

�0

T0
� = − �x · u0 − �y · u1. �11�

A similar procedure carried out on the momentum balance
Eq. �7� yields

�0i��u0 + �u1 + ¯�

= − ��x +
1

�
�y��p0 + �p1 + ¯�

+ �2	���x +
2

�
�xy +

1

�2�y��u0 + �u1 + ¯�

+ �� + ����x +
1

�
�y����x +

1

�
�y�

· �u0 + �u1 + ¯��
 . �12�

Separating orders, order �−1 yields the relationship

�yp
0 = 0 ⇒ p0�x,y� = p0�x� , �13�

which implies that the macro-scale pressure is constant at the
micro-scale. At order �0,

�0i�u0 = − �yp
1 − �xp

0 + ��yu
0. �14�

For the energy equation �8�, the procedure results in the
multi-scale equation,

�0i�Cp��0 + ��1 + ¯� = i��p0 + �p1 + ¯�

+ �2�K��x +
2

�
�xy +

1

�2�y�
	��0 + ��1 + ¯�� . �15�

Unlike in the other scaled equations, the highest order iden-
tified in Eq. �15� is �0 and thus a single relationship is ob-
tained �macro-scale�,

�0i�Cp�0 = i�p0 + K�y�
0. �16�

Following the methodology introduced by Lafarge et
al.,26 we assume, at a given frequency, the appropriate solu-
tion forms of the micro-scale velocity �u0� and pressure �p1�
distributions as linearly related to −�xp

0, while the micro-
scale temperature ��0� distribution as linearly related to i�p0,
as follows:

u0�x,y� = −
k�y,��

�
· �xp

0�x� , �17a�

p1�x,y� = − ��y,�� · �xp
0�x� + p̂1�x� , �17b�

and

�0�x,y� =
k��y,��

K
i�p0�x� . �18�

Note that k and k� denote the micro-scale dynamic viscous
and thermal permeability functions, and also note that the
pressure �p1� can be expressed in terms of its deviatoric part
�p̂1� and zero mean value ��� on the UFC. Substituting Eqs.
�17� and �18� into Eqs. �10�, �14�, and �16� yields the follow-
ing decoupled set of PDEs suitable for incorporation into a
commercial finite element code.

For momentum equation with no-slip boundaries,

i�
�0

�
k + �y� − �yk = I in 
 f

�y · k = 0 in 
 f

k = 0 on � �k and �:
 − periodic� , �19�

where I denotes a 3	3 identity matrix composed of three
unit vectors �e� directed along a global coordinate system.

For energy equation with isothermal boundaries,

�0 Pr

�
i��0k� − �yk� = 1 in 
 f

k� = 0 on ��k�:
 − periodic� , �20�

where Pr=�Cp /K denotes the Prandtl number.
Here 
, 
 f, and � represent the UFC volume, the fluid-

filled pore volume, and the fluid-solid interface, respectively.
For a given frequency, we implement Eqs. �19� and �20� in
the PDE module provided by COMSOL MULTIPHYSICS

®, uti-
lizing the Parametric solver. We then apply no-slip isother-
mal and translational periodic boundary conditions upon the
xyz-directions to an irreducible UFC consisting of a fluid-
filled interstitial space between given packed spheres �Fig.
2�. Finally, we employ a COMSOL script to iteratively com-
pute the micro-scale dynamic viscous and thermal perme-
ability functions in a frequency range of interest.

B. Macro-scale effective parameters in direct and
hybrid numerical approaches

Following solution of the micro-scale equations �Sec.
II A�, one can obtain the following effective density ��eff�
and compressibility ��eff� parameters via averaging the solu-
tions over the UFC:

i��eff · �u0� = − �xp
0, �21a�

and

i��effp
0 = − �x · �u0� , �21b�

with � · �=
·d
 /
 f. As mentioned before, we introduce two
numerical procedures in this section. One uses the MAM
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procedure directly and requires explicit computation at each
frequency of interest. The other is a hybrid approach, which
uses alternatively derived physical parameters as input data
in an explicit analytical model developed by Pride et al.9 and
Lafarge.10 The hybrid approach significantly decreases the
computational burden as compared to the direct approach.

1. Direct numerical approach

Taking the volume average of Eq. �17a� over the UFC,
multiplying by the porosity  �=
 f /
� and using the defi-
nition �21a�, one can easily determine the macro-scale effec-
tive density parameter for general periodic porous media as
follows:

�eff =
�

i�
k̂−1, �22�

where k̂�=�k�� denotes the dynamic viscous permeability
parameter. Applying the same procedure as above with Eqs.
�11� and �18�, together with the divergence theorem, one
obtains the effective compressibility parameter,

i�
p0

P0
�1 − i�

P0

KT0
k̂�� = − �x · �u0� . �23�

In arriving at Eq. �23�, we have used the fact that the deriva-
tive of a periodic function integrated over one period is zero,

i.e., ��y · f�x ,y��=0. In Eq. �23�, k̂��=�k��� represents the
dynamic thermal permeability parameter. Introducing the
specific heat ratio ��=CP /CV� and the Prandtl number into
Eq. �1a� and comparing Eq. �23� with Eq. �21b�, one can
associate the macro-scale effective compressibility parameter
with the dynamic thermal permeability parameter,

�eff =
1

�P0
�� − �� − 1�

�0 Pr

�

i�k̂�


� . �24�

Therefore, taking into account explicitly the micro-scale
physics and geometry of the porous media at the microscopic
level, we have obtained the dynamic effective density and
compressibility tensors �Eqs. �22� and �24��, which ulti-
mately determine the acoustic absorption properties at the
macroscopic level.

2. Hybrid numerical approach

The direct approach detailed above requires significant
computation at each frequency and can suffer from conver-
gence issues. Recently, an alternative, analytic-based ap-
proach has been introduced15–18 �termed herein the hybrid
numerical approach�. The main advantage of this approach is
the need to solve only three static problems instead of Eqs.
�19� and �20�: Stokes, heat, and electrical conduction prob-
lems. Moreover, unlike the direct numerical approach, the
statically estimated parameters can be reduced from tensor-
based values to scalars by referring to their own symmetry
properties in static regime.27 These then serve as input data
in explicit expressions for frequency-dependent effective
density and compressibility variables proposed by Pride et
al.9 and Lafarge,10 respectively. These statically estimated

parameters are taken to be the static viscous and thermal

permeabilities �k̂0 , k̂0��, the static viscous and thermal tortu-
osities ��0 ,�0��, the tortuosity factor ����, and the viscous
and thermal characteristic lengths �� ,���, which are auto-
matically computed as additional outcomes of the direct nu-
merical procedure. Here subscripts 0 and � represent quan-
tities evaluated at �=0 and the high-frequency limit case,
respectively.

Substituting a zero angular frequency into Eqs. �19� and
�20�, two static permeabilities, two static tortuosities, and the
thermal characteristic lengths are simply calculated by the
following standard definitions:7,10

k̂0 = �k0� = k̂0, k̂0� = �k0��, �0 =
�k0

2�
�k0�2 ,

FIG. 1. �Color online� Acoustic absorption propagation model.

FIG. 2. �Color online� 3D UFC geometries with solder joints. �a� sc periodic
model, �b� bcc periodic model, �c� fcc periodic model, and �d� hcp periodic
model.
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�0� =
�k0�

2�
�k0��

2 , and �� = 2

� � �



d


� �
�

d�

. �25�

Two parameters defining the tortuosity factor and vis-
cous characteristic length,

��
−1 = �E · e� = �� and � = 2

� � �



E2d


� �
�

E2d�

, �26�

respectively, are obtained by solving the following electrical
conduction problem of the porous medium:14,17,18,28

�y · E = 0 with E = − �y� + e in 
 f ,

E · n = 0 on ���:
 − periodic� , �27�

where E j represents the scaled electric field, � represents the
deviatoric part of the electric potential, and n represents the
unit outward normal vector from the pore region. Finally,
based on the estimated values from Eqs. �25� and �26�, the
following effective density of Pride et al.9 and Lafarge’s ef-
fective compressibility10 are provided for any given fre-
quency:

�eff = �0���1 +
f���
i�

� and

�eff =
1

�P0
	� − �� − 1��1 +

f�����
i��

�−1
 . �28�

With

f��� = 1 − q + q�1 + i�M/2q2�1/2,

f����� = 1 − q� + q��1 + i�M�/2q�2�1/2, �29�

� = ��0k̂0��/�, �� = ��0k̂0� Pr/� ,

M = 8k̂0��/�2, M� = 8k̂0�/��2 , �30�

and

TABLE I. Fluid material properties used in all studies.

�0

�kg /m3�
T0

�K�
P0

�Pa�
�

�kg ms−1� Pr �

1.293 300 105 1.72	10−5 0.715 1.4

(a)

(b)

(c)

(d)

FIG. 3. �Color online� Real parts of the dynamic viscous and thermal permeability distributions �k11 and k�� at ��a� and �b�� 50 Hz and ��c� and �d�� 2500 Hz.

1866 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Lee et al.: Acoustic absorption in irreducible porous media



q = M/4��0/�� − 1�, q� = M�/4��0� − 1� , �31�

where f and f� represent dimensionless viscous and thermal
shape functions of each angular frequency �� ,���, and M and
M� represent dimensionless viscous and thermal shape fac-
tors, respectively, while q and q� represent dimensionless
supplementary parameters.

C. Acoustic absorption calculations based on two
effective parameters

To characterize the acoustic absorbing effect on a har-
monic plane wave propagating through the porous media, the
wave number ��� and effective impedance �Zeff� must be
defined before computing the absorption coefficient. Let us
consider 3D acoustic absorption propagation model for the
porous structure with thickness d �Fig. 1�.

Without loss of generality, we assume that the macro-
scale pressure variation �p0� has the following harmonic
form:

p0 = p̂0 exp�− i� · x� = p̂0 exp�− i���� · x� , �32�

where � denotes the wave vector, which is implicitly depen-
dent on the propagation direction vector ���. Substituting the
above expression into the definitions of the effective param-
eters �Eqs. �21a� and �21b��, one can derive the following
dispersion equation in the given unit vectors:

�2 = � · ��eff
−1

�eff
� · � = �2ceff

2 with

ceff = ��� · �eff
−1 · ��/�eff�1/2, �33�

where ceff denotes the effective phase speed of the propagat-
ing wave. Therefore, the complex wave number and the ef-
fective impedance, which are the characteristics of the dissi-
pation phenomena, are usually defined

� =
�

ceff
and Zeff =

1


��� · �eff · ��

�eff
. �34�

To calculate acoustic absorption coefficient �, the reflection
coefficient r is introduced in terms of the effective imped-
ance �Zeff� and air impedance �Z0�.5,24,25 Following the cited
references, we briefly mention their final results

r =
H�Zeff − Z0

H�Zeff + Z0
with Z0 = �0��P0/�0�1/2 and

H = �1 + e−2i�d/ceff�/�1 − e−2i�d/ceff� , �35�

where H is the transfer function over the material thickness
d. Finally, one can calculate the acoustic absorption coeffi-
cient of the porous media as

� = 1 − �r�2. �36�

III. RESULTS AND DISCUSSION

To assess the validity of the described MAM process
and our numerical implementation, we first calculated effec-
tive parameters using both the direct and hybrid numerical
approaches, and then estimated acoustic absorption coeffi-

cient curves for the four sphere packing types considered �sc,
bcc, fcc, and hcp�. For each packing type, Fig. 2 depicts the
irreducible unit cells consisting of the fluid-fluid interstitial
space between packed spheres. In the implementation of the
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FIG. 4. �Color online� �a� Real and �b� imaginary parts of the effective
density ��eff11� versus frequency, and �c� real and �d� imaginary parts of the
effective compressibility ��eff� versus frequency.
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approaches, each UFC is subject to translational periodicity
boundary conditions in each of the three directions present.
Table I provides the coefficients used to obtain the numerical
solutions.

As mentioned in Ref. 16, a difficulty is met when one
tries to validate the numerical results calculated in both di-
rect and hybrid numerical manners, because most of the pub-
lished values are limited to a dynamic viscous problem per-
spective and do not fully provide their results in terms of
Eqs. �22� and �24� �or Eqs. �25� and �26��. Fortunately, all
direct and hybrid numerical cases for a fcc sphere packing
are directly provided by Gasser15 and Gasser et al.16 Notably,

Gasser15 documented that computed acoustic properties ex-
hibit good agreement with several experimental results. For
these reasons, we first choose the numerical results from Ref.
15 for the validation process of our direct numerical ap-
proach, while we compare our hybrid numerical results with
Ref. 16, together with Chapman and Higdon11 for three cubic
lattices �sc, bcc, and fcc� and Zhou and Sheng.14 Moreover,
to directly compare our numerical results with those pre-
sented in the literature,15,16 the radius of the sphere is chosen
to be 1 mm. As in the cited studies, we also include a solder
joint at each sphere contact point, where the solder radius is

TABLE II. Geometric and acoustic results for four sphere stackings considered.

sc bcc fcc hcp

Ref. 11 Ref. 14 This paper Ref. 11 This paper Ref. 11 Ref. 16 This paper This paper

 0.48 0.48 0.48 0.32 0.32 0.26 0.26 0.26 0.26
k0 �kg /m3� 1.01	10−8 0.984	10−9 1.02·10−8 2.01	10−9 1.97	10−9 6.95	10−10 6.83	10−10 6.70	10−10 6.42	10−10

�0 NA NA 2.02 NA 2.15 NA 2.63 2.49 2.44
�� 1.38 1.48 1.40 1.47 1.48 1.61 1.66 1.65 1.65
� �m� 3.24	10−4 NA 3.69	10−4 1.92	10−4 2.34	10−4 1.24	10−4 1.64	10−4 1.59	10−4 1.59	10−4

k0� �Pa−1� NA NA 2.46	10−8 NA 3.81	10−9 NA 2.74	10−9 2.70	10−9 2.72	10−9

�0� NA NA 1.43 NA 1.35 NA 1.85 1.85 1.89
�� �m� NA NA 6.24	10−4 NA 3.25	10−4 NA 2.49	10−4 2.47	10−4 2.47	10−4
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FIG. 5. �Color online� �a� Real and �b� imaginary parts of the effective density ��eff� versus frequency, and �c� real and �d� imaginary parts of effective
compressibility ��eff� versus frequency �hybrid numerical approach�.
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150 �m. We only consider results for propagation along the
x-axis; however, the formulation is general enough to con-
sider any wave vector.

A. Comparison with direct numerical results of the
literature

We first consider the direct numerical process. The
micro-scale solutions of the dynamic viscous and thermal
equations are calculated from Eqs. �19� and �20�. Figure 3
provides some examples of micro-scale dynamic viscous and
thermal permeability distributions at 50 Hz �low-frequency
regime� and 2500 Hz �high-frequency regime� in the y-z
plane.

These figures illustrate that at low-frequency, viscous
dissipation and thermal conduction are responsively distrib-
uted along the boundary of each sphere, while at the high-
frequency, dense fluid acceleration and heat exchange phe-
nomena occur in the vicinity of solder joints. Moreover, we
iteratively compute the effective density �22� and compress-
ibility �24� parameters in a frequency range of interest �here,
from 10 to 10 000 Hz�, as shown in Fig. 4. For validation
purposes, numerical points provided in the literature15 are
also plotted. As can be seen in the subfigures, the frequency-
dependent effective parameters obtained from our approach
are in very good agreement with those provided by Ref. 15
over the entire range of frequencies considered.

B. Comparison with hybrid numerical results of the
literature

The results compared with those available in the litera-
ture are shown in Table II. As expected, these results show
good agreement between those published and our numeri-
cally computed results. However, concerning viscous charac-
teristic length, there is a disagreement. As mentioned in Ref.
16, this disagreement can be explained by the presence of
solder joints. Using the estimated numerical parameters in
Table II as the input data for Eq. �28�, we obtain the effective
density and compressibility parameters in a frequency range
of interest �here, from 10 to 10 000 Hz�, as shown in Fig. 5.
Figure 6 illustrates the acoustic absorption coefficients for
four sphere packings with a fixed material thickness d
=0.1 m. As expected, the general shapes of the acoustic ab-

sorption curves for the fcc and hcp models are nearly iden-
tical since they have similar closed-packed structures �see
Table II�. The sc model has the largest static permeability as
compared to the other packing arrangements due to large
wetted areas, and as a result, demonstrates the most potential
for acoustic absorption.

C. Comparison between direct and hybrid numerical
results

We next compare our results for frequency-dependent
acoustic absorption, in the FCC sphere packing case, using
both the direct and hybrid numerical approaches. As can be
seen in Fig. 7, the frequency-dependent acoustic absorption
coefficients obtained from both approaches are in very good
agreement in the frequency range of interest. However, as
mentioned before, the hybrid numerical approach offers sev-
eral advantages in terms of computational efficiency and
convergence stability.

IV. CONCLUSION

In conclusion, we have presented a consistent and gen-
eral approach for numerically computing frequency-
dependent effective density and compressibility parameters
for periodic porous materials using both direct and hybrid
numerical approaches. These parameters ultimately charac-
terize the acoustic absorption behavior of the absorbing ma-
terial. The formulation is cast in a form suitable for incorpo-
ration into a COTS finite element analysis package, and as
such, avoids the complication of working with and coupling
multiple in-house codes. Comparisons of results generated in
this study with published numerical data demonstrate very
good agreement over all frequencies considered.
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Predicting the sound insulation of single leaf walls: Extension
of Cremer’s model
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In his 1942 paper on the sound insulation of single leaf walls, Cremer ��1942�. Akust. Z. 7, 81–104�
made a number of approximations in order to show the general trend of sound insulation above the
critical frequency. Cremer realized that these approximations limited the application of his theory to
frequencies greater than twice the critical frequency. This paper removes most of Cremer’s
approximations so that the revised theory can be used down to the critical frequency. The revised
theory is used as a correction to the diffuse field limp panel mass law below the critical frequency
by setting the nonexistent coincidence angle to 90°. The diffuse field limp panel mass law for a finite
size wall is derived without recourse to a limiting angle by following the average diffuse field single
sided radiation efficiency approach. The shear wave correction derived by Heckl and Donner
��1985�. Rundfunktech Mitt. 29, 287–291� is applied to the revised theory in order to cover the case
of thicker walls. The revised theory predicts the general trend of the experimental data, although the
agreement is usually worse at low frequencies and depends on the value of damping loss factor used
in the region of and above the critical frequency.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3206582�

PACS number�s�: 43.55.Rg, 43.55.Ti, 43.40.Rj, 43.20.Rz �LMW� Pages: 1871–1877

I. INTRODUCTION

Cremer’s �1942� theory for the sound insulation of thin
walls above the critical frequency is still in widespread use
today. A number of other authors have also derived methods
for predicting the sound insulation of thin walls. Important
contributions include those of Crocker and Price �1969�,
Sewell �1970�, Leppington et al. �1987�, and Villot et al.
�2001�.

A critical examination of Cremer’s �1942� theory shows
that Cremer �1942� made a number of approximations which
limit the application of his theory to frequencies which are
greater than twice the critical frequency. Cremer �1942�
stated this limitation in his paper. The last of Cremer’s
�1942� approximations was to assume that the single side
radiation efficiency of a panel above the critical frequency
was unity. This enables Cremer’s �1942� theory to be used at
and just below the critical frequency, although most of the
approximations are obviously incorrect in this frequency re-
gion. It is necessary to use Cremer’s �1942� approximate
theory at and just below the critical frequency because
Sewell’s �1970� approximate correction factor for just below
the critical frequency predicts infinite transmission at the
critical frequency.

In this paper, most of Cremer’s �1942� approximations
are removed and the single sided radiation efficiency of an
infinite panel is replaced with that for a finite panel. This
produces a theory which is more exact and which can be
used down to the critical frequency.

Below the critical frequency, the need to use a limiting
angle is avoided by following the average diffuse field single

sided radiation efficiency approach. Instead of using Sewell’s
�1970� approximate correction factor for just below the criti-
cal frequency, the more exact version of Cremer’s �1942�
theory for above the critical frequency, which is developed in
this paper, is added to the theory below the critical fre-
quency. This is made possible by setting the coincidence
angle, which does not exist below the critical frequency,
equal to 90°. A major advantage of this approach is that there
is only a very slight discontinuity at the critical frequency.

In order to account for the transition from bending
waves to shear waves which occurs in thick panels at high
frequencies, this paper follows Ljunggren’s �1991� approach
and uses the shear wave correction factor developed by
Heckl and Donner �1985�.

II.ABOVE THE CRITICAL FREQUENCY

The sound transmission coefficient ���� of a wall is the
ratio of the sound energy transmitted by the wall to the sound
energy incident upon the wall. For an infinite, isotropic, uni-
form thickness plane wall the sound transmission coefficient
of a plane wave depends on the angle � between the direction
of propagation of the incident plane wave and the normal to
the plane of the wall. To evaluate the diffuse field sound
transmission coefficient �d it is necessary to average the
plane wave sound transmission coefficient ���� with appro-
priate weighting across all angles of incidence �Cremer
�1942�, Eq. �4.9��,

�d = 2�
0

�/2

����cos � sin �d� . �1�

The cos � term is the cross-sectional area of the plane sound
wave that is incident on a unit area of the wall at an angle of
incidence of � to the normal to the wall. The sin � term is
due to the fact that the annulus of solid angle between � and

a�Author to whom correspondence should be addressed. Electronic mail:
john.davy@rmit.edu.au. Also at CSIRO Materials Science and Engineer-
ing, P.O. Box 56, Highett, Victoria 3190, Australia.
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�+�� is 2� sin ���. The 2 term is a normalization factor
which arises from the fact that �d must be 1 when ���� is 1
for all values of �. Equation �1� can be rewritten in a number
of forms. Use will be made of the following form �Cremer
�1942�, Eq. �4.9��:

�d = �
0

1

����d�cos2 �� . �2�

For a thin plane wall with the properties described above
Cremer’s �1942� Eq. �4.8� is

���� =
1

�1 +
Z���cos �

2�0c
�2 , �3�

where Z��� is the bending wave impedance of the wall and
�0c is the characteristic impedance of air, being the product
of the ambient density �0 and the speed of sound in air c. For
an infinite panel, the single sided radiation efficiency ���� is

���� =
1

cos �
. �4�

Thus Eqs. �1� and �3� can be rewritten as

�d = 2�
0

�/2 ����
����

sin �d� �5�

and

���� =
1

�1 +
Z���

2�0c����
�2 . �6�

Cremer’s �1942� Eq. �9.2� can be written as

Z��� = m��j�1 − r2 sin4 �� + �r2 sin4 �� , �7�

where

r =
�

�c
=

f

fc
. �8�

fc��c� is the �angular� critical frequency of the panel, f��� is
the �angular� frequency of the sound, and m is the mass per
unit area of the single leaf panel. � is the total damping loss
factor of the single leaf panel which is equal to the sum of
the internal damping loss factor of the panel �int, the damp-

ing loss factor �edge due to the transmission of vibrational
energy from the panel to its surrounding elements at its edges
and twice �to take account of both sides of the panel� its
single sided radiation loss factor �rad. Thus

� = �int + �edge + 2�rad. �9�

The single sided radiation loss factor is related to the single
sided radiation efficiency by

�rad =
�����0c

m�
. �10�

Annex C of ISO 15712-1:2005�E� �ISO, 2005� gives guid-
ance on the calculation of the total damping loss factor. For
the laboratory situation of a panel with a surface density m of
less than 800 kg /m2, it says that

� = �int + �edge = �int +
m

485�f
, �11�

where �int is the internal loss factor of the panel material and
can normally be taken as 0.01. Equation �11� ignores the
radiation loss factor because it is usually insignificant.

Inserting Eq. �7� into Eq. �6� produces Cremer’s �1942�
Eq. �9.3� for the sound transmission coefficient ���� of a
single leaf panel as a function of angle of incidence �.

���� =
1

�1 +
a�r2 sin4 �

����
	2

+ � a

����
	2

�1 − r2 sin4 ��2

,

�12�

where

a =
�m

2�0c
=

�fm

�0c
. �13�

For a given frequency which is greater than or equal to the
critical frequency, the maximum value of Eq. �12� occurs at
the coincidence angle �c where

sin2 �c =
1

r
=

�c

�
=

fc

f
. �14�

For values of � which are close to �c, Eq. �12� can be
approximated by setting most of the values of � which occur
in Eq. �12� equal to �c. This gives

���� 

1

�1 +
a�r2 sin4 �c

���c�
	2

+ � a

���c�
	2

�1 − r sin2 ��2�1 + r sin2 �c�2

=
1

�1 +
a�

���c�
	2

+ � 2ar

���c�
	2�1

r
− sin2 �	2 . �15�

Put

x = cos2 � . �16�

Then

sin2 � = 1 − x , �17�

and
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���� =
1

�1 +
a�

���c�
	2

+ � 2ar

���c�
	2�x +

1

r
− 1	2 . �18�

Putting Eq. �18� into Eq. �2� gives the diffuse field sound
transmission coefficient as

�d = �
0

1 dx

�1 +
a�

���c�
	2

+ � 2ar

���c�
	2�x +

1

r
− 1	2 . �19�

Put

y = x +
1

r
− 1, �20�

then

dy = dx , �21�

and

�d = �
1/r−1

1/r dy

�1 +
a�

���c�
	2

+ � 2ar

���c�
	2

y2

. �22�

This paper departs from Cremer �1942� by not approximat-
ing by extending the range of integration to cover from −	 to
	. Using integral number 2.124.1 on page 60 of Gradshteyn
and Ryzhik �1965�,

�d = � 1

2ar

���c�
�1 +

a�

���c�
	 arctan� 2arx

���c� + a�
	�

1/r−1

1/r
. �23�

Thus

�d =
�2��c�

2ar����c� + a��arctan� 2a

���c� + a�
�

− arctan� 2a�1 − r�
���c� + a�

�� , �24�

or

�d =
����c�

a
	2

2r����c�
a

+ �	�arctan� 2

���c�
a

+ ��
− arctan� 2�1 − r�

���c�
a

+ ��� . �25�

This paper will use Eq. �24� or Eq. �25�. However, for
comparison Cremer’s �1942� approximations will now be de-
rived. The integrand in Eq. �22� is a maximum when y=0. If
a� /����
1, which is usually the case, the integrand is half
its maximum value when �y�=� /2r. Since � is usually very
much less than 1 and r is greater than or equal to 1 if the
frequency is greater than or equal to the critical frequency,
the values of y where the integrand is significantly different
from zero usually lie well inside the integral limits from

1 /r−1 to 1 /r. Because of this Cremer �1942� approximated
the integral in Eq. �22� by extending the limits of integration
from −	 to +	.

�d 
 �
−	

	 dy

�1 +
a�

���c�
	2

+ � 2ar

���c�
	2

y2

. �26�

With this approximation Eqs. �24� and �25� become

�d 

��2��c�

2ar����c� + a��
, �27�

and

�d 

�����c�

a
	2

2r����c�
a

+ �	 . �28�

Equation �27� is the same as Cremer’s �1942� Eq. �9.6�. Cre-
mer �1942� also assumed the usual case of a� /�
1, which
gives

�d 

1

a2

�

2�

�2��c�
r

. �29�

Because Cremer �1942� assumed an infinite panel above
the critical frequency, he also used the radiation efficiency of
free bending waves above the critical frequency for an infi-
nite panel. This is because the wavelength of the forced
waves at coincidence is equal to the free bending wave-
length.

���c� =
1

�1 −
1

r

=
1

�1 −
�c

�

=
1

�1 −
fc

f

=
1

cos �c
.

�30�

Substituting Eq. �30� into Eq. �29� gives Cremer’s �1942� Eq.
�9.8�.

�d 

1

a2

�

2�

1

r − 1
. �31�

When r�2, Cremer �1942� approximated Eq. �31� as

�d 

1

a2

�

2�

1

r
. �32�

This last approximation of Cremer �1942� is equivalent to
assuming that the radiation efficiency of a panel above its
critical frequency is equal to unity. Equation �32� is a version
of Cremer’s �1942� Eq. �9.10�.

At the critical frequency, r=1 and the lower limit of
integration in Eq. �22� is zero. Because of the symmetrical
nature of the integrand about zero, Cremer’s �1942� exten-
sion of the limits of integration produces a value of the trans-
mission coefficient at the critical frequency which is more
than twice as large as the value before the extension of the
limits of integration. Thus in this paper, Eq. �24� or Eq. �25�
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will be used instead of Cremer’s �1942� further approxima-
tions which are given by Eqs. �27�–�29�, Eq. �31�, or Eq.
�32�.

Because Eq. �30� gives an infinite value for the radiation
efficiency at the critical frequency, this paper uses Davy’s
�2004� theory to calculate the radiation efficiency. The equa-
tions given here are an updated version of those in Davy
�2004�. First the cosine of the coincidence angle is calcu-
lated. Since Eq. �24� or Eq. �25� is going to be used as a
correction term below the critical frequency, the cosine of the
coincidence angle is set to zero for frequencies below the
critical frequency.

g = �cos �c =�1 −
�c

�
=�1 −

fc

f
if � � �c

0 if �  �c.
�

�33�

Then three empirical constants are defined. These empirical
constants are chosen to make Eq. �39� agree as closely as
possible with numerical calculations by Sato �1973�. Sato’s
numerical results appear as Fig. 1.3.2, Table B.1, and Fig.
B.2 in Rindel �1975�. The three empirical constants are n
=2, w=1.3, and �=0.124.

The length of the side of an equivalent square panel is
defined.

2a =
4S

U
, �34�

where S is the area of the panel and U is the perimeter of the
panel.

Some intermediate values are calculated using the wave
number k=� /c=2�f /c.

p = �w� �

2ka
if w� �

2ka
� 1

1 if w� �

2ka
� 1.� �35�

h =
1

2

3
�2ka

�
− �

. �36�

� =
h

p
− 1. �37�

q =
2�

k2S
. �38�

Finally the radiation efficiency is calculated.

���c� =�
1

�n gn + qn
if 1 � g � p

1
�n �h − �g�n + qn

if p � g � 0.� �39�

III. BELOW THE CRITICAL FREQUENCY

The sound transmission coefficient below the critical
frequency is calculated using the average diffuse field single
sided radiation efficiency approach. Bending stiffness is ig-
nored by setting r equal to zero in Eq. �7�. Bending stiffness
will be included later on by adding in Eq. �24� or Eq. �25�.
Equation �7� becomes

Z��� = jm� . �40�

Substituting Eq. �40� into Eq. �6�, and assuming that the
second term in the modulus brackets is much greater than 1,
gives

���� = �2�0c����
m�

	2

= �����
a

	2

. �41�

Substituting Eq. �41� into Eq. �5� gives

�d =
2

a2�
0

�/2

����sin �d� =
2���
a2 , �42�

where

��� = �
0

�/2

����sin �d� . �43�

Substituting Eq. �39� in Eq. �43� gives

��� = ln� 1 + �1 + q2

p + �p2 + q2	 +
1

�
ln� h + �h2 + q2

p + �p2 + q2	 . �44�

An earlier version of this equation is given in Davy �2004�.
To include the effects of bending stiffness, the sound

transmission coefficient below the critical frequency is cal-
culated as the sum of Eq. �42� and Eq. �24� or Eq. �25�. The
use of Eq. �24� or Eq. �25� as the correction for bending
stiffness below the critical frequency is a new approach in-
troduced by this paper. Above the critical frequency, only Eq.
�24� or Eq. �25� is used. Equation �42� can be included im-
mediately above the critical frequency, but it causes prob-
lems if used a long way above the critical frequency.

Because of the rapid variation in the sound transmission
coefficient with frequency near the critical frequency, if the
measurement frequency band includes the critical frequency,
the sound transmission coefficient is averaged over the mea-
surement frequency band. In this paper for comparison with
measurements in the third octave band which included the
critical frequency, the theoretical values were averaged over
the three frequencies which were 2−1/9, 1, and 21/9 times the
center frequency of the third octave band.

IV. SHEAR WAVE CORRECTION

To account for the transition from bending waves to
shear waves, Heckl and Donner’s correction �Ljunggren,
1991� is applied to Eqs. �24� and �25�. According to Ljung-
gren �1991�,

“the Mindlin plate theory was applied to the case of
an infinite wall by Heckl and Donner in the same
way as the simple bending wave theory was applied
in Cremer’s paper from 1942.
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In these equations, kM is the wave number at coin-
cidence, that is, the “corrected” wave number of the
free bending wave �see for example, Cremer et al.
�1988�, p. 109�, kT is the wave number of a hypo-
thetical, corrected shear wave,

kT
2 =

�2�

G�
, �45�

where G� is the shear modulus, modified to account
for shear distribution, and

kS
2 = kT

2 + kL
2 . �46�

The wave number kB is … the wave number of the
free bending wave according to the thin plate
theory. � is the density of the plate material.”

kL is the wave number of the quasilongitudinal wave. G� is
calculated from the following expressions �Magrab �1979�,
p. 281�:

G� =
G

�
, �47�

� = � 1 + v
0.87 + 1.12v

	2

, �48�

where G is the shear modulus and v is Poisson’s ratio.

A = �1 +
�2

12
� kM

2 kT
2

kL
2 − kT

2	�2

, �49�

B = 1 −
�kT��2

12
+

kM
2 kS

2

kB
4 , �50�

C =�1 −
�kT��2

12
+

kS
4

4kB
4 , �51�

where � is the thickness of the panel. Equations �24� and �25�
are multiplied by the correction factor

A

BC
. �52�

kM
2 is the positive solution of the following quadratic equa-

tion �Cremer et al., 1988�:

E

�1 − v2��
�2

12
kM

4 − �2�1 +
2�

1 − v
	 �2

12
kM

2 − �2 = 0, �53�

where E is Young’s modulus.
The uncorrected shear modulus is

G =
E

2�1 + v�
. �54�

kB
4 is given by

kB
4 =

12�2��1 − v2�
E�2 . �55�

kL
2 is given by

kL
2 =

�2��1 − v2�
E

. �56�

m, �, and � are related by m=��. The angular critical
frequency is given by

�c =
c2

�
�12��1 − v2�

E
. �57�

This equation can be inverted to calculate Young’s modulus
from the angular critical frequency. If Poisson’s ratio is not
known, assume that it is 0.3. Most materials have Poisson’s
ratios that are close to 0.3.

V. COMPARISON WITH EXPERIMENT

At and above the critical frequency, the theoretical val-
ues were calculated using Eq. �24� or Eq. �25� multiplied by
Eq. �52�. Below the critical frequency Eq. �44� was also
added to obtain the final theoretical result. Figure 1 compares
the experimental sound insulation of a 200 mm thick con-
crete wall �Ljunggren, 1991� with the theory described in
this paper. There are two theoretical curves. The theory1
curve is calculated using the in-situ measured total damping
loss factor, while the theory2 curve is calculated using the
total damping loss factor given by Eq. �11�. The theoretical
calculations assume that the density is 2300 kg /m3, Young’s
modulus is 1.36�1010 Pa, and Poisson’s ratio is 0.3. The
specimen size is 4.08�3.08 m2. Below 180 Hz, the experi-
mental measurements are substantially lower than the theo-
retical results. It should be noted that the experimental un-
certainties are larger in this frequency region and that
Ljunggren �1991� did not attempt to compare theory and
experiment below 315 Hz. Above 180 Hz, not surprisingly,
the theory1 results, which are calculated using the measured
total damping loss factor, are in better agreement with the
experimental results than the theory2 results which use pre-
dicted total damping loss factors. Nevertheless, the theory2
results still give a good estimate of the general trend of the
experimental results.

Figure 2 compares the theory with the measured sound
insulation of a single layer of 13 mm gypsum plaster board.
The experimental results were measured by the National Re-
search Council of Canada �NRCC� �Northwood, 1968; Du-
pree, 1981�. One of the measurements is on a wall with no
studs, while the other two measurements have wooden studs

FIG. 1. The sound insulation of 200 mm thick concrete. The experimental
results are from Ljunggren �1991�. The theory1 curve is calculated using the
in-situ measured total damping loss factor. The theory2 curve is calculated
using the total damping loss factor given by Eq. �11�.

J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 John Laurence Davy: Sound insulation of single leaf walls 1875



spaced at 400 and 600 mm, respectively. The no stud results
are the average of three separate measurements. The theoret-
ical calculations assume that the density is 770 kg /m3,
Young’s modulus is 1.85�109 Pa, Poisson’s ratio is 0.3, and
the total damping loss factor is 0.04. This value of the total
damping loss factor is chosen to give the best agreement
between theory and experiment. It is slightly greater than the
usually accepted range for gypsum plaster board from 0.01
to 0.03. The specimen size used in the calculations is 3.05
�2.44 m2. The experimental results show that the wooden
studs do not make any significant difference, while the
theory slightly but significantly overestimates the experimen-
tal results in the lower frequency range.

Figure 3 compares theory with three measurements of
the sound insulation of 6 mm monolithic glass by Monsanto,
Pilkington, and the NRCC �Quirt, 1981, 1982�. The theoret-
ical calculations assume that the density is 2500 kg /m3,
Young’s modulus is 6.5�1010 Pa, Poisson’s ratio is 0.22,
and the total damping loss factor is 0.05. Again, this value of
the total damping loss factor is chosen to give the best agree-
ment between theory and experiment. A specimen size mea-
suring 1.8�1.2 m2 is assumed for the calculations. Al-
though the total damping loss factor seems high for glass, it
should be noted that Cremer �1942� assumed a damping loss
factor of 0.1. The author’s experience is that it is often nec-

essary to use higher damping loss factors than would be
measured directly in order to make theoretical predictions
and experimental measurements of diffuse field sound insu-
lation and the directivity of sound insulation agree. When the
scatter of the experimental results is taken into account the
agreement between theory and experiment is good.

Figure 4 shows the difference in decibels of the sound
reduction index R calculated using Eq. �29�, Eq. �31�, or Eq.
�32� compared to that calculated using Eq. �25�. These cal-
culations are for the specimen shown in Fig. 3 since the
results depend on the properties of the specimen. At the criti-
cal frequency, the result calculated using Eq. �29� is 3 dB
less than the result calculated using Eq. �25�. The result cal-
culated using Eq. �31� is −	 dB at the critical frequency.

VI. CONCLUSIONS

This paper develops a more exact version of Cremer’s
�1942� theory of sound insulation which allows Cremer’s
�1942� theory to be used down to the critical frequency and
as a correction below the critical frequency. The approach
adopted in this paper avoids large discontinuities in the re-
gion of the critical frequency. This more exact version of the
theory agrees reasonably well with the experimental data
presented, although there are some systematic differences.
The use of the single sided forced radiation efficiency for a
finite sized panel below the critical frequency avoids the
need to use a limiting angle of integration. Applying Heckl
and Donner’s correction �Ljunggren, 1991� for the transition
from bending to shear waves works well for the case of a
thicker 200 mm concrete wall.
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Derived-band click-evoked auditory brainstem responses �ABRs� were obtained for normal-hearing
�NH� and sensorineurally hearing-impaired �HI� listeners. The latencies extracted from these
responses, as a function of derived-band center frequency and click level, served as objective
estimates of cochlear response times. For the same listeners, auditory-filter bandwidths at 2 kHz
were estimated using a behavioral notched-noise masking paradigm. Generally, shorter
derived-band latencies were observed for the HI than for the NH listeners. Only at low click
sensation levels, prolonged latencies were obtained for some of the HI listeners. The behavioral
auditory-filter bandwidths accounted for the across-listener variability in the ABR latencies:
Cochlear response time decreased with increasing filter bandwidth, consistent with linear-system
theory. The results link cochlear response time and frequency selectivity in human listeners and
offer a window to better understand how hearing impairment affects the spatiotemporal cochlear
response pattern. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3203310�

PACS number�s�: 43.64.Ri, 43.64.Kc, 43.66.Sr, 43.66.Dc �BLM� Pages: 1878–1888

I. INTRODUCTION

The cochlea responds to sound with a displacement
wave that propagates on the basilar membrane �BM� from
base to apex �e.g., Ruggero, 1994; Robles and Ruggero,
2001�. This traveling wave reaches maximum amplitude at a
particular point before slowing down and decaying rapidly.
The lower the frequency of a sound, the further its wave
propagates down the cochlea. The corresponding propaga-
tion delay has been referred to as cochlear response time
�CRT� �e.g., Don et al., 1993�.

Several studies have suggested that the extraction of
spatiotemporal information, i.e., the combination of phase-
locked auditory-nerve �AN� responses and systematic
frequency-dependent delays along the cochlea �associated
with the traveling wave�, may be important in the context of
pitch perception �e.g., Loeb et al., 1983; Shamma and Klein,
2000�, localization �e.g., Shamma et al., 1989�, and speech
formant extraction �e.g., Deng and Geisler, 1987�. It has been
proposed that a distorted spatiotemporal BM response might
be, at least partly, responsible for deficits in the processing of
temporal-fine-structure information in hearing-impaired �HI�
listeners �e.g., Moore, 1996; Moore and Skrodzka, 2002;
Buss et al., 2004�. This may be one of the reasons for their
difficulties to understand speech in noise. Hence, it is impor-
tant to gain a better understanding of how hearing impair-
ment affects the spatiotemporal behavior of the auditory pe-
riphery. In this study, CRT was investigated as it is an
important component of the spatiotemporal response.
Changes in CRT, due to cochlear hearing impairment, may
result in distortions in the spatiotemporal response pattern.

The CRT can be considered as the sum of a cochlear
transport time and a filter build-up time. It has been shown
that concepts of linear-system theory apply to some extent to
BM responses �e.g., Goldstein et al., 1971; Geisler and

Sinex, 1982; Recio and Rhode, 2000�. In such a linear frame-
work, the transport time corresponds to the signal-front delay
in an auditory filter �Ruggero, 1980�, while the filter build-up
time corresponds to the duration from response onset to the
time when the center of gravity �Goldstein et al., 1971; Rug-
gero, 1994� or peak amplitude �Geisler and Sinex, 1983� of
the BM response is reached �see also Ruggero and Temchin,
2007�. Don et al. �1998� suggested that the filter build-up
time mainly reflects the delay that is introduced by the co-
chlear amplifier sharpening the BM tuning �e.g., Robles and
Ruggero, 2001�.

CRTs have been studied extensively in normal-hearing
�NH� listeners, using noninvasive methods such as measure-
ments of compound action potentials �e.g., Eggermont,
1976�, stimulus-evoked otoacoustic emissions �OAEs� �e.g.,
Norton and Neely, 1987; Tognola et al., 1997�, tone-burst-
evoked auditory brainstem responses �ABRs� �e.g., Gorga
et al., 1988�, and derived-band click-evoked ABRs �e.g.,
Don and Eggermont, 1978; Parker and Thornton, 1978a;
Eggermont and Don, 1980; Don et al., 1993�.

Apart from studies on Ménière’s disease �e.g., Egger-
mont, 1979; Rutten, 1986; Donaldson and Ruth, 1996�,
where changes in CRT are supposed to reflect changes in
cochlear transport time due to endolymphatic hydrops
�Thornton and Farrell, 1991�, only few studies examined
CRT in HI listeners. Donaldson and Ruth �1996� measured
derived-band ABRs in HI listeners and found no alterations
as a consequence of hearing loss �in the group without
Ménière’s disease�. In contrast, Don et al. �1998�, using a
similar method, reported a tendency toward shorter response
latencies with increasing hearing loss. Since hearing loss is
often related to reduced frequency selectivity in HI listeners
�e.g., Tyler et al., 1983; Moore, 1996; Baker and Rosen,
2002�, Don et al. �1998� suggested that the shorter latencies
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reflected increased auditory-filter bandwidths, consistent
with the uncertainty principle of Fourier analysis �Papoulis,
1962�.

Animal studies provided empirical evidence for such a
relation between CRT and frequency selectivity �e.g., Gold-
stein et al., 1971; Geisler and Sinex, 1983�. However, in
humans, this relation has not yet been demonstrated directly.
Shera et al. �2002� estimated CRTs �in terms of BM group
delays� from stimulus-frequency OAEs in humans. Based on
relations between CRT and auditory-filter bandwidth from
animal data, they predicted human filter bandwidths. The av-
erage bandwidths as a function of frequency were consistent
with behavioral bandwidth estimates obtained in a forward-
masking paradigm. However, the method by which Shera
et al. �2002� obtained their CRT estimates is a matter of
debate, as it relies on assumptions of how stimulus-
frequency OAE delays relate to BM delays �Ruggero and
Temchin, 2005�. Furthermore, Ruggero and Temchin �2005�
questioned the use of filter bandwidths obtained in forward
masking as measures of cochlear frequency tuning in the
above study.

In the present study, CRTs were estimated from derived-
band ABRs of NH and HI listeners, as a function of fre-
quency and level. Possible alterations in CRT, linked with
cochlear hearing impairment, were examined. In order to
study explicitly the relation between CRT and frequency se-
lectivity across the individual listeners, behavioral estimates
of filter bandwidth were obtained at a frequency of 2 kHz,
using a notched-noise simultaneous-masking paradigm �e.g.,
Patterson and Nimmo-Smith, 1980�. Specifically, it was ex-
amined whether individual filter bandwidths could account
for the observed across-listener variability in CRTs. It was
expected that the across-listener variability within the group
of HI listeners would provide valuable information when in-
vestigating the relation between CRT and frequency selectiv-
ity.

II. AUDITORY BRAINSTEM RESPONSES

A. Method

1. Listeners

The five NH listeners were aged between 23 and 25
years and had audiometric thresholds better than 20 dB hear-
ing level �HL� �ISO 389-8, 2004� at all octave frequencies
from 125 to 8000 Hz and from 750 to 6000 Hz. Only female
listeners participated in the present study to avoid gender-
related differences in the ABR latencies �e.g., Don et al.,
1993�. The 12 HI listeners were aged between 42 and 80
years �median: 55�. Their better ears in terms of audiometric
thresholds were chosen for further testing, so that effects of
cross-ear listening could be ruled out. Their audiograms are
shown in Fig. 1. All HI listeners showed sloping audiograms
with a mild-to-moderate hearing loss at high frequencies.
This is reflected in the mean audiogram, indicated by the
dotted curve in Fig. 1. Audiograms were “normal” �thresh-
olds �20 dB HL� up to 1 kHz in seven of the HI ears, while
one audiogram reflected a mild hearing loss and four re-
flected a moderate hearing loss of up to 50 dB HL at these
frequencies. The sensorineural origin of the hearing losses

was established by means of otoscopy, bone-conduction, and
acoustic-reflex measurements. There were no indications of
Ménière’s disease such as episodic vertigo, fluctuating hear-
ing loss, or sensation of fullness. ABRs to 100-dB peak-to-
peak equivalent sound-pressure-level �ppe SPL� clicks were
measured in both ears of all HI listeners. Since the interaural
wave-V delay, the interaural wave-V amplitude difference,
and the monaural wave I-V interpeak delays were within
normal range for all ears, there was no indication of eighth-
nerve tumors or brainstem lesions �Don and Kwong, 2002�.

2. Stimuli

Rarefaction clicks were produced by applying 83-�s
rectangular pulses �generated in MATLAB®� to an Etymotic
Research ER-2 insert earphone. In all measurements, click
trains with a click repetition rate of 45 Hz were used. The
clicks were presented monaurally at five equally spaced lev-
els ranging from 16 dB sensation level �SL� �for one HI
listener a lower level of 11 dB was used� to the upper fixed
level of 93 dB ppe SPL. The number of intermediate levels
was reduced if a small individual dynamic range would have
resulted in a level spacing smaller than 5 dB. The acoustic
clicks were calibrated using an occluded-ear simulator
�IEC 60711 �1981�; Brüel & Kjær �B&K� 4157� mounted
with an ear-canal extension �B&K DP0370�. Response laten-
cies were corrected for a constant 1-ms delay introduced by
the tubing of the ER-2 earphone.

Ipsilateral pink-noise masking was used to obtain
derived-band ABRs �Don and Eggermont, 1978�. High-pass
noise maskers with cutoff frequencies of 0.5, 1, 2, 4, and
8 kHz were generated in the spectral domain as random-
phase noise �with components outside the passband set to
zero� and played back via a second ER-2 insert earphone,
which was coupled to the first ER-2 earphone via an
ER-10B+transducer �without using the microphone�. In this
way, click and noise stimuli were mixed acoustically. The
spectrum level of the high-pass noise maskers was identical
to that of the broadband pink noise, for which pilot meas-
urements with the NH listeners indicated that a level of
91 dB SPL was sufficient to mask the ABR to the

FIG. 1. Audiograms of the 12 HI listeners. The dotted curve shows the
arithmetic mean.
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93-dB ppe SPL clicks. This is comparable to the noise level
used by Don et al. �1998�. For the lower click levels, the
noise was attenuated with the click to maintain a fixed click-
to-noise ratio.

The 93-dB ppe SPL clicks were presented in quiet �un-
masked� and in the five high-pass noise maskers. The fre-
quency bands between 1 and 2 kHz as well as 2 and 4 kHz
have previously been found to yield the most salient derived-
band ABRs �e.g., Eggermont and Don, 1980�. Therefore, in
order to save measurement time, only the conditions with
1-, 2-, and 4-kHz high-pass maskers were measured for the
lower click levels.

Perceptual click thresholds were measured for 500-ms
click trains using a three-interval, three-alternative, forced-
choice �3I-3AFC� task with a one-up two-down rule, track-
ing the 71%-correct point on the psychometric function
�Levitt, 1971�. The final threshold was estimated as the arith-
metic mean over three runs.

3. ABR recordings

Listeners lay on a couch in an acoustically and electri-
cally shielded booth. The ABRs were measured differentially
between electrodes applied to the vertex �Cz in the
10/20 system� and the ipsilateral mastoid �M1 or M2�. An-
other electrode applied to the forehead �Fpz� served as
ground. The electrode signals were acquired using a
Neuroscan SynAmps 2 system, at a sampling rate of 20 kHz.
Off-line bandpass-filtering between 0.1 and 2 kHz �zero-
phase shift forward-backward filtering� was applied.
Weighted averaging, as discussed in Elberling and Wahl-
green �1985� and in Don and Elberling �1994�, was used for
estimation of the auditory evoked potential. Two replications,
each consisting of 4096 sweeps, were recorded. The 4096
sweeps were subdivided into 16 equally sized blocks and
averaged. Each block was weighted in inverse proportion to
its amount of background noise, which was estimated as the
sweep-to-sweep variance at a single point in time �Elberling
and Don, 1984�. The residual background noise level in the
final evoked-potential estimates was 24.9 �19.5, 31.9� nV,
averaged across all listeners and conditions, with the values
in parentheses representing the range of the individual re-
sults. The background noise level did not differ significantly
between the NH and HI listeners �p�0.1� and was not cor-
related with absolute hearing thresholds �p�0.2�.

4. Analysis

Narrow-band cochlear contributions to the ABR were
derived by means of the derived-band technique �e.g., Don
and Eggermont, 1978; Parker and Thornton, 1978b, 1978a�.
Derived-band ABRs, i.e., differences between the ABRs to
clicks in adjacent high-pass maskers, were obtained and the
corresponding wave-I and wave-V latencies were extracted.
The center frequencies of the derived bands were computed
as the geometric mean of the two corresponding high-pass
cut-off frequencies �Parker and Thornton, 1978a�. The fre-
quency of 11.3 kHz, where the acoustic-click power was
attenuated by 30 dB, was arbitrarily chosen as the upper

frequency limit of the highest derived band. Hence, the fol-
lowing frequencies were assigned to the derived bands:
0.7, 1.4, 2.8, 5.7, and 9.5 kHz.

Figure 2 illustrates a series of derived-band ABRs to
93-dB ppe SPL clicks from one NH listener �left� and one HI
listener �right�. Waves I and V are indicated. As can be seen,
wave Is could not be identified for all derived bands. For
both listeners, wave-V latencies increased with decreasing
derived-band center frequency. However, the increase was
larger for the NH listener than for the HI listener: The latter
showed shorter latencies in the three lowest derived bands
than the NH listener.

For the further analysis of the wave-V latencies, in terms
of nonlinear statistical modeling, the following latency
model was adapted from Neely et al. �1988�:

��f ,i� = a + bc0.93−i f−d, �1�

where f represents the derived-band center frequency, nor-
malized to 1 kHz, i represents click stimulus level, normal-
ized to 100 dB ppe SPL, and a, b, c, and d are fitting con-
stants. This parametrization slightly deviates from that in
Neely et al. �1988�. In contrast to their reference level of
0 dB, a reference level of 93 dB was chosen here, so that the
parameter b reflects the CRT at a frequency of 1 kHz and a
click level of 93 dB. The model parameter a represents an
asymptotic delay, which is independent of frequency and
level. To a first approximation, it reflects the post-cochlear
contributions to the wave-V latencies, i.e., synaptic and neu-
ral delays. A possible shortcoming of this parametrization
will be discussed in Sec. II B 3.

FIG. 2. Examples of unmasked and derived-band ABRs to 93-dB ppe SPL
clicks from one NH listener �left� and one HI listener �right�. Two replica-
tions �gray� and their average �black� are shown. Waves I and V are indi-
cated by the corresponding symbols. The bars to the right represent 200 nV.
If no bar is shown, the nearest bar above holds.
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B. Results and discussion

1. Wave-V latency as a function of frequency

Figure 3 shows the measured �symbols� and fitted
�curves� wave-V latencies at 93-dB ppe SPL as a function of
frequency for the NH �black� and the HI �gray� listeners. The
latency model specified in Eq. �1� provided a good descrip-
tion of the individual latency data, with a residual root-mean-
square �rms� fitting error of 0.17 �SD 0.09� ms, averaged
across all listeners �SD denotes the standard deviation�.

Latencies decreased with increasing frequency. The la-
tencies for the NH listeners were consistent with previous
reports in literature �e.g., Eggermont and Don, 1980; Don
et al., 1993�, both in absolute terms as well as in frequency
dependence. For 8 of the 12 HI listeners, shorter latencies
were observed than for the NH listeners �at 1.4 and 2.8 kHz�.
A similar trend was reported previously by Don et al. �1998�.
Also, the latency differences between wave Vs of the 1.4-
and 2.8-kHz derived bands were smaller for the HI than for
the NH listeners �p=0.05�. The across-listener variability
was larger among the HI listeners than the NH listeners, and
the variability among the HI listeners was larger at the lower
than at the higher frequencies, in terms of the wave-V laten-
cies. At the lowest frequency of 700 Hz, a wave-V latency
could not be identified for one of the HI listeners, whereas at
the highest frequency of 9500 Hz, latencies could not be
identified for four of the HI listeners.

2. Wave-V latency as a function of click level

Figure 4 shows the measured �symbols� and fitted
�curves� wave-V latencies as a function of click level in the
2.8-kHz derived band. The results obtained for the 1.4-kHz
derived band followed the same trends and are therefore not
shown. Latencies decreased with increasing click level, con-
sistent with the results from Eggermont and Don �1980� and
Don et al. �1993�. At high click levels �above about
80 dB ppe SPL�, the HI listeners �gray curves� showed a

trend to shorter latencies than the NH listeners �black
curves�, consistent with the trend in the data from Fig. 3,
observed at 93 dB. At lower click levels, however, some of
the HI listeners showed longer latencies than the NH listen-
ers. This finding will be discussed further below.

To accommodate the repeated-measures design, the sta-
tistical analyses were carried out using nonlinear mixed-
effect models �NMEMs� �Lindstrom and Bates, 1990; Pin-
heiro and Bates, 2000�, as implemented in S-PLUS®. The
between-listener variability that was not explained in terms
of the fixed effect listener group was accounted for in
terms of listener-specific random effects. An analysis of vari-
ance �ANOVA� was performed based on a NMEM,
which followed the latency model given in Eq. �1�. The
ANOVA confirmed the significance of derived-band fre-
quency �F�1,148�=58.1, p�0.0001� and click level
�F�1,148�=62.6, p�0.0001� on wave-V latency. Also the
effect of listener group was significant �p�0.001�, with a
smaller parameter b �reference CRT at 1 kHz and 93 dB� and
a steeper level slope c for the HI than for the NH listeners
�on average, slopes were increased by a factor of 2, indepen-
dent of derived-band frequency�. Since the parameter b var-
ied significantly across listeners �p�0.0001�, it was modeled
as listener-specific random effect. The frequency slope d did
not differ significantly across listeners �p�0.1�. The esti-
mated mean parameters were a=4.7 ms, b=3.4 ms, c=5.2,
and d=0.50.

For some of the HI listeners, longer latencies were ob-
served than for the NH listeners �Fig. 4�, for click presenta-
tion levels below about 80 dB ppe SPL. This cannot be ex-
plained in terms of cochlear filter bandwidth since the
observed longer latencies would imply an implausible better-
than-normal frequency tuning for the HI listeners. Outer hair
cell �OHC� damage might not only affect the frequency tun-
ing and sensitivity of the BM �e.g., Evans and Harrison,
1976; Liberman and Dodds, 1984� but also its local stiffness.
Donaldson and Ruth �1996� and Don et al. �1998� suggested

FIG. 4. Measured derived-band wave-V latencies as a function of absolute
click level for the 2.8-kHz derived band, for the NH �black symbols� and HI
listeners �gray symbols�. The curves show individual model fits.

FIG. 3. Measured derived-band wave-V latencies in response to the 93-dB
ppe SPL clicks, as a function of derived-band center frequency, for the NH
�black symbols� and HI listeners �gray symbols�. The curves show indi-
vidual fits, according to the latency model in Eq. �1�.
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that a loss of OHCs could result in decreased stiffness of the
cochlear partition. Decreased stiffness would result in longer
transport times and consequently in prolonged wave-V laten-
cies. However, since the transport time itself reflects a “pas-
sive” BM property �Ruggero and Temchin, 2007�, such
changes in transport time would be expected to be indepen-
dent of stimulus level. Hence, this explanation is unlikely to
account for the fact that steeper slopes of the latency-level
curves were observed for the HI than for the NH listeners.

The latency prolongations might be a result of reduced
sensitivity reflected in the hearing losses of the HI listeners:
They showed significantly higher click thresholds than the
NH listeners �NH: 32.7 �SD 2.7� dB ppe SPL; HI: 54.3 �SD
13.5� dB ppe SPL; F�1,15�=12.3, p=0.003�.1 Indeed, when
latencies are plotted as a function of the click sensation level,
as shown in Fig. 5, the latencies for the HI listeners fall well
into or below the range of the NH listeners. Reduced BM
sensitivity would result in decreased input levels to the inner
hair cells �IHCs�. Recordings from AN-fibers in response to
tones have shown that AN first-spike latencies depend on
stimulus level �see Heil, 2004�. This has been attributed to
temporal integration processes in the synapses between IHCs
and AN-fibers �Heil and Neubauer, 2003�. Hence, increasing
synaptic delays with decreasing input level might have been
responsible for the abnormally long latencies observed in
some of the HI listeners �when considered as a function of
absolute SPLs�.

Also, damage to or loss of IHCs or AN-fibers might
partly account for the latency prolongations. Synaptic delays,
for example, would increase more strongly with decreasing
stimulus level in less sensitive neurons, i.e., neurons with
high spike thresholds �cf. Heil, 2004, Fig. 1�. Loss of IHCs
or AN-fibers does not necessarily result in elevated pure-tone
thresholds �e.g., Schuknecht and Woellner, 1953� and is even
less likely to be reflected in thresholds for broadband clicks.
Hence, the steep slopes of the latency-level curves for some
of the HI listeners might be partly attributable to hidden IHC
or AN-fiber losses.

In order to test the tenability of this hypothesis, detec-
tion thresholds for sinusoidal 2-Hz frequency modulation
�FMDTs� were measured for three of the HI listeners who
showed steep latency-level curves �dashed curves in Figs. 4
and 5�. Low-rate FM detection is supposed to be determined
by a temporal mechanism processing temporal-fine-structure
information �e.g., Moore and Sek, 1996�, which is coded in
terms of phase locking in AN-fibers. Therefore, it has been
suggested that IHC or AN-fiber integrity may be crucial for
normal FM detection performance, and that IHC/AN-fiber
losses might account for the degraded performance observed
in HI listeners �cf. Buss et al., 2004�. Under these assump-
tions, FM detection can be regarded as a measure of
IHC/AN-fiber integrity. The FMDTs were measured using a
carrier frequency of 1500 Hz, for which NH reference data
were available from a previous study �Strelcyk and Dau,
2009; a detailed method description can be found therein�.
As illustrated in Fig. 6, the three tested HI listeners �gray
bullets� showed markedly increased FMDTs compared with
the six NH listeners �black squares� of Strelcyk and Dau
�2009�. This outcome is consistent with the hypothesis that
steeply sloping latency-level curves might, at least partly, be
linked to loss of IHCs or AN-fibers.

3. Estimation of cochlear response time

In addition to CRTs, wave-V latencies reflect the delay
introduced by the IHC-AN synapses and a central conduc-
tion time to the point in the brainstem, which is responsible
for the wave-V peak activity. Central conduction time has
been shown to be independent of frequency �Don and Egg-
ermont, 1978; Ponton et al., 1992; Don et al., 1993� and
click level �Eggermont and Don, 1980�. Synaptic time delays
are independent of frequency �cf. Ruggero, 1992�, but they
may depend on stimulus level, as discussed above.

In order to estimate central conduction times, wave I-V
interpeak delays were extracted from the derived-band re-
sponses �cf. Fig. 2�. When interpeak delays were available
for several derived bands and click levels, the mean value
was taken as an estimate of the central conduction time in the
individual listener. The obtained average conduction time
was 4.1 �SD 0.2� ms, with no significant difference between
listener groups �p�0.2�.2 For the synaptic delay, a constant
value of 0.8 ms was assumed �Eggermont, 1979�. The result-
ing average value of 4.9 ms for the sum �IV+0.8 of conduction
time and synaptic delay was consistent with previous esti-
mates of the post-cochlear delay in literature �e.g., Neely
et al., 1988; Donaldson and Ruth, 1993�. The difference be-
tween the wave-V latency and the �IV+0.8 delay was taken as

FIG. 5. Same as Fig. 4, but as a function of click sensation level �click level
re perceptual click threshold�.

FIG. 6. FMDTs at a carrier frequency of 1500 Hz, for six NH listeners �data
taken from Strelcyk and Dau, 2009� and three of the HI listeners.
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an estimate of the CRT �cf. Don et al., 1998�. Therefore, the
individual �IV+0.8 delay was substituted for the asymptotic
delay a in model �1�.3 This yielded the new latency model

��f ,i� = �IV+0.8 + bc0.93−i f−d. �2�

A new NMEM, based on this model, confirmed the results of
the previous NMEM, in terms of parameter estimates as well
as of significance of derived-band frequency, click level, and
listener group. Also in terms of goodness of fit the two mod-
els were roughly equivalent, yielding equally good descrip-
tions of the latency data.

Synaptic delays might not be constant, as assumed
above, but increase with decreasing click level. In this case,
the CRT estimates �second summand in Eq. �2�� would partly
reflect the level-dependent synaptic delays and CRTs would
be overestimated at low click levels. In the following, the
relation between CRTs and behavioral estimates of frequency
selectivity will be explored, in order to test if the across-
listener variability in CRTs could be attributed to differences
in frequency selectivity. While decreased frequency selectiv-
ity is expected to result in decreased CRTs, decreased sensi-
tivity �and thus potentially decreased input levels at the syn-
apse� should result in increased CRT estimates. Hence, the
assumption of a constant synaptic delay is conservative with
regard to the hypothesized relation between CRT and fre-
quency selectivity.

III. FREQUENCY SELECTIVITY

A. Method

1. Listeners

The notched-noise masking measurements were per-
formed by the same listeners who participated in the ABR
measurements.

2. Stimuli and procedures

Auditory-filter shapes at 2 kHz were determined for the
ABR test-ears using a notched-noise masking paradigm �cf.
Patterson and Nimmo-Smith, 1980�. Rosen et al. �1998� pre-
sented evidence that auditory-filter shapes are output driven.
Under the assumption of the power-spectrum model �cf.
Patterson and Moore, 1986� that a constant signal-to-noise
ratio at the output of the auditory filter is required for detec-
tion, a constant masker spectrum level results in different
filter-output levels for the different notch conditions at
threshold, while a constant signal level results in constant
output levels �to the extent that the signal level remains un-
changed under filtering�. Therefore, here, in order to obtain a
faithful filter estimate, the signal level was kept constant
while the masker level was varied adaptively.

The 2-kHz target tones of 440-ms duration were tempo-
rally centered in the 550-ms noise maskers. Maskers and
tones were gated with 50-ms raised-cosine ramps. The noise
was generated in the spectral domain as fixed-amplitude
random-phase noise. Five symmetric ��f / f0: 0.0, 0.1, 0.2,
0.3, and 0.4� and two asymmetric notch conditions ��f / f0:
0.2 �0.4 and 0.4 �0.2� were used, where �f denotes the spac-
ing between the inner noise edges and the signal frequency
f0. The outside edges of the noise maskers were fixed at

�0.8f0. The tones were presented at a fixed level of
40 dB SPL for the NH listeners. For some of the HI listeners,
a level of 40 dB would have resulted in a sensation level of
less than 15 dB. In order to obtain reliable filter estimates, in
these cases, the tone level was increased to ensure a mini-
mum sensation level of 15 dB.4 The average tone level for
the HI listeners was 47 �SD 8� dB.

A 3I-3AFC weighted up-down method �Kaernbach,
1991� was applied to track the 75%-correct point on the psy-
chometric function. A run was terminated after 14 reversals.
The threshold was defined as the arithmetic mean of all
masker levels following the fourth reversal. Following a
training run for each notch condition, the threshold was es-
timated as the average over three runs. If the SD of these
three runs exceeded 1 dB, one or two additional runs were
taken and the average of all was used.

3. Apparatus

The stimuli were generated in MATLAB® and converted
to analog signals using a 24-bit digital-to-analog converter
�RME DIGI96/8�, with a sampling rate of 48 kHz. The
stimuli were presented in a double-walled sound-attenuating
booth via Sennheiser HD580 headphones. Calibrations were
done using an ear simulator �IEC 60318-1 and -2, 1998;
B&K 4153 with flat plate� and, prior to playing, 128-tap
linear-phase FIR equalization filters were applied, rendering
the headphone frequency response flat.

4. Filter fitting

A nonlinear minimization routine was implemented in
MATLAB® to find the best-fitting rounded-exponential �roex�
filter in the least-squares sense, assuming that the signal was
detected using the filter with the maximum signal-to-noise
ratio at its output. The roex�p ,r� filter model �Patterson
et al., 1982� and a more complex variant, the roex�p ,w , t , p�
model as used by Oxenham and Shera �2003�, were consid-
ered. At the low-frequency side, the filter shape W�f� of the
roex�p ,w , t , p� filter is defined by

W�f� = �1 − w��1 + pg�exp�− pg� + w�1 + pg/t�exp�− pg/t� ,

�3�

where g represents the deviation from the center frequency
as a proportion of the center frequency, p determines the
passband-slope of the filter, t determines the factor by which
the tail-slope is shallower than the passband-slope, and w
determines the relative weights of the two slopes. The high-
frequency side of the filter is described by a single slope

W�f� = �1 + pg�exp�− pg� , �4�

which is independent of the low-frequency side.
The equivalent rectangular bandwidth �ERB� and the

10-dB bandwidth were computed as measures of filter tun-
ing. However, because they yielded very similar results, for
ease of comparison, only the ERB results will be discussed
further. Also, the uncertainty of the ERB was estimated via
bootstrapping: Based on the empirical standard errors of the
individual notched-noise thresholds, for each listener, a large
number of threshold curves were resampled. Subsequently,
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auditory filters were fitted to these threshold replications.
The resulting bandwidth distribution yielded a confidence
interval for the ERB.

B. Results and discussion

The roex�p ,w , t , p� filter model provided a good de-
scription of the individual notched-noise threshold data, with
a residual rms fitting error of 0.5 �SD 0.3� dB, averaged
across all listeners. The rms fitting error for the simpler
roex�p ,r� filter model was on average larger by a factor of
1.3 �1.0, 1.6�; the numbers in brackets represent the 15th and
85th percentiles, respectively. Therefore, only the results for
the roex�p ,w , t , p� model will be discussed in the following.
However, the pattern of results and conclusions would re-
main unchanged if the roex�p ,r�-results were considered in-
stead.

Figure 7 shows the estimated ERBs for the NH �black
squares� and HI �gray bullets� listeners. Although the HI lis-
teners showed, on average, larger bandwidths than the NH
listeners by a factor of 1.2 �0.9, 1.8� �15th and 85th percen-
tiles�, the difference in bandwidths between the two groups
was not significant �p=0.19�. This was due to the large
spread of results within the group of HI listeners and the fact
that six of the HI listeners showed bandwidths within the
range of the NH listeners. For one of the HI listeners, the
uncertainty of the estimated ERB was considerably larger
than for the other listeners. This was due to the small range
of masked thresholds �8 dB� across the different notch con-
ditions for this listener, which rendered the filter estimate
less precise �cf. Tyler et al., 1984�.

Within the group of HI listeners, the ERB at 2 kHz was
significantly correlated with the individual hearing threshold
at this frequency �Pearson correlation and two-tailed p value:
r=0.65, p=0.02�. Here, the hearing threshold was estimated
by means of a 3I-3AFC method with a 1-dB stepsize. A
similar correlation was observed when the pure-tone average
�PTA� threshold at 0.5, 1, 2, and 4 kHz was considered in-
stead �r=0.59�. The finding of a correlation between fre-
quency selectivity and hearing threshold is consistent with
previous reports in literature �e.g., Tyler et al., 1983; Moore,
1996�. Typically, the correlations are less distinct for hearing
losses below 30–40 dB HL �as in the present study� than for
more severe losses �see Baker and Rosen, 2002�.

The mean ERB for the NH listeners was
322 �SD 38� Hz. This value is larger than the value of
241 Hz predicted by the ERB function given in Glasberg and

Moore �1990�. Baker and Rosen �2002� found good agree-
ment between their NH mean ERB �for 40-dB SPL 2-kHz
tones� and the prediction by Glasberg and Moore �1990�. The
discrepancy, observed here, may be due to variability within
the NH population and the particular subset of NH listeners
chosen in the present study. In view of the comparison be-
tween the HI and the NH listeners, broader filter bandwidths
for the NH listeners would have resulted in more conserva-
tive estimates of significance. This may explain why no sig-
nificant bandwidth difference was found between the NH and
HI listeners.

IV. RELATION BETWEEN CRT AND FREQUENCY
SELECTIVITY

Figure 8 �left column� shows the objective ABR-based
estimates of CRTs, for the five derived bands �at 93 dB�, as a
function of the behaviorally derived ERBs at 2 kHz. The
black squares indicate the results for the NH listeners while
the results for the HI listeners are shown with the gray bul-
lets. CRTs were estimated by subtracting the delay �IV+0.8

from the measured wave-V latencies, as discussed in
Sec. II B 3. The dotted regression lines were obtained by
means of least trimmed squares robust regression. It can be
seen that CRT decreased with increasing filter bandwidth,
consistent with the uncertainty principle. This was significant
at all frequencies �p�0.05�, but the correlations were stron-
gest at 1.4, 2.8, and 5.7 kHz �p�0.01�. The observed corre-
lations remained largely unchanged when the results of the
NH listeners were excluded and only the results of the HI
listeners were considered. Also, in Fig. 8 �left column�, it can
be seen that the inclusion of the HI listeners was crucial in
order to study the relation between CRT and auditory-filter
bandwidth. While the HI listeners provided a relatively large
span of bandwidths, the variability among the NH listeners
alone would have been too small. At the frequencies of 1.4,
2.8, and 5.7 kHz, not only CRTs but also the wave-V laten-
cies �not shown� were significantly correlated with the ERB
�r�−0.57, p�0.05�. However, the correlations were stron-
ger for the corresponding CRT estimates. The latency differ-
ence between wave Vs of the 1.4- and 2.8-kHz derived
bands was not significantly correlated with the ERB at
2 kHz �p=0.09�.

Since the ERB was correlated with the individual hear-
ing threshold, the correlations between CRT and ERB could
have reflected an effect of hearing threshold on CRT rather
than an effect of filter bandwidth per se. Therefore, the cor-
relations between CRTs and hearing thresholds, as shown in
Fig. 8 �right column�, were examined. As suggested by Don
et al. �1998�, the locally weighted pure-tone average �PTAw�
was taken as a predictor for the effect of hearing loss on the
derived-band ABR. In computing the PTAw, the audiometric
threshold for the pure tone closest to the derived-band center
frequency was given twice the weight of the thresholds for
the two adjacent pure tones �at the highest derived-band fre-
quency of 9.5 kHz, the audiometric threshold at 8 kHz was
taken instead�. As can be seen in Fig. 8, for all frequencies,
the correlations between CRTs and the PTAw �right column�
were weaker than the corresponding correlations between

FIG. 7. ERB of the roex�p ,w , t , p� filter estimates at 2 kHz for the NH
�black squares� and HI �gray bullets� listeners. The errorbars represent the
15th and 85th percentiles, which were estimated via bootstrapping; see text
for details.
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CRTs and ERBs �left column�. This suggests that the across-
listener trend of decreasing CRT with increasing ERB indeed
reflected an effect of filter bandwidth per se.

In order to test if the bandwidth estimates at 2 kHz could
account for the across-listener variability in all latency data,
including the latencies obtained at the lower click levels, the
NMEM �from Sec. II B� was extended. In addition to the
significant effects of derived-band frequency and click level,
the filter bandwidth in terms of the ERB was included, fol-
lowing a power-law dependence with exponent e as new
model parameter

��f ,i� = �IV+0.8 + bc0.93−i f−dERB−e. �5�

The ERB was found to be highly significant �F�1,149�
=40.6, p�0.0001�, with an estimated value of 0.6 for the
exponent e. This confirmed the trend that was observed for
the 93-dB latencies �Fig. 8, left column�: Listeners with
broader auditory filters at 2 kHz showed shorter derived-
band latencies. Due to the inclusion of the ERB, the effect of
listener group on the parameter b �CRT at 1 kHz and 93 dB�
was no longer significant. However, the level slope c was
still significantly steeper for the HI than for the NH listeners
�p�0.001�.

Also here, it was tested whether the predictive power of
the ERB �for estimating CRT� was due to its correlation with
the hearing threshold rather than an effect of filter bandwidth
per se. The significance of the absolute hearing thresholds �in
terms of the PTA and the PTAw� as well as the individual
click thresholds was examined in a type-III ANOVA. This
was done by allowing the CRT-reference parameter b in the
NMEM to be an exponential function of one of the above
factors, analogous to the latency-level dependence in
Eq. �5�. For example, in case of the PTA, this yielded
b=exp�b1+b2PTA�. However, none of the threshold mea-
sures reached significance �p�0.15�, while the effect of
bandwidth remained significant. Again, this indicates that the
variability in CRTs across listeners reflected changes in
bandwidth and not sensitivity. Furthermore, in contrast to
changes in filter bandwidth, it is unclear how reduced sensi-
tivity, reflected in elevated absolute thresholds, could ac-
count for the observed shorter CRTs in the HI listeners.
Changes in �unmasked� wave I-V intervals linked to hearing
loss have been reported previously �e.g., Elberling and
Parbo, 1987; Boettcher, 2002�. However, these can be ruled
out here as an explanation, since individual I-V delays were
used for CRT estimation. Other effects, such as changes in
synaptic delay with decreasing sensation level �see Sec.
II B 2�, would be expected to result in prolonged but not
shortened CRTs as observed here. Hence, the most appropri-
ate conclusion seems to be that the changes in CRT reflected
changes in filter bandwidth. Also, no significant effect of age
was found �p�0.1�.

The above results did not depend on the choice of �IV+0.8

as estimate of the asymptotic delay in the NMEM latency
model, Eq. �5�. The same pattern of results was obtained
using a model with free asymptotic-delay parameter a. Fur-
thermore, in the above NMEM, all measured latencies �at all
derived-band frequencies and click levels� were included.
However, the results did not depend on a particular subset of
the data: They were confirmed separately for the 93-dB data
�fixed level� as well as the 1.4- and 2.8-kHz derived-band
data �fixed frequency�.

V. OVERALL DISCUSSION

Shorter derived-band latencies were generally observed
for the HI than for the NH listeners. Only for low click
presentation levels, prolonged latencies were obtained for
some of the HI listeners. This seemed to be attributable to the
low click sensation levels for these listeners. Behaviorally
derived auditory-filter bandwidths at 2 kHz accounted for

FIG. 8. CRTs for the derived-band center frequencies of 0.7, 1.4, 2.8, 5.7,
and 9.5 kHz, as a function of the ERB at 2 kHz �left column� and the PTAw

�right column�. CRTs were estimated by subtracting the individual �IV+0.8

delays from the 93-dB derived-band wave-V latencies. Black squares indi-
cate the results for the NH listeners while the results for the HI listeners are
represented by gray bullets. The regression lines were obtained by means of
robust regression. The errorbars to the ERBs represent the 15th and 85th
percentiles, estimated via bootstrapping; see text for details.
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part of the across-listener variability in the ABR latencies,
consistent with the expectation that CRT decreases with in-
creasing filter bandwidth.

It is a matter of debate whether behavioral bandwidth
estimates obtained in simultaneous masking, as used in the
present study, are “representative” of cochlear frequency tun-
ing, or whether a nonsimultaneous �e.g., forward-masking�
paradigm should be preferred �e.g., Moore and O’Loughlin,
1986; Shera et al., 2002; Oxenham and Shera, 2003; Rug-
gero and Temchin, 2005�. However, the simultaneous-
masking paradigm might bear a closer relationship to CRTs
estimated from derived-band ABRs, which are obtained in
simultaneous high-pass masking. The observed relation be-
tween CRT and ERB is consistent with this hypothesis.

Auditory-filter shapes and the corresponding ERBs were
measured at a single frequency and tone level. Therefore, the
bandwidth results could not account for the frequency and
level dependence of the ABR latencies. Nevertheless, strong
correlations were observed between ERBs at 2 kHz and
CRTs at the adjacent derived-band frequencies of 1.4 and
2.8 kHz �based on the 93-dB ABRs, Fig. 8�. It remains to be
seen, whether such correlations between ERB and CRT also
hold at other frequencies. If this was the case, it might be
possible to predict individual frequency selectivity from
derived-band ABR measurements. Similar attempts have
been made based on measurements of OAEs �e.g., Moleti
and Sisto, 2003�. Prediction of ERBs from ABR latencies
could serve as an alternative to time-consuming objective
tuning-curve measures of frequency selectivity in human lis-
teners, based on masking functions of compound action po-
tentials or ABRs �e.g., Klein and Mills, 1981; Harrison,
1984; Markessis et al., 2009�.
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1The click thresholds for the NH listeners are lower than the corresponding
reference threshold of 43.2 dB ppe SPL given by Richter and Fedtke
�2005�. This can be attributed to differences in click repetition rate and the
different ear tips used. The ER1-14A used by Richter and Fedtke and the
ER10-14 used in the present study differ in the diameter of the ear-tip
tubes.

2Wave I-V interpeak delays were also extracted from the unmasked click
responses. As for the derived-band wave I-V delays, results did not differ
significantly between listener groups �p�0.2�. For the HI listeners, the
unmasked I-V delays were slightly shorter than the derived-band I-V de-
lays, on average by 0.1 ms. However, this difference was not significant
�p�0.2�. Neither the unmasked nor derived-band I-V delays were signifi-
cantly correlated with absolute hearing thresholds or age �p�0.1�.

3Alternatively, instead of using the �IV+0.8 delay, the asymptotic delay a in

Eq. �1� could have been estimated directly from the individual wave-V
latencies. However, this was problematic since wave-V latencies at 9.5
kHz �and 93 dB� were missing for four of the HI listeners. Even if these
latencies had been available, it is questionable that the upper frequency
limit of 9.5 kHz was sufficiently high to estimate the asymptotic delay.
Subtraction of the wave I-V delay from the observed 9.5-kHz wave-V
latency at 93 dB yielded on average a remaining delay of 1.9 �SD 0.1� ms
for the NH and 1.7 �SD 0.4� ms for the HI listeners. It seems that this
remainder cannot be solely accounted for by a synaptic delay, for which a
value of about 0.8 ms is commonly assumed at comparably high stimulus
levels �e.g., Eggermont, 1979; Robles and Ruggero, 2001�. In parts, the
remainder may reflect a finite CRT at the frequency of 9.5 kHz and the
level of 93 dB.

4The tone level of 40 dB SPL was chosen for the NH listeners since higher
levels would have resulted in uncomfortably loud noise levels at masked
threshold for some of the listeners. Alternatively, a constant low sensation
level could have been chosen for all listeners. However, absolute sensitiv-
ity and frequency selectivity may be considered as representing parallel
rather than sequential processes in the auditory periphery. Therefore, it
seems more appropriate to compare filter bandwidths at similar SPLs
rather than SLs. For another reason, choosing the same low sensation
levels for the NH listeners as for the HI listeners would be problematic:
Since filters broaden with increasing stimulus level �e.g., Baker and
Rosen, 2002�, much lower SPLs for the NH group than for some of the HI
listeners �as would be the case if, for example, a common low sensation
level of 15 dB had been chosen� would be least conservative in view of the
group difference between NH and HI listeners.
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Subject responses were measured for individual narrow-band reproducible stimuli in a
low-frequency tone-in-noise detection task. Both N0S0 and N0S� conditions were examined. The
goal of the experiment was to determine the relative importance of envelope and fine-structure cues.
Therefore, chimeric stimuli were generated by recombining envelopes and fine structures from
different reproducible stimuli. Detection judgments for noise-alone or tone-plus-noise stimuli that
had common envelopes but different fine structures or common fine structures but different
envelopes were compared. The results showed similar patterns of responses to stimuli that shared
envelopes, indicating the importance of envelope cues; however, fine-structure cues were also
shown to be important. The relative weight assigned to envelope and fine-structure cues varied
across subjects and across interaural conditions. The results also indicated that envelope and
fine-structure information are not processed independently. Implications for monaural and binaural
models of masking are discussed.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3203996�

PACS number�s�: 43.66.Dc, 43.66.Rq, 43.66.Ba �RLF� Pages: 1889–1905

I. INTRODUCTION

Fletcher �1940� suggested that tone-in-noise masking
was directly related to the total stimulus energy in a narrow
frequency region �the critical band� surrounding the tonal
signal. Most subsequent research on diotic or monaural tone-
in-noise masking also supports the idea that subjects base
their decisions, at least in part, on the differences in energy
between the stimulus on signal-plus-noise and noise-alone
trials. Nevertheless, a wide variety of findings indicate that
other stimulus cues also influence listeners’ detection judg-
ments �e.g., Ahumada and Lovell, 1971; Hall et al., 1984;
Neff and Callaghan, 1988; Richards, 1992; Colburn et al.,
1997; Davidson et al., 2006�. Specifically, several research-
ers have argued for the importance of fluctuations in the
temporal envelope or the temporal fine structure of the wave
form �e.g., Richards, 1992; Isabelle, 1995; Bernstein and

Trahiotis, 1996; Carney et al., 2002�. A variety of psycho-
physical models for detection have been developed that rely
on envelope �e.g., Dau et al., 1996a, 1996b; Eddins and Bar-
ber, 1998� or on fine structure �e.g., Moore, 1975�. Moreover,
a number of researchers using a variety of approaches have
provided evidence that envelope and fine structure are, or
could be, separately processed in the auditory system �e.g.,
van de Par and Kohlrausch, 1997; van de Par and Kohl-
rausch, 1998; Kohlrausch et al., 1997; Eddins and Barber,
1998; Breebaart et al., 1999; Bernstein and Trahiotis, 2002;
Smith et al., 2002; Joris, 2003; and Zeng et al., 2004�. It has
long been known that auditory-nerve responses phase lock to
both individual cycles and to the envelopes of low-frequency
stimuli �Kiang et al., 1965� and only to the envelopes of
high-frequency stimuli �Joris and Yin, 1992; Kay, 1982�.

The questions of whether envelope-based or fine-
structure-based decision variables can really be processed
separately at low frequencies, and if so which dominates the
detection process, remain. Unfortunately, because energy, en-
velope, and fine structure tend to co-vary in randomly gen-
erated stimuli, it is difficult to evaluate separately their im-
pact on detection judgments. That is, adding a tone to a
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narrow-band noise wave form tends to increase its energy,
smooth its envelope, and reduce variation in the frequency of
its fine structure.

One approach that has been successfully used to evalu-
ate the role of envelope and fine-structure cues in other con-
texts involves the use of chimeras. Chimeras are stimuli
formed by combining the envelope from one stimulus with
the fine structure from another. Smith et al. �2002� tested
speech recognition and sound localization using various chi-
meras and suggested that speech identification appeared to
be based on envelope, whereas sound localization appeared
to be based on fine structure. Zeng et al. �2004� refuted the
latter result using chimeras with directionally conflicting
interaural-time differences �ITDs, embedded in the fine
structure� and interaural-level differences �ILDs, embedded
in the envelope�. The approach used in the study presented
here differs from these efforts in that envelope and fine-
structure cues were not systematically put in opposition. In-
stead, the envelopes and fine structures were chosen indepen-
dently �within the bandwidth constraints discussed below�,
so that in any given wave form they could be in agreement or
in disagreement in terms of their influence on a subject’s
probability of responding “tone present,” and the subject
could use either cue or both cues.

The goal of the study presented here was to evaluate the
relative importance of envelope and fine-structure cues in
detection judgments for both noise-alone and tone-plus-noise
stimuli �i.e., for both hits and false alarms� for a task involv-
ing detection of low-frequency tones in narrow-band noise.
The approach was straightforward and is described here in
general terms, with reference to the N0S0 wave forms; a
more explicit description is provided below in Sec. II. The
Hilbert transform was used to separate the envelope and fine
structure of two reproducible wave forms �see Fig. 1�a�, left�.
The envelopes and fine structures from the two different
wave forms were then multiplied to yield two new wave
forms, the chimeras �Fig. 1�a�, right�. If detection judgments
were solely determined by envelope cues, then wave forms
with the same envelopes should result in the same judgments
even if their fine structures differed. Conversely, if detection
judgments were solely determined by fine-structure cues,
then wave forms with the same fine structures should result
in the same detection judgments even if their envelopes dif-
fered.

Both N0S0 and N0S� cases were studied. In the N0S0

case, the noise-alone �N� and diotic tone-plus-noise �T�N�
wave forms were adjusted to the same overall level, so that
overall energy differences were not a viable cue for the N0S0

detection task. This experimental approach was intended to
force listeners to rely on temporal information for the detec-
tion task, either in the form of the envelope or fine structure.
Across-wave-form level equalization was not performed for
the N0S� case because normalization of the energy of wave
forms with tones added in different phases could have intro-
duced overall level differences and thus potential ILD cues.
However, in the N0S� case, very small energy differences
between wave forms were created by adding threshold-level
tones to the noise �see Sec. II�.

The same uncertainty about the roles of envelope and
fine structure that exist for low-frequency diotic masking
also exists for low-frequency dichotic masking. Models
based on interaural differences �e.g., Hafter, 1971� can be
viewed as recovering ITDs based on fine structure �or per-
haps envelopes� and ILDs based on envelope, whereas noise-
reduction �e.g., Durlach, 1963� and correlation �e.g., Osman,
1973� models compute energylike statistics based on the en-
tire wave form. In the study presented here, experiments us-
ing chimera stimuli were also carried out using N0S� repro-
ducible noise wave forms, again with the goal of determining
the relative importance of envelope and fine-structure cues in
determining detection judgments. Note that common enve-
lopes imply similar ILD distributions in the signals and that
common fine structures imply similar fine-structure ITD dis-
tributions. At the target frequency of 500 Hz used in this
study, fine-structure ITDs tend to dominate detection results
�Bernstein and Trahiotis, 1985�, although envelope ITDs
would still influence the ITD distribution. Models for di-
chotic detection based strictly on the statistics of ILD cues
would predict similar detection judgments for reproducible
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FIG. 1. �A� Schematic illustration of the stimulus-construction procedure.
Envelopes �e� and fine structures �f� were separated from the E1F1 and E2F2

stimulus sets using the Hilbert transform. The envelopes and fine structures
were exchanged and recombined to create chimeric stimulus sets E1F2 and
E2F1. Detection patterns are shown to remind the reader that each stimulus
wave form illustrated is a single member of an entire set of wave forms. A
more detailed description of the stimuli �including distortion-control proce-
dures� is given in the text. �B� Illustration of the multiple regression proce-
dure for the E1F1 stimulus sets. Chimeric detection patterns sharing enve-
lopes �E1 in the example above� and sharing fine structure �F1 above� were
used to predict the detection pattern residuals �see text� for the base line
stimulus set �E1F1 above�. The b coefficients represent the slopes of the
regression lines used in the multiple regression statistical model and also
indicate how strongly the subject weighted the information associated with
that cue. The b0 coefficient is always equal to zero because variability lin-
early associated with the base line stimulus set not in the model �E2F2

above� was removed �see text for details�. The � term represents error vari-
ance. R2 values were computed for envelope �gray�, fine structure �black�,
and a linear combination of envelope and fine structure �REF

2 �. If envelope
completely dominated the detection process, it was expected that the E1F1

and E1F2 detection patterns �and the related patterns of residuals� would be
the same and the Renvelope

2 =1. If fine structure completely dominated the
detection process, it was expected that the E1F1 and E2F1 detection patterns
�and residuals� would be the same and the Rfine structure

2 =1.
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wave forms that have the same envelope but different fine
structures. In contrast, models based strictly on the statistics
of fine-structure ITDs would predict similar detection results
for wave forms that have matched fine structures. Thus, the
detection results for these wave forms provide a useful test
for these classes of models for dichotic detection.

II. METHODS

A. General design

Four related sets of reproducible stimuli were created as
described below. Two of the sets contained “base line”
stimuli, which were 25 random, narrow-band, noise-alone
diotic wave forms, plus both diotic and dichotic tone-plus-
noise stimuli created from these 25 noise wave forms using
standard techniques �described in detail below�.1 The other
two sets contained “chimeras” that were created by combin-
ing individual wave form envelopes from one of the base
line sets with the individual fine structures from the other
base line set. Thus, each wave form in the chimera stimulus
sets shared its envelope with a wave form in one of the base
line sets and shared its fine structure with a corresponding
wave form in the other base line set. The relative dominance
of envelope vs fine structure in the detection task was then
investigated by making detailed comparisons among the
probabilities of “target present” or “yes” �Y� responses for N
or T+N stimuli for the four sets of stimuli. Note that the
potential influence on subject responses of spectral splatter
introduced in the process of combining envelopes and fine
structure from different wave forms �Amenta et al., 1987�
was minimized by rejecting wave forms that resulted in chi-
meras with significantly increased bandwidth �see Appen-
dix�. Details regarding the construction of the stimuli are
discussed below.

Experimental procedures adapted from those of David-
son et al. �2006�, Evilsizer et al. �2002�, and Gilkey et al.
�1985� were used to obtain detection patterns for each set of
base line and chimeric stimuli. Detection patterns were de-
fined as the hit rates and false-alarm rates estimated for each
of the reproducible noise maskers in a particular group of
wave forms; a detection pattern can be visualized as a bar
graph of hit and false-alarm rates, plotted as a function of the
masker identification numbers �shown in Fig. 1�a��. Detec-
tion patterns were constructed for the probability of Y re-
sponses for T+N stimuli �P�Y �T+N�, i.e., hits� or for N
stimuli �P�Y �N�, i.e., false alarms�. Thus, the first probability
in each P�Y �N� detection pattern shown in Fig. 1�a� is the
probability of a Y response for N wave form 1 in that stimu-
lus set. Similarly, the first probability in each P�Y �T+N�
detection pattern is the probability of a Y response for the
T+N stimulus created with N wave form 1 in each set. The
second probability in each detection pattern is for N or T
+N stimuli created with N wave form 2 in each set, etc.
Detection patterns for each subject were measured for each
of the four sets of stimuli �two base line sets and two chi-
meric sets� for both N0S0 and N0S� conditions �note that Fig.
1�a� only shows the four detection patterns for the N0S0 con-
dition for one subject�. Analyses of these detection patterns
for stimulus sets that had matched envelopes or matched fine

structures allowed quantification of the relative contributions
of envelope and fine structure to the listeners’ decisions. For
example, the ability to predict a subject’s detection pattern
for one stimulus set using that subject’s detection pattern for
another stimulus set that had the same envelopes �but differ-
ent fine structures� would suggest that envelope cues domi-
nated the detection results. Similarly, dominance of fine-
structure cues would be indicated by the ability to predict the
detection pattern based on results for another stimulus set
with the same fine structures.

Six subjects, all of whom had previous listening experi-
ence, completed the experiment. S3 and S2 were the first and
fourth authors of the present paper. Training and testing pro-
cedures were performed in a double-walled sound attenuat-
ing booth �Acoustic Systems, Austin, TX�.

B. Stimuli

The goal of the experiment was to estimate the relative
contribution of envelope and fine-structure cues in determin-
ing detection judgments when no detectable overall energy
differences were present. The design also allowed the com-
parison of judgments across subjects and across interaural
conditions �N0S0 vs N0S��. Generating the stimuli for the
experiment is conceptually fairly simple: Create a group of
narrow-band reproducible noises and interchange their enve-
lopes and fine structures to produce chimeras. However, in
practice, the need to avoid the introduction of unintended
detection cues and to present comparable wave forms across
subjects and under the two interaural conditions made the
stimulus generation process more complicated. For example,
combining envelopes and fine structures from different wave
forms can produce chimeras that are wider in bandwidth than
the original wave forms; therefore, stimulus selection was
constrained to control this problem �see Appendix for de-
tails�.

The same noise-alone �N� wave forms were used for
each subject and under both interaural conditions. Tones �T�
were added to these N wave forms to produce the T+N
stimuli. However, because the tones were added at threshold
level and threshold varied across subjects and across interau-
ral conditions, the resulting wave forms differed somewhat
across subjects and conditions.

The four sets of reproducible wave forms were created
for each subject, as follows �Fig. 2�: A narrow-band �50 Hz�
N wave form was created as a candidate for the ith repro-
ducible stimulus in one of the base line stimulus sets �E1F1�.
Base line N wave forms were created in the frequency do-
main by adding five frequency components �480, 490, 500,
510, and 520 Hz�. The magnitudes of the five components
were randomly selected from a Rayleigh distribution, and the
phases of the five components were selected from a uniform
distribution on the interval ��pi, pi�. The inverse Fourier
transform was used to generate the time-domain noise wave
forms. All wave forms were 100 ms in duration, with
10-ms cos2 on/off ramps. Each of the N wave forms was
normalized to an overall level of 57 dB SPL �sound pressure
level�, which corresponds to a 40-dB SPL spectrum level,
N0, for a bandwidth of 50 Hz.
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Using the same procedure as above, another random
noise was created as a candidate for the ith stimulus in the
other base line stimulus set �E2F2�. These ith N candidate
wave forms in each of the base line stimulus sets were then
used to create three other wave forms: �1� The ith T+N wave
form for the N0S0 condition was created by adding a 500-Hz

tone at 0 phase with respect to stimulus onset �T0+N�. The
tone level was set to the listener’s N0S0 detection threshold,
as determined during training. The stimulus was windowed
with 10-ms cos2 ramps and then re-normalized to 57 dB SPL
to remove overall level differences as potential cues for dis-
crimination between N and T+N wave forms in the N0S0

condition. �2� The ith T+N used for one of the ears in the
N0S� condition was created by adding a 500-Hz tone at 0
phase and windowing with 10-ms cos2 ramps. The tone level
was matched to the subject’s N0S� detection threshold, de-
termined during training. This T0+N wave form was not
re-normalized to avoid adding undesired interaural level cues
in the N0S� condition �see below�. �3� The ith T+N for the
opposite ear in the N0S� condition was created by adding a
500-Hz tone at � phase �T�+N� and by windowing with
10-ms cos2 ramps. Again, the tone level was matched to the
subject’s N0S� detection threshold. This wave form was also
not re-normalized. In the N0S� condition, the un-normalized
T0+N was presented to one ear, and T�+N was presented to
the other ear. Because the T+N wave forms used for the
N0S� condition were not normalized, level differences did
exist across the stimuli used in the N0S� condition; however,
the average level difference between N and T+N stimuli
under the N0S� condition was 0.09 dB, and level varied
across T+N wave forms with a standard deviation of 0.7 dB.

Next, each wave form in E1F1 base line set and the
corresponding wave form in the E2F2 base line set �i.e., the
ith N wave form in the E1F1 set with the ith N wave form in
the E2F2 set, the ith T�+N wave form in the E1F1 set with
the ith T�+N wave form in the E2F2 set, etc.� were used to
create two chimeric wave forms �one for the E1F2 set and
one for the E2F1 set� as follows: The Hilbert transform was
used to compute the envelope and fine structure for each
wave form in the base line set, and then the envelopes from
the E1F1 wave form and fine structures from the E2F2 wave
form were combined �multiplied� to create the corresponding
E1F2 chimeric wave form �Fig. 1�a�, right�. Similarly, the
fine structure from the E1F1 wave form and the envelope
from the E2F2 wave form were combined to create the cor-
responding E2F1 chimeric wave form. The chimeric wave
forms were then tested to ensure that they were still narrow
band �see Appendix for details�. If any of the chimeras failed
the bandwidth test, then all of the associated wave forms
�i.e., the ith N, T0+N for N0S0, T0+N for N0S�, and T�

+N for N0S�� in each of the four sets of reproducible stimuli
�E1F1 ,E2F2 ,E1F2 ,E2F1� were discarded, and the process to
create the ith wave forms in each set was re-initiated �Fig. 2�.
If all of the chimeras passed the bandwidth test, then the ith
wave form of each stimulus type was accepted into each of
the four stimulus sets, and the procedure moved on to the
�i+1�th wave forms. The stimulus generation process was
continued until there were 25 wave forms of each type �N,
T0+N for N0S0, T0+N for N0S�, and T�+N for N0S�� in
each of the four sets �E1F1 ,E2F2 ,E1F2 ,E2F1�.

Note that the ensemble of stimuli was specific to each
subject because early in the stimulus generation procedure
the tones were added to the base line N wave forms at thresh-
old levels determined for each subject. However, the differ-
ences in the tone levels across subjects did not result in sig-

Step 1 Create a candidate NB noise for each
baseline stimulus set (E1F1 and E2F2).
Normalize each to 57 dB SPL.

Step 3 Create Chimeras:
Apply Hilbert transform to extract E and F from
each of the four E1F1 and four E2F2 waveforms.

Then, recombine the corresponding E�s and F�s
to create E1F2 and E2F1 chimeric waveforms.

Test BW of all
chimeras for all subjects:

Is bandwidth
still �narrow�?

k = 25?

NO

YES (for all chimeras)

NO

YES

Step 5 Accept Waveforms; k = k + 1

Initialize waveform counter: k=0

STOP
Four sets of 100 waveforms have been created:

E1F1, E2F2, E1F2, & E2F1
Each set includes corresponding waveforms for:
25 N (normalized to 57 dB SPL),
25 T0+N, with tone at N0S0 θ (re-normalize to 57 dB SPL),
25 T0+N, with tone at N0Sπ θ (not re-normalized), and
25 Tπ+N, with tone at N0Sπ θ (not re-normalized)

Step 2 With each noise, create 3 additional waveforms:
T0+N, with tone at N0S0 θ (re-normalized to 57 dB SPL),
T0+N, with tone at N0Sπ θ (not re-normalized), and
Tπ+N, with tone at N0Sπ θ (not re-normalized)

Step 4
Discard the
candidate NB
noises and all
corresponding
waveforms

FIG. 2. Flow chart illustrating procedure for stimulus generation. First, two
random Gaussian narrow-band noises are created, one for the E1F1 base line
stimulus set and one for the E2F2 set. The noises are normalized to 57 dB
SPL, and then tones are added at the appropriate levels and phases for tests
of detection in the N0S0 and N0S� interaural configurations. These wave
forms are then used to create chimeras that have the envelopes from one
wave form and the fine structure from another, and vice versa �see Fig. 1�a��.
Before accepting the original and chimera N and T+N wave forms into the
four sets of wave forms to be used for testing, the bandwidths of the chi-
meras are checked �see Appendix for details�. If all of the chimera wave
forms are sufficiently narrow band, then all base line and chimera wave
forms are accepted �N, T0+N for N0S0, T0+N for N0S�, and T�+N for
N0S� for each of the wave form sets: E1F1, E2F2, E1F2, and E2F1�. For
testing in the N0S0 condition, diotic N or T+N stimuli are used based on
tone levels at the N0S0 thresholds, and all wave forms are normalized to 57
dB SPL. For N0S� testing, stimuli are diotic N stimuli on noise-alone trials
�normalized to 57 dB SPL�; on signal trials, T0+N is presented to one ear
and T�+N is presented to the other ear �these are not normalized but differ
only slightly from 57 dB SPL, see text�. For N0S� stimuli, tone levels were
based on N0S� thresholds during training. Abbreviations: NB, narrow band;
E, envelope; F, fine structure; �, detection threshold �during training for each
subject�; T0, tone with zero phase re stimulus onset; T�, tone with � phase
re stimulus onset; BW, bandwidth.
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nificant differences in the bandwidths of the chimeras. So,
although the 25 E1F1 base line N wave forms and the 25
E2F2 base line N wave forms were identical for all subjects,
the various T+N wave forms differed across subjects, as is
true in any study with reproducible maskers �because sub-
jects have different detection thresholds�; however, these
wave forms were “comparable” across subjects, as explored
by cross-subject comparisons in the analyses of the detection
results.

Stimuli were created using custom MATLAB software
�Mathworks, Natick, MA� and were presented using a TDT
System III �Tucker Davis Technologies, Gainesville, FL�
RP2 digital-analog converter �48 828 Hz sampling rate, 24
bits/sample� over TDH-39 headphones �Telephonics, Corp.,
Farmington, NY�.

C. Training

Training stages were similar to those described in
Davidson et al. �2006� and are summarized here. The exten-
sive training paradigm was designed to encourage subjects to
develop a consistent detection strategy at threshold-level per-
formance that would remain constant over the duration of the
experiment �threshold was defined here for each subject and
each interaural condition as the ES /N0 value in decibels,
where the d� for yes/no testing, dY/N� , was approximately
equal to 1�.2 The final testing procedure was a single-interval
task without trial-by-trial feedback, but early in training
other procedures were used to help subjects learn acoustic
cues that could be used to determine the presence of the
signal. Three separate training tasks were completed, and
each task was progressively more similar to the final testing
procedure. The training procedures used approximately
50-Hz bandwidth, 100-ms duration noise wave forms that
were generated randomly on each trial �i.e., they were not
reproducible stimuli as used in the testing procedure, and
they were not chimeras�. The training noises contained the
same five frequency components as the testing noises. Ran-
domly generated noises were used to prevent any possible
learning of reproducible stimuli. Training stimuli were nor-
malized with the same procedures as the testing stimuli; that
is, all N0S0 N and T+N stimuli and N0S� N stimuli were
normalized to 57 dB SPL, while N0S� T+N stimuli were not
re-normalized after addition of the tone.

The following training and testing procedures were con-
ducted under both the N0S0 and N0S� interaural conditions.
In general, subjects received only one type of interaural
stimulus condition per session �2–3 h�. For S1, S3, and S4,
the initial interaural condition was randomized across sub-
jects, and the use of N0S0 or N0S� stimuli alternated by
session. S1, S3, and S4 had relatively small differences be-
tween thresholds for the diotic and dichotic conditions,
which raised the question as to whether the alternation of
interaural stimulus conditions across sessions may have af-
fected their results due to the possible confusion of the diotic
and dichotic cues. Therefore, S2, S5, and S6, who were
tested later, were trained and tested completely in one inter-
aural condition before moving on to the other conditions.
The initial interaural condition was also randomized across

this subset of subjects. �As a further test, S3, who initially
alternated interaural conditions by session, subsequently re-
peated the entire experiment but completed the N0S� inter-
aural condition first, followed by the N0S0 condition. Detec-
tion patterns from the two training and testing orders for this
subject were highly correlated.� In rare cases, stimuli from
both interaural conditions were presented during the same
session �e.g., to finish a particular training or testing para-
digm�. During those sessions, presentation of the individual
blocks of stimuli never alternated between the two condi-
tions.

During the first training stage, each subject completed
10–15 tracks in a two-interval two-alternative forced-choice,
2-down/1-up tracking procedure with trial-by-trial feedback
to estimate a level where d2AFC� =0.77. Each track had a fixed
length of 100 trials. The step size was maintained at 4 dB for
the first two reversals and dropped to 2 dB thereafter.
Thresholds were estimated by averaging tone levels at all but
the first four or five reversals in the track such that an even
number of reversals was averaged. Subjects were instructed
to “select the interval containing the tone” and learned the
task based on trial-by-trial feedback.

During the second training stage, a single-interval,
fixed-level task was used to familiarize the subject with the
task that would be used during testing; however, trial-by-trial
feedback was provided to help subjects stabilize their perfor-
mance near threshold during this training stage. The instruc-
tions for the single-interval tasks were to “determine whether
the tone was present” on each trial and to click on buttons
labeled “tone” and “no tone.” Approximately ten blocks,
containing 100 trials each, were completed at +3, +1, and
�1 dB relative to the threshold established in the two-
interval task. The d� values calculated from these blocks
were used to estimate the tone level where d� was approxi-
mately equal to unity, rounded to 1-dB resolution. Approxi-
mately ten blocks were then run at that tone level. Through-
out the single-interval training procedures �and the testing
procedure described in Sec. II D�, d� and bias ��, Macmillan
and Creelman, 1991� were monitored. �Note that d� with no
subscript refers to d� for yes/no testing, which was used
throughout the rest of the study.� If a subject’s threshold
changed, the tone level was adjusted again with 0.5 or 1-dB
resolution until d� returned to unity.

After a stable tone level was established, the trial-by-
trial feedback was removed, and subjects completed approxi-
mately ten 100-trial blocks without feedback in order to de-
termine whether d� values remained near unity after
feedback was removed. In rare cases, tone levels were fur-
ther adjusted with 0.5- or 1-dB resolution such that d��1.
The block length was then increased to 400 trials, and sub-
jects completed five more blocks.

If a listener was noticeably biased �i.e., � departed by
more than 15% from unity, with unity indicating an equal
probability of responding “tone” or “no tone”�, the subject
was given verbal feedback after the session to “try and make
an equal number of tone and no tone responses.” Subjects
were informed of the value of � after each block, and they
were notified that ��1 indicated too many “tone” responses,
and ��1 indicated too many “no tone” responses. The val-
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ues of d� and � were computed using P�Y �T+N� �the prob-
ability of a “yes” response conditional on a T+N trial, or hit
rate� and P�Y �N� �the probability of a “yes” response condi-
tional on an N trial, or false-alarm rate�.

D. Testing

The testing stage was identical to the final training stage
except that the reproducible noises described in Sec. II B
were used as stimuli. Before each 400-trial block, 20 practice
trials �that did not use reproducible stimuli or chimeras� were
presented with feedback. The 20 practice trials were pre-
sented with tone levels 2 dB above the tone level used for
testing. For each 400-trial block, which included only one
interaural condition, the appropriate T+N �25 stimuli� and N
�25 stimuli� from each of the four stimulus sets were pre-
sented twice each in a randomly interleaved order. A total of
50 blocks were presented to each listener under each inter-
aural condition such that 100 presentations of each T+N and
each N wave form were presented at the final tone level.

The narrow-band-noise wave forms used in training
were random and did not include chimeric stimuli. As a re-
sult, the tone level determined from the training procedure
did not necessarily represent the level where d��1 for each
subject when using the sets of reproducible noise wave
forms. In these cases, the tone level was adjusted in 0.5- or
1-dB steps until d��1 for each subject, and data collection
was re-initiated for that subject. In practice, the tone level
was adjusted at least once for each listener, which was most
likely a consequence of the specific stimuli selected with the
distortion-control algorithm �described in the Appendix�.
Learning was unlikely to occur during this process because
the long training procedure with feedback was designed to
encourage subjects to establish a fixed decision strategy.
Trial-by-trial feedback was never presented while testing
with the reproducible noise wave forms. Values of d� and �
were computed across the combination of all stimulus wave
forms from the four stimulus sets �i.e., E1F1, E1F2, etc.�, and
were not monitored within each of the sets. No attempt was
made to control for variations in values of d� and � com-
puted for the individual envelope and fine-structure sets of
stimuli �e.g., E1F1� during the course of the experiment.

III. RESULTS

The analyses of the experimental results are presented
below in several sections. First, the reliability of the data is
addressed. Next, detection patterns estimated with the base
line and chimeric stimuli are compared within subjects to
determine the relative contributions of envelope and fine-
structure cues used in the detection task. Detection patterns
are then compared between subjects to determine if the cues
or detection strategies used by the different subjects were
similar. Finally, detection patterns are compared between in-
teraural conditions to determine if any similarities in detec-
tion cues occurred between the diotic and dichotic condi-
tions. The analyses considered detection patterns constructed
from the proportion of “yes” responses to N wave forms
�P�Y �N�� and to T+N stimuli �P�Y �T+N��. For each stimu-
lus set and for each interaural condition, these two detection

patterns �each having 25 elements� were also combined into
one larger detection pattern �with 50 elements� to create
P�Y �W�, where W refers to one of the 50 T+N or N stimuli.
To compare detection patterns �i.e., P�Y �N�, P�Y �T+N�, or
P�Y �W��, they were first converted to z-scores �i.e., relative
to the standard normal distribution�,3 so that the predicted
relation between detection patterns was linear. Detection pat-
terns were then compared, both within and across subjects,
using regression techniques, as further described below.

Two conflicting problems arise when using these tech-
niques. On the one hand, when correlating z-scores based on
P�Y �W�, the value of the correlation coefficient r is a func-
tion of d�; that is, as d� goes to infinity �for both of the
detection patterns being compared�, r goes to 1.0. Thus, cor-
relations of P�Y �W�, which include detection patterns for
responses to both N and T+N stimuli, are influenced by the
value of d�, and high r values do not necessarily indicate that
there is a relation between the two cases in terms of under-
lying processing. On the other hand, the approach of analyz-
ing P�Y �T+N� and P�Y �N� results separately means that the
range of observed proportions of “yes” responses is almost
certainly truncated, forcing an artificial reduction in r. By
analyzing all three detection patterns �i.e., P�Y �W�, P�Y �N�,
and P�Y �T+N���, it was possible to evaluate the relations
between the full detection patterns �P�Y �W� while safe-
guarding against artifactually high r values introduced by
conditions with higher values of d�.

A. Reliability of the data and detection performance

Tables I–IV show reliability and detection performance
statistics for each individual subject and also the average
across subjects �Savg� under both the N0S0 �Tables I and II�

TABLE I. Performance and reliability statistics for P�Y �W� under the N0S0

interaural condition. One tone level �ES /N0 in dB2� was used for each sub-
ject. Overall d� and � were computed using responses to wave forms in all
stimulus sets. Individual d� and � values are given for one base line stimulus
set and for one chimera stimulus set. Values for the other stimulus sets are
available in Davidson �2007�. The coefficient of determination between re-
sponses from the first and the last half of the trials �r12

2 � and the proportion
of predictable variance �rmax

2 � are given for each condition. All r2 values
were significant �p�0.05�.

S

Overall

Stimulus set

Per stimulus set P�Y �W�

ES /N0 d� � d� � r12
2 rmax

2

S1 10 0.87 0.94 E1F1 0.95 0.70 0.93 0.97
E1F2 0.76 1.05 0.95 0.98

S2 10 0.88 0.99 E1F1 1.01 0.87 0.93 0.97
E1F2 0.63 1.03 0.95 0.97

S3 10 1.02 1.07 E1F1 0.86 1.02 0.88 0.94
E1F2 1.01 1.10 0.89 0.94

S4 11 0.96 0.95 E1F1 0.85 0.85 0.93 0.96
E1F2 0.95 0.93 0.93 0.97

S5 11 0.86 0.99 E1F1 0.51 0.88 0.95 0.97
E1F2 0.68 0.97 0.95 0.97

S6 11.5 0.94 0.97 E1F1 0.79 0.81 0.89 0.94
E1F2 1.05 1.04 0.89 0.94

Savg 10.58 0.92 0.98 E1F1 0.82 0.85 0.98 0.99
E1F2 0.84 1.02 0.98 0.99

1894 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Davidson et al.: Detection with reproducible chimeric stimuli



and N0S� �Tables III and IV� interaural conditions. These
tables only include detailed results for one set of base line
stimuli and one set of chimera stimuli; results for the other
two sets of wave forms were comparable, as expected, and
are available in Davidson �2007�. Tables I and III summarize
data combined over both N and T+N wave forms �i.e.,
P�Y �W��; Tables II and IV separate the N and T+N data
�i.e., P�Y �N� and P�Y �T+N��. The threshold tone level used
for the experiment �where d��1� is given in terms of ES /N0

for each subject and condition.2 �Note that because the N0S0

stimuli were all normalized to 57 dB SPL, changes in ES /N0

do not indicate changes in level between N and T+N stimuli.
Also, note that because the level differences were eliminated
from the N0S0 stimuli, the difference between N0S0 thresh-
olds and N0S� thresholds is not necessarily comparable to
masking level differences reported in other studies.� The ac-

tual d� and � values calculated across and within the four
stimulus sets are also shown. The training procedure was
relatively successful in finding overall d� values near 1 with
the possible exception of S1 in the N0S� condition �d�
=0.78 in Table III�. For individual sets of N0S0 stimuli, d�
values ranged from 0.51 to 1.14, and � values ranged from
0.70 to 1.32 �Table I�. For individual sets of N0S� stimuli, d�
values ranged from 0.54 to 1.11, and � values ranged from
0.57 to 1.35 �Table III�.

Tables II and IV include 	2 statistics, with larger values
indicating that variations in the subjects’ responses were tied
to across-wave-form changes in the reproducible stimuli and
not due to chance alone �Siegel and Colburn, 1989�. All 	2

values greatly exceeded the threshold for significance �	0.01
2

=43�, demonstrating that the between-wave-form differences
in hit rates and the between-wave-form differences in false-
alarm rates were reliable. Note that the 	2 values observed
for Savg under the N0S� condition �Table IV� were low rela-
tive to those under the N0S0 condition �Table II�, suggesting
that although the detection patterns for individual subjects
were reliable, there were individual differences that “diluted”
the detection patterns when averaged across subjects, par-
ticularly under the N0S� condition.

Tables I–IV also include squared first-half, last-half cor-
relation coefficients �r12

2 �. Again these values were high and
significant, indicating that the subjects’ responses were
driven by the stimulus in a manner that was consistent across
time. The value of r12

2 is directly related to rmax
2 , the maxi-

mum proportion of predictable variance that can be expected
when comparing detection patterns across stimulus sets, in-
teraural conditions, or subjects4 �also shown in Tables I–IV�.
The value of rmax

2 exceeds the value of r12
2 because the first-

half and last-half detection patterns are necessarily based on
half as many trials as the overall �i.e., first half and last half
combined� detection patterns �50 vs 100 trials�.

TABLE II. Reliability statistics for P�Y �T+N� and P�Y �N� under the N0S0

condition. The 	2 statistic, coefficient of determination between responses
from the first and the last half of the trials �r12

2 �, and the proportion of
predictable variance �rmax

2 � are shown. All 	2 values were significant �p
�0.001�, and all r2 values were also significant �p�0.05�.

S Stimulus set

P�Y �T+N� P�Y �N�

	2 r12
2 rmax

2 	2 r12
2 rmax

2

S1 E1F1 1371 0.91 0.95 1829 0.91 0.95
E1F2 2198 0.94 0.97 2078 0.95 0.97

S2 E1F1 1543 0.89 0.94 1856 0.92 0.96
E1F2 1737 0.94 0.97 1779 0.94 0.97

S3 E1F1 669 0.73 0.85 1011 0.85 0.92
E1F2 488 0.61 0.77 1431 0.89 0.94

S4 E1F1 1350 0.91 0.95 1340 0.89 0.94
E1F2 940 0.86 0.93 1628 0.92 0.96

S5 E1F1 2352 0.95 0.97 3017 0.95 0.98
E1F2 1645 0.90 0.95 2310 0.96 0.98

S6 E1F1 1258 0.75 0.86 1645 0.93 0.96
E1F2 1113 0.77 0.87 1620 0.87 0.93

Savg E1F1 4873 0.94 0.97 7659 0.98 0.99
E1F2 3912 0.93 0.96 8530 0.98 0.99

TABLE III. Same as Table I but for the N0S� interaural condition. All r2

values were significant �p�0.05�.

S

Overall

Stimulus set

Per stimulus set P�Y �W�

ES /N0 d� � d� � r12
2 rmax

2

S1 0 0.78 0.91 E1F1 1.10 0.57 0.93 0.97
E1F2 0.66 0.97 0.93 0.96

S2 �10 0.97 1.10 E1F1 0.85 1.35 0.90 0.95
E1F2 1.09 0.96 0.94 0.97

S3 �17 1.01 0.99 E1F1 0.94 1.11 0.89 0.94
E1F2 1.06 0.92 0.86 0.92

S4 �1 0.93 1.00 E1F1 0.92 0.85 0.90 0.95
E1F2 0.79 1.03 0.93 0.97

S5 �16.5 0.91 1.02 E1F1 0.90 1.24 0.92 0.96
E1F2 1.09 1.11 0.92 0.96

S6 �10 0.96 1.06 E1F1 0.87 0.95 0.89 0.95
E1F2 1.08 0.96 0.87 0.93

Savg �9.08 0.92 1.01 E1F1 0.89 1.00 0.98 0.99
E1F2 0.96 0.99 0.97 0.98

TABLE IV. Same as Table II but for the N0S� interaural condition. All 	2

values were significant �p�0.001�, and all r2 values were significant �p
�0.05�.

S Stimulus set

P�Y �T+N� P�Y �N�

	2 r12
2 rmax

2 	2 r12
2 rmax

2

S1 E1F1 885 0.94 0.97 1621 0.89 0.94
E1F2 1859 0.94 0.97 1938 0.90 0.95

S2 E1F1 1283 0.89 0.94 639 0.75 0.86
E1F2 1188 0.91 0.95 970 0.85 0.92

S3 E1F1 844 0.81 0.90 530 0.75 0.86
E1F2 909 0.72 0.84 366 0.63 0.78

S4 E1F1 921 0.90 0.95 1100 0.82 0.90
E1F2 1390 0.91 0.95 1625 0.91 0.95

S5 E1F1 1388 0.89 0.95 623 0.87 0.93
E1F2 1220 0.88 0.94 614 0.74 0.86

S6 E1F1 1438 0.87 0.93 490 0.73 0.85
E1F2 1159 0.77 0.87 654 0.72 0.85

Savg E1F1 3089 0.98 0.99 1287 0.87 0.93
E1F2 1953 0.91 0.95 978 0.83 0.91
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B. Within-subject comparisons of detection patterns
estimated with base line and chimeric stimuli

Recall that the overall logic of the experiment and analy-
sis is fairly straightforward. If subjects used only envelope
cues to make detection judgments, then stimulus sets that
shared the same envelopes �e.g., E1F1 and E1F2� should have
produced the same detection patterns. If fine structure were
the only relevant cue, then stimulus sets with the same fine
structures �e.g., E1F1 and E2F1� should have produced the
same detection patterns. If a linear combination of envelope
and fine structure was relevant, then it should be possible to
combine two detection patterns to predict a third �e.g., E1F2

and E2F1 could be used to predict E1F1�. The general strategy
was then to predict each of the base line detection patterns
�E1F1 or E2F2� with the chimeric detection patterns �E2F1

and E1F2� using multiple regression.5 The multiple regres-
sion method used for predicting the detection pattern for the
E1F1 stimulus set �as shown schematically in Fig. 1�b�� is
described here. The method for predicting the E2F2 detection
pattern is equivalent, but the subscripts “1” and “2” would be
exchanged in the description.

This correlation analysis assumes that the E1F1 and E2F2

stimulus sets are statistically independent of each other and
that the detection patterns for these two stimulus sets are also
statistically independent. Chance similarities, reflected in
nonzero correlations, between the E1F1 and E2F2 detection
patterns could cause misleading correlations between the de-
tection patterns for E1F2 and E2F1. If this were true, there
could be nonzero correlations between response patterns to
E1F1 and E2F2, even in the case in which envelope manipu-
lations had absolutely no effect on responses. Such mislead-
ing correlations are referred to as “false” correlations. These
false correlations were avoided by considering only the com-
ponents of the detection patterns that were uncorrelated with
the original E2F2 pattern. This “partialing-out” approach, de-
scribed below, automatically excludes correlations across re-
sponse sets that arise from correlations in the original wave
forms. These correlations could be based on similarities in
the envelopes or fine structures of the original wave form
sets but could also be due to any other response-determining
components that are shared by the original wave form sets
�i.e., the E1F1 and E2F2 sets�. To avoid this potential prob-
lem, any such nonzero correlations were statistically “par-
tialed out” by separately regressing the E1F1, E1F2, and E2F1

z-score detection patterns on the E2F2 detection pattern and
then using the residuals from each of these regressions in the
subsequent analyses. The residuals of the regression of any
detection pattern on the E2F2 detection pattern are by defini-
tion not correlated with the E2F2 pattern. Thus, by using
these residual detection patterns in further analyses, any
chance similarity in the variability of the detection patterns
to that associated with the E2F2 pattern were “blocked” or
“removed” from the other three patterns �i.e., the residual
detection patterns for E1F1, E1F2, and E2F1 were uncorre-
lated with the detection pattern for E2F2�. Note that the re-
siduals were computed with separate regressions for the
P�Y �W�, P�Y �N�, and P�Y �T+N� data.

Next, two simple linear regressions were performed to

predict the E1F1 detection pattern residuals using either the
E2F1 or E1F2 detection pattern residuals as the predictor.
These regressions indicated the proportion of variance ex-
plained �R2� by the fine structure �because F1 was held con-
stant� and by the envelope �because E1 was held constant�,
respectively. Next, the E1F1 detection pattern residuals were
simultaneously regressed on the E2F1 and E1F2 detection pat-
tern residuals to compute the proportion of variance ex-
plained by the multiple regression or a linear combination of
both envelope and fine structure. Incremental-F tests �Ed-
wards, 1979� were performed to determine if the proportion
of predicted variance in the E1F1 detection pattern residuals
were significantly increased by incorporating fine-structure
information �the E2F1 residuals� in addition to envelope
alone �the E1F2 residuals� or by incorporating envelope in-
formation in addition to fine-structure information alone.

Because the findings when predicting E1F1 and when
predicting E2F2 were comparable,6 the results were com-
bined and are shown as scatter plots in Figs. 3 and 4. In each
panel, the detection pattern residuals estimated from re-
sponses to chimeric stimuli were used to predict the detec-
tion pattern residuals estimated for the E1F1 or E2F2 stimulus
sets. The predictors are plotted on the abscissa of each panel.
Envelope-based predictions are always shown with gray
squares, and fine-structure-based predictions are shown with
black circles. The regression lines and the slopes of the linear
regressions �bE and bF, see Fig. 1�b�� are shown in each
panel. The slope values were computed using the multiple
regression procedure �i.e., both envelope and fine structure
were predictors� and thus differed slightly from the slopes
that would be obtained using either envelope or fine structure
individually �as discussed below�. Slopes for the individual
envelope-based and fine-structure-based predictions �corre-
sponding to the individual envelope and fine structure R2

values� are not shown. If the fine structure were a perfect
predictor of the variance in the detection pattern residuals,
the black circles would fall exactly along the diagonal and bF

would equal 1. Conversely, if the envelope were a perfect
predictor of variance in the detection pattern residuals, the
gray squares would fall exactly along the diagonal and bE

would equal 1.
Three R2 values are shown in each panel �Figs. 3 and 4�.

The RE
2 corresponds to the prediction using only envelope

information �i.e., using the detection pattern residuals for the
stimulus set with the same envelopes as a predictor�. RF

2 cor-
responds to the prediction using only fine-structure informa-
tion �i.e., using the detection pattern residuals for the stimu-
lus set with the same fine structures as a predictor�. REF

2

corresponds to the prediction using a linear combination of
envelope and fine-structure information with weights given
by bE and bF, respectively. Significant R2 values are denoted
with an asterisk. Incremental-F tests �pincr� were used to de-
termine if the addition of envelope as a predictor to a pre-
diction based only on fine structure, or the addition of fine
structure as a predictor to a prediction based only on enve-
lope, significantly increased the amount of predictable vari-
ance in the detection pattern residuals. Note that the
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Combined Predictions: N0S0
P(Y|W) P(Y|T+N) P(Y|N) Es/N0
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FIG. 3. Combined predictions for E1F1 and E2F2 for the N0S0 conditions. Comparisons between cue conditions for P�Y �W�, P�Y �T+N�, and P�Y �N�
�columns� for six subjects �rows� using z-score residuals to characterize the probabilities. Envelope-based predictions are shown with gray squares, while
fine-structure-based predictions are shown with black circles. Relative weights for each cue are shown by the bE and bF values, with asterisks indicating
significant slopes �i.e., significant incremental-F-test results�. RE

2 and RF
2 indicate the proportion of predictable variance based on the individual cues �asterisks

indicate significant values�. REF
2 corresponds to the proportion of predictable variance using a linear combination of both envelope and fine structure.

Signal-to-noise ratio �ES /N0 in dB� is shown to the right of each plot. See text for details.
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incremental-F test is equivalent to testing whether bE or bF is
significantly different from zero; significant values are indi-
cated by asterisks.

1. N0S0 stimuli

Inspection of Fig. 3 reveals that both envelope and fine
structure show, in general, significant correlation with the

responses of each listener under the N0S0 condition �in all
but four cases�. The large number of significant pincr values
�i.e., significant b values� indicates that for most subjects,
both envelope and fine structure contributed unique informa-
tion that was correlated with the listeners’ decision variables.
However, there was some intersubject variability in the R2

values observed in Fig. 3. In previous N0S0 detection experi-
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Combined Predictions: N0Sπ
P(Y|W) P(Y|T+N) P(Y|N) Es/N0

FIG. 4. Same as Fig. 3 except that predictions were made for the N0S� conditions.
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ments in which energy was not equalized, subjects’ detection
patterns were highly correlated with one another �e.g., Evil-
sizer et al., 2002; and Davidson et al., 2006�. These high
correlations indicate that the same or very similar decision
variables were used by each subject in those studies. Recall
that in the N0S0 condition of this experiment, overall stimu-
lus levels were equalized to remove the availability of energy
as a decision variable. As a result, high intersubject correla-
tions were not necessarily expected �Sec. III C includes a
more complete discussion of intersubject correlations�, nor
was the use of identical decision variables across subjects. In
fact, the results shown in Fig. 3 �in addition to the relatively
low intersubject correlations described in Sec. III C� suggest
the use of different detection strategies by different subjects.
The b and R2 values for subject 3 suggest the dominance of
cues related to the fine structure of the stimulus wave forms
rather than envelopes of the stimulus wave forms. The re-
maining subjects used a combination of fine-structure and
envelope-related cues, as indicated by the b and R2 values for
envelope predictors with respect to the b and R2 values for
fine-structure predictors.

Although the majority of REF
2 values in Fig. 3 are sig-

nificant, the values range from 0.32 to 0.75, and all are sub-
stantially lower than the estimates of the proportions of pre-
dictable variance shown in Tables I and II. That is, these
linear multiple regression models do not provide a satisfac-
tory description of these data. On the other hand, visual in-
spection of the scatter plots in Fig. 3 does not suggest that a
nonlinear model would perform substantially better. Implica-
tions of these results for modeling are discussed in Sec.
III D.

2. N0S� stimuli

In the case of dichotic detection, the comparisons of
detection results can be interpreted in terms of interaural dif-
ferences. That is, the distributions of ILDs were similar for
stimuli that had matched envelopes, and the distributions of
fine-structure ITDs were similar for stimuli that had matched
fine structures. Figure 4 shows the results of the same kind of
regression analyses for the N0S� condition. Note that the
threshold tone level under the N0S� condition varied widely
across subjects. Subjects with similar thresholds also had
more similar detection patterns, so the results are described
for pairs of subjects with similar N0S� thresholds. Subjects
S3 and S5 had the lowest threshold tone levels and showed
similar trends in terms of envelope and fine-structure predic-
tions. The linear combination of envelope and fine structure
failed to predict the majority of the variance in the P�Y �N�
data. Predictions for the P�Y �T+N� data indicated a stronger
reliance on fine structure, but they failed to predict more than
approximately half the variance in the base line detection
pattern residuals. Predictions for P�Y �W� indicate that fine-
structure information dominated the detection process for
these two subjects but also showed a significant contribution
of cues based on the envelope. The multiple regression
model predicted 54% and 60% of the variance in the base
line detection pattern residuals for these subjects. Slightly

larger weights �b values� were found in the best fits for cues
derived from the fine structure as compared to the weights
for fits derived from the envelope.

Subjects S2 and S6 were tested with threshold tone lev-
els about 7 dB higher than subjects S3 and S5. Subject S2
showed consistent dominance of fine-structure-based cues
over envelope-based cues. The multiple regression model ex-
plained 68% of the variance in the P�Y �W� residuals for this
subject. Results for subject S6 indicated a stronger contribu-
tion of envelope over fine structure with significant
incremental-F tests for both envelope and fine structure. The
multiple regression model explained about 60% of the vari-
ance in the P�Y �W� residuals for this subject.

Subjects S1 and S4 were tested with the highest thresh-
old tone levels. Subject S1 weighted cues derived from the
fine structure more strongly than those derived from the en-
velope, but the predictions explained only 39% of the vari-
ance in the P�Y �W� residuals. Subject S4 used cues derived
from both envelope and fine structure, and the multiple re-
gression model was able to explain up to 68% of the variance
in the P�Y �W� residuals.

In general, the results for the N0S� condition, as for the
N0S0 condition, were not well described by the statistical
model based on a linear combination of envelope and fine-
structure information. The model seemed to fit best for the
subjects with higher thresholds but, in general, predicted
about 40%–70% of the variance in the base line detection
pattern residuals, substantially lower than the estimates of
predictable variance �rmax

2 � for the N0S� condition, which
were 84% or higher.

C. Comparisons between subjects

To compare detection patterns across subjects, the
square of Pearson’s correlation coefficient �r2� was com-
puted. Table V shows between-subject r2 values for the base
line and chimeric detection patterns. The between-subject r2

values were lower for the N0S0 condition in this study than
in previous studies �Evilsizer et al., 2002; Davidson et al.,
2006� and ranged from 0.34 to 0.69 for P�Y �W�. The lower
between-subject correlations suggest the use of a more di-
verse set of decision variables across subjects in this experi-
ment than in previous experiments with diotic stimuli, which
was likely caused by the lack of a simple energy cue to rely
on and by the narrow stimulus bandwidth. Pairs of subjects
with the highest between-subject r2 values did not necessar-
ily share envelope or fine-structure dominance �e.g., S2 and
S6 in Fig. 3 and Table V�.

Under the N0S� condition, between-subject r2 values
were on average lower than those for N0S0 condition and
ranged from 0.00 to 0.63 for P�Y �W� �Table V�. Subject
pairs with similar threshold tone levels had more similar de-
tection patterns than those with differing threshold tone lev-
els. Subject pair S1 and S4 had the highest intersubject cor-
relations, and these subjects also had similar and relatively
high thresholds, suggesting a dependence of threshold on
detection strategy. However, comparing Fig. 4 to Table V for
the pairs of subjects with the largest intersubject correlations
�and the most similar thresholds� did not reveal any clear
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pattern of envelope or fine-structure dominance. Evidence
for individual differences between subjects in the use of
available cues for binaural detection has been described pre-
viously �e.g., McFadden et al., 1971�.

D. Comparisons between interaural conditions

Table VI shows correlations �in terms of r2� between
N0S0 and N0S� interaural conditions for P�Y �W� and for
P�Y �T+N� and P�Y �N�. The subjects with the highest
thresholds �S1 and S4� had the highest correlations between
detection patterns from the two interaural conditions. Closer
inspection of Table VI reveals that the sources of the corre-
lations between the two interaural conditions for these sub-
jects were largely from responses to noise-alone stimuli,
P�Y �N�. Subjects S1 and S4 show substantial r2 values �0.93
for both listeners� between P�Y �N� values from the two in-
teraural conditions. Recall that N stimuli in the N0S� condi-
tion were identical to those for the N0S0 condition �but not
the T+N stimuli�. Such high r2 values suggest that S1 and
S4 may have been attempting to use the same detection strat-
egy for the two interaural conditions; if this strategy were
more appropriate for N0S0 listening, that would explain their
high thresholds for the N0S� stimuli. The fact that these sub-
jects still had substantially lower dichotic thresholds suggests

that they were not employing a strictly diotic strategy but
may have instead been monitoring more than one cue for
detection �e.g., one diotic cue and one dichotic cue�. Because
the dichotic cue would not be present on N trials, responses
would be similar to those under the N0S0 condition. On T
+N trials, both cues might be present, leading to the more
modest correlations observed. The subjects with the lowest
thresholds �S3 and S5� and intermediate thresholds �S2 and
S6� had much lower correlations between detection patterns
from the two interaural conditions. The noise-alone intersub-
ject r2 values have implications for the types of detection
models used to explain the detection patterns, as outlined in
Sec. IV.

IV. DISCUSSION

A. Summary of results

As discussed in Sec. I, there is an extensive literature
indicating that monaural, diotic, and dichotic tone-in-noise
detection can be partially, but not completely, predicted
based on across-wave-form variations in energy. In order to
better understand other cues that might also contribute to
detection performance, this experiment investigated the roles
of stimulus envelope and fine structure when energy differ-
ences among stimuli were eliminated. A simple multiple re-
gression statistical model was unable to explain all of the
predictable variance in the detection pattern residuals, yield-
ing observed R2 values between 0.32 and 0.75 for N0S0

stimuli and between 0.39 and 0.68 for N0S� stimuli. The
predictable variance was estimated by rmax

2 ,4 which ranged
from 0.77 to 0.99 for both N0S0 and N0S� stimuli and was
always substantially higher than the observed R2.

The envelope and fine-structure provide a complete de-
scription of the energy-normalized stimuli used in this study.
The fact that envelope and fine structure were unable to pre-
dict the subjects’ responses separately, or when combined

TABLE V. Comparisons between subjects presented in terms of r2. Correlations were based on responses to all four stimulus sets.

N0S0

P�Y �W� P�Y �T+N� P�Y �N�

S2 S3 S4 S5 S6 S2 S3 S4 S5 S6 S2 S3 S4 S5 S6

S1 0.45a 0.52a 0.63a 0.34a 0.50a 0.28a 0.22a 0.36a 0.10a 0.27a 0.36a 0.49a 0.66a 0.34a 0.44a

S2 0.48a 0.57a 0.62a 0.69a 0.27a 0.30a 0.52a 0.60a 0.35a 0.56a 0.53a 0.56a

S3 0.49a 0.40a 0.51a 0.11a 0.21a 0.28a 0.36a 0.28a 0.31a

S4 0.43a 0.65a 0.15a 0.46a 0.44a 0.54a

S5 0.68a 0.44a 0.75a

N0S�

P�Y �W� P�Y �T+N� P�Y �N�

S2 S3 S4 S5 S6 S2 S3 S4 S5 S6 S2 S3 S4 S5 S6

S1 0.00 0.14a 0.63a 0.05a 0.14a 0.13a 0.01 0.43a 0.01 0.00 0.37a 0.00 0.63a 0.02 0.05a

S2 0.40a 0.00 0.54a 0.39a 0.19a 0.18a 0.46a 0.24a 0.00 0.36a 0.10a 0.00
S3 0.19a 0.45a 0.50a 0.01 0.20a 0.24a 0.02 0.05a 0.05a

S4 0.06a 0.13a 0.02 0.03 0.09a 0.01
S5 0.36a 0.20a 0.00

ap�0.05.

TABLE VI. Comparisons between interaural conditions presented in terms
of r2. Correlations were based on responses for all four stimulus sets.

Subject P�Y �W� P�Y �T+N� P�Y �N�

S1 0.60a 0.19a 0.93a

S2 0.02a 0.00 0.46a

S3 0.30a 0.00 0.02
S4 0.65a 0.15a 0.93a

S5 0.02a 0.00 0.33a

S6 0.13a 0.01 0.00

ap�0.05.
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linearly, suggests that this description is somehow inadequate
or that this method of decomposing the stimuli is not consis-
tent with underlying physiological and psychophysical pro-
cesses. The implications of these results for future efforts to
model detection are discussed below. Successful models
must consider alternative descriptions of the stimuli and/or
must capture the impact of temporal interactions between the
envelope and the fine structure of the stimuli.

B. Implications for computational models of detection

1. Comparisons between detection patterns
estimated with base line and chimeric stimuli

With randomly generated tone-in-noise stimuli, many
putative detection cues tend to co-vary. The approach in this
experiment was to eliminate overall energy differences
among the stimuli for both N and T+N wave forms under
the N0S0 condition and for only N wave forms under the
N0S� condition and thereby to force the subjects to base their
detection judgments on envelope cues and/or fine-structure
cues. The assumption was that these two sets of temporal
cues were separable and independent. The fact that a sub-
stantial portion of the variance in the responses to the base
line stimulus sets was not predicted by the multiple regres-
sion statistical model suggests that this assumption is wrong,
at least in part. Two broad possibilities are suggested: �1�
Although the fine structure and the envelope are obvious
visual features of the narrow-band noise wave form, and
there is considerable physiological evidence that both fine-
structure and envelope information are encoded at least
somewhat independently in the firing patterns of auditory
neurons �e.g., Joris and Yin, 1992�, these cues may not be
used to determine the presence or absence of the tone in the
authors’ narrow-band detection task. Perhaps the subjects
base their decisions on some other representation �e.g., spec-
tral shape�. �2� Short-time interactions between the wave
form envelopes and the wave form fine structures are critical
to understanding these data. That is, envelope and fine-
structure cues may be used to detect the tone, but they are
not independent. If so, for example, it is unwise for models
to independently extract envelope and fine structure, unless
some interaction between the two occurs before the decision
variable is computed. Indeed, temporal interactions between
envelope and fine structure occur in narrow-band Gaussian
noise �Davenport and Root, 1958, pp. 159–160 �e.g., rapid
changes in instantaneous frequency or phase often occur
when the instantaneous amplitude is low��. Moreover, the
wave forms used in the present study may have under-
represented this problem because the stimulus generation al-
gorithm tended to reject wave form pairs for which the chi-
meric recombination would temporally align high envelope
and rapid frequency fluctuations.

Some previous studies attempting to explain detection
patterns for narrow-band stimuli with computational models
have omitted peripheral filtering and nonlinearities under the
assumption that these do not contribute to the detection pro-
cess �e.g., Isabelle, 1995; Davidson et al., 2006�. However,

this type of processing may be critical to capture the inter-
actions between envelope and fine structure that are sug-
gested by the present data.

Several candidate models remain in contention for both
diotic and dichotic signal detection, and each will be tested
in detail in further studies of these experimental results.
These models are worth briefly mentioning here. In general,
these models either operate on a spectral representation of
the stimulus or incorporate some sort of dynamic interaction
of envelope and fine structure; that is, each computes the
decision variable from the entire stimulus �rather than strip-
ping the stimulus envelope or fine structure apart for separate
analyses�. An example of a diotic model that remains under
consideration is the multiple-detector model �e.g., Ahumada
and Lovell, 1971; Gilkey and Robinson, 1986�, which uses
monaural banks of filters that are weighted and combined
linearly to produce a decision variable. With respect to bin-
aural models, equalization-cancellation-style models with re-
alistic peripheral processing stages �e.g., Breebaart et al.,
2001� should remain under consideration. Cross-correlation-
style models �e.g., Colburn, 1977� with realistic peripheral
processing should also remain under consideration, given
that these models operate on the entire stimulus wave form
rather than on envelope or fine structure alone.

2. N0S� noise-alone data

This study, like numerous previous studies �e.g., Evil-
sizer et al., 2002; Gilkey et al., 1985; Isabelle, 1995; Siegel
and Colburn, 1989�, found reliable detection patterns �with
significant across-wave-form variation in the probability of a
“yes” response� under the N0S� condition for noise-alone
stimuli. In the present study, these reliable differences in re-
sponding were found even though across-wave-form energy
variations were eliminated from the noise-alone stimuli. This
finding is particularly significant for modeling efforts be-
cause several hypothesized models �cf., Isabelle, 1995; Isa-
belle and Colburn, 2004; Goupell and Hartmann, 2007� rely
only on interaural differences to compute decision variables
and thus would require some sort of internal noise mecha-
nism to generate decision variables for the diotic noise-alone
stimuli. If independent internal noise processes dominated
over external noise at each ear, any left-right-symmetric bin-
aural processing would not result in a stable detection pattern
for noise-alone stimuli �assuming additive internal noise�. If
the noise were additive, the response on each trial would
simply be based on interaural differences that resulted from
the internal noise processes. Over large numbers of trials,
such noise-generated interaural differences would produce
“flat” detection patterns with no reliable differences in detec-
tion probabilities from noise to noise. A multiplicative inter-
nal noise source may be able to produce a stable pattern, but
a generally applicable model of such processing is not avail-
able �see Colburn et al. �1997� for a description of how mul-
tiplicative internal noise could lead to internal interaural dif-
ferences that are dependent on the external diotic stimulus in
the context of the equalization-cancellation model of Durlach
�1963��.

Another mechanism that would generate reliable detec-
tion patterns for noise-alone stimuli is a static frequency mis-
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match �e.g., van der Heijden and Trahiotis, 1998�, or a static
internal interaural delay or internal interaural attenuation.
These mechanisms would be stable over time and would
generate specific detection patterns based on the processing
asymmetry. The magnitudes and types of plausible process-
ing asymmetries will be examined in future work.
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APPENDIX: STIMULUS SELECTION PROCEDURE
AND RELATED ISSUES

Because it is impossible to modify the temporal struc-
ture of the stimulus without also impacting the spectrum
�e.g., Davenport and Root, 1958, pp. 159–160�, the process
of assembling chimeric stimuli in some cases resulted in
wave forms with spectral splatter and associated temporal
distortions. These distortions could interfere with the task
and cause unintended interaural differences �in the N0S�

condition�, so the stimulus wave forms were examined for
excessive spectral splatter and eliminated based on specific
criteria. Note that if absolutely no spectral splatter were al-
lowed, the stimulus-creation algorithm would have eventu-
ally created four sets of stimuli with identical corresponding
wave forms. The spectrum of each chimeric stimulus �after
applying the cos2 ramps� was checked to ensure that the
magnitude of each spectral component more than 50 Hz
away from the target was at least 15 dB below the wave
form’s spectral peak, and that each spectral component more
than 90 Hz away from the target was at least 25 dB below
the wave form’s spectral peak. When a wave form failed this
test, it was eliminated, and the corresponding wave forms

�N, T0+N for N0S0, T0+N for N0S�, and T�+N for N0S�� in
all four sets of stimuli were also eliminated for all six sub-
jects.

Stimuli that were eliminated tended to have large fre-
quency modulations in the fine structure that were tempo-
rally positioned at relatively high envelope values when re-
combined �see Amenta et al., 1987�. Such a combination
naturally increased the bandwidth of the wave form. When
stimuli were eliminated, two new base line wave forms were
created using random noise, and corresponding chimeric
stimuli were created. The stimuli were scaled, tones were
added, and the resulting wave forms were tested. The algo-
rithm ran for approximately 12 h on a Pentium M computer
�1.86 GHz� and eliminated thousands of candidate stimulus
wave forms before obtaining the set used in the present study
�the exact number of eliminated wave forms was not re-
corded�. This process resulted in stimuli that had little dis-
tortions or spectral splatter.

One initial concern with limiting the amount of spectral
splatter was that corresponding E1F1 and E2F2 wave forms
could be too highly correlated �e.g., the only stimuli that
could swap envelopes without generating any splatter would
be identical stimuli�, such that the detection patterns result-
ing from the E1F1 and E2F2 stimulus sets would be the same.
Table VII shows the mean r2 values for correlations between
corresponding wave forms in the E1F1 and E2F2 stimulus
sets. For comparison, Table VII also shows the mean of
10 000 r2 values computed between pairs of randomly gen-
erated tone-plus-noise �T+N� stimuli, as well as between
pairs of random noise-alone �N� stimuli. These statistics are
also presented for the envelopes �computed as the absolute
value of the complex analytic wave form, which adds the
Hilbert transform of the original wave form as the imaginary
part to the original real wave form� and the fine structure
�computed as the cosine of the angle of the complex analytic
function� of each wave form. Several Mann–Whitney U tests
were performed comparing the r2 values from the random

TABLE VII. Means and standard deviations for correlations �r2� between corresponding wave forms in the
E1F1 and E2F2 stimulus sets for both T+N and N stimuli. The levels of the tone were set to each subject’s
threshold �given as ES /N0 in dB� for the N0S0 condition. The mean and standard deviations are also given for
correlations between 10 000 pairs of randomly generated T+N and correlations between 10 000 pairs of ran-
domly generated N wave forms �“Random”�. Statistics are also given for the envelopes and fine structures of
each wave form �see text for details�.

Wave form Subject Es /N0

Entire wave form Envelopes only Fine structure only

Mean r2 SD r2 Mean r2 SD r2 Mean r2 SD r2

T+N S1 10 0.44 0.18 0.31 0.23 0.47 0.19
S2 10 0.44 0.18 0.31 0.23 0.47 0.19
S3 10 0.44 0.18 0.31 0.23 0.47 0.19
S4 11 0.52 0.16 0.33 0.24 0.56 0.17
S5 11 0.52 0.16 0.33 0.24 0.56 0.17
S6 11.5 0.55 0.15 0.34 0.24 0.60 0.16

Random 10 0.45 0.12 0.24 0.23 0.49 0.22
Random 11 0.50 0.18 0.26 0.24 0.56 0.21
Random 11.5 0.54 0.18 0.27 0.24 0.60 0.20

N All ¯ 0.14 0.18 0.35 0.28 0.12 0.15
Random ¯ 0.11 0.13 0.16 0.12 0.08 0.11
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stimuli to those of the reproducible stimuli. For N stimuli,
the envelope correlation was significantly �p�0.01� larger
for the reproducible stimuli with respect to the random
stimuli, but the whole-wave-form and fine-structure-only
correlations were not significantly different �p�0.5�. For T
+N stimuli, subjects S1–S5 showed significantly �p�0.01�
larger correlations between the envelopes of the reproducible
stimuli for corresponding wave forms in the E1F1 and E2F2

stimulus sets than those present for correlations between the
envelopes of random stimuli �p�0.05�. Whole-wave-form
and fine-structure correlations were not significantly larger
when computed between the E1F1 and E2F2 stimuli than
when computed between randomly generated T+N stimuli.

The similarity of the resulting E1F1 and E2F2 detection
patterns �i.e., the patterns of hit and false-alarm rates for a
particular group of the reproducible wave forms� was also
examined. If the detection patterns for the responses to E1F1

and E2F2 had been highly correlated, results from the regres-
sion analysis �Sec. II D� would be questionable because of
the perceptual similarity of the two groups �and likely simi-
larity of the E2F1 and E1F2 wave forms�. Table VIII shows
correlations in terms of r2 �the squared Pearson correlation
coefficient of the z-scores �but not residuals� computed from
the two detection patterns� between the E1F1 and E2F2 de-
tection patterns for the subjects in this study. If both T+N
and N responses are considered together �i.e., the detection
pattern for the probability of saying “yes, the tone is present”
across all reproducible wave forms, P�Y �W��, detection pat-
terns from the E1F1 and E2F2 stimulus sets were signifi-
cantly, albeit weakly, correlated �as one would expect be-
cause on average P�Y �T+N��P�Y �N�, introducing
correlation between any two sets of stimuli for which d�
�0�. However, for N0S0 stimuli the detection patterns for the
E1F1 and E2F2 stimulus sets that were based on only T+N
trials, P�Y �T+N�, were not significantly correlated for any
subjects except S2, and the detection patterns based only on
N trials, P�Y �N�, were not significantly correlated except for
S6. Thus, the similarity of the P�Y �T+N� and P�Y �N� de-
tection patterns for the E1F1 and E2F2 stimulus sets was not

of concern. Moreover, the correlations that did exist were
removed by the statistical blocking procedure described in
Sec. II D�.

Blauert �1981�, Ghitza �2001�, and Zeng et al. �2004�
pointed out that an envelope may be recovered when rela-
tively broadband stimuli are filtered in the auditory periphery
with a filter narrower than the stimulus bandwidth. This was
not likely to occur given the approximately 75-Hz critical
bandwidth at 500 Hz and the fact that a 50-Hz noise band-
width was used. Nevertheless, stimuli were diagnostically
tested for possible envelope recovery by filtering all stimuli
with a 50-Hz bandwidth, fourth-order gammatone filter at
center frequencies from 400–600 Hz in 1-Hz steps. Enve-
lopes were then recovered from the stimuli by half-wave
rectification and filtering with a first-order low-pass filter
with a 50-Hz cutoff frequency. First, envelopes from the fil-
tered chimeric stimulus sets �E1F2 and E2F1� were compared
to the envelopes from the filtered original stimulus sets �E1F1

and E2F2, respectively�. The correlation value did not fall
below 0.977 in any situation �i.e., at any filter center fre-
quency or for any wave form�. Then, the correlations be-
tween the envelopes extracted in the E1F1 and E2F2 stimulus
sets were eliminated from the correlations between the enve-
lopes extracted in the E1F2 and E2F2 stimulus sets and also
from the correlations between the envelopes extracted from
the E2F1 and E1F1 stimulus sets, all after filtering. This com-
parison examined whether the envelope of the base line
stimulus sets �e.g., E1� was recovered from the fine structures
of the chimeric stimulus sets �e.g., E2F1�, thereby potentially
increasing the correlation of the envelopes of the base line
and chimeric stimulus sets with respect to the two base line
stimulus sets. The correlations never differed by more than
0.05, indicating that recovery of envelope information from
stimulus fine structure by peripheral filtering was unlikely at
these stimulus and filter bandwidths.

1Each wave form set had 100 wave forms. There were 25 noise-alone �N�
wave forms, which were presented diotically for the N trials of both the
N0S0 and the N0S� conditions. There were 25 tone-plus-noise �T+N�
wave forms, with the tone set to the N0S0 threshold SNR for that listener,
which were presented diotically for the N0S0 T+N trials. There were 50
T+N wave forms, which were presented dichotically �i.e. 25 left/right
stimulus pairs� for the N0S� condition; these were created by adding and
subtracting tones, with the tone level set to the N0S� threshold SNR for
that listener.

2To maintain compatibility with previous work �and with much of the tone-
in-noise masking literature to which these findings may generalize�, the
threshold level of the signal is presented in terms of 10 log10�ES /N0�, the
ratio of the energy in the signal to the spectrum level of the noise in
decibels. However, because of the unusual nature of these stimuli, some
additional explanation of these values is needed. Although the masker, if
extended to a steady state wave form by periodic extension, could be
viewed as a collection of five, 50-dB tones, the 0.1-s duration wave form
that is presented to the listeners is a narrow-band wave form with a con-
tinuous spectrum. Specifically, the Fourier transform has a bandwidth,
BW, of approximately 50-Hz, so that the overall noise power PN of 57 dB
SPL results in an approximate power spectrum level of 40 dB SPL �57 dB
SPL−10 log10�BW��. �Note that the exact bandwidth is not critical: As-
suming a 40-Hz BW, i.e., 520–480 Hz, would decrease the computed
values of 10 log10�ES /N0� by about 1 dB�. The energy in the signal, ES,
is determined by 10 log10�ES�=10 log10�PST�, where PS is the signal
power at threshold and T is the duration of the signal in seconds�. So,
one can compute the signal to noise power ratio from 10 log10�ES /N0�
as 10 log10�PS / PN�=10 log10�ES /N0�−10 log10�T ·BW�=10 log10�ES /N0�
−7 dB. It is also possible to compute PS �in dB SPL� as 10 log10�PS�

TABLE VIII. Comparisons between detection patterns estimated with wave
forms from the E1F1 and E2F2 stimulus sets. Presented in terms of r2.

Interaural
condition Subject P�Y �W�, r2 P�Y �T+N�, r2 P�Y �N�, r2

N0S0 S1 0.13a 0.01 0.05
S2 0.14b 0.01 0.02
S3 0.15b 0.22a 0.01
S4 0.16b 0.00 0.03
S5 0.05 0.03 0.10
S6 0.18b 0.04 0.16a

N0S� S1 0.26b 0.01 0.06
S2 0.12a 0.00 0.00
S3 0.24b 0.00 0.15
S4 0.26b 0.03 0.07
S5 0.22b 0.01 0.05
S6 0.24b 0.03 0.02

ap�0.05.
bp�0.01.
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=10 log10�ES /N0�+10 log10�PN / �T·BW��=10 log10�ES /N0�+50 dB SPL.
However, note that the T+N wave forms for the N0S0 condition are res-
caled after the tone is added, so this value is only approximate.

3Probabilities of 0 and 1 �the z-scores of which are unbounded� were re-
placed with 1/100 and 99/100 �z-scores of �2.33 and +2.33�, respectively;
this occurred for only 54 of the 2400 probabilities in the stimulus
set �50 P�Y �W�
2 interaural conditions
4 stimulus conditions
6
subjects�.

4The relation between r12, the split-half correlation, and rmax, the correla-
tion between conditions a and b that are assumed to be identical condi-
tions except for random variability �e.g., for comparisons across stimulus
sets, subjects, or interaural conditions�, is derived here. First, consider two
random variables, xa and xb, that share a common predictable component,
with variance �p

2, and two additive independent and unpredictable compo-
nents, with variances �Ea

2 and �Eb
2 . The correlation between these two

random variables is described by rmax= ��p
2 /��p

2 +�Ea
2 ��p

2 +�Eb
2 � �Robinson

and Jeffress, 1963�. If it is assumed that �p
2 =1 and that �Ea

2 =�Eb
2 =�E

2, then
rmax= �1 / �1+�E

2��. Rearranging this equation provides an expression for
the unpredictable variance �E

2 = ��1−rmax� /rmax�. This variance can also be
approximated using the split-half correlation, r12, as �E

2 = ��1−r12� /2r12�,
where the factor of 2 in the denominator was introduced to account for the
fact that in the case presented here the predictable variance for comparison
of two 100-trial data sets was half that estimated from the split-half cor-
relation �i.e., r12 was computed from a single set of 100 trials divided into
two sets of 50�. Thus, combining the expressions for rmax and �E

2 provides
an expression for rmax in terms of r12, which was estimated from the data.
Finally, the proportion of predictable variance is provided by squaring
rmax, rmax

2 = �1 / �1+�E
2��2= �1 / �1+ ��1−r12� /2r12�	�2.

5Before employing these techniques, several tests were applied to the de-
tection patterns �z-scores� to determine whether the data were consistent
with the assumptions of the analysis procedure. First, the detection pat-
terns were checked for normality using the Lilliefors hypothesis test of
composite normality �Sheskin, 2000�, keeping the individual-test alpha
level at 0.05. No family-wise error-rate correction was implemented in
order to maintain a conservative test criterion. Only two of the 144 detec-
tion patterns �P�Y �W�, P�Y �T+N�, and P�Y �N� for 4 stimulus sets

2 interaural conditions
6 subjects� proved to be non-normal. Second,
for all regression analyses, residuals were examined using the same test.
Of the 324 regressions performed �3 predictors �E1F1 ,E2F2 , and
combined�
3 detection-pattern components
6 subjects
3 predictor
models �envelope, fine structure, or both�
2 interaural conditions�,
only 10 showed significantly �p�0.05� non-normal residuals. Finally, ex-
amination of residual plots failed to find any serious issues of heterosce-
dasticity �unequal error variances�. Correlations between predictor vari-
ables in the same analysis were computed to check for multicolinearity
�high correlation of predictor variables�. Typical values for the r2 between
predictor variables ranged from 0 to 0.1 �and were insignificant� and in no
case exceeded 0.31, indicating that the data did not exhibit a large degree
of multicolinearity. Overall, the results of these tests suggest that these
assumptions were adequately satisfied for the tests to be meaningful.

6The test of significant differences between correlated but non-overlapping
correlations �Raghunathan et al., 1996� was conducted for each combina-
tion of envelope and fine structure �2�, for each subject �6�, and for
P�Y �W�, P�Y �T+N�, and P�Y �N�, for a total of 36 tests. The question
was whether or not the null hypothesis could be rejected, where not re-
jecting the null hypothesis was the desired outcome. Therefore, to produce
a more conservative rejection criterion and to reduce the chance of a
type-II error, a family-wise error alpha level was not computed, and the
individual alpha level for each test was maintained at 0.05. None of the 36
tests under the N0S0 condition nor the 36 tests under the N0S� yielded
significant differences �p�0.05� between predictions for E1F1 and E2F2

for either envelope or fine structure.
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Several psychophysical models for masked detection were evaluated using reproducible noises. The
data were hit and false-alarm rates from three psychophysical studies of detection of 500-Hz tones
in reproducible noise under diotic �N0S0� and dichotic �N0S�� conditions with four stimulus
bandwidths �50, 100, 115, and 2900 Hz�. Diotic data were best predicted by an energy-based
multiple-detector model that linearly combined stimulus energies at the outputs of several
critical-band filters. The tone-plus-noise trials in the dichotic data were best predicted by models that
linearly combined either the average values or the standard deviations of interaural time and level
differences; however, these models offered no predictions for noise-alone responses. The decision
variables of more complicated temporal models, including the models of Dau et al. ��1996a�. J.
Acoust. Soc. Am. 99, 3615–3622� and Breebaart et al. ��2001a�. J. Acoust. Soc. Am. 110, 1074–
1088�, were weakly correlated with subjects’ responses. Comparisons of the dependencies of each
model on envelope and fine-structure cues to those in the data suggested that dependence upon both
envelope and fine structure, as well as an interaction between them, is required to predict the
detection results. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3206583�

PACS number�s�: 43.66.Dc, 43.66.Ba, 43.66.Pn �RYL� Pages: 1906–1925

I. INTRODUCTION

The traditional goal of psychophysical experiments ex-
amining masked detection has been to characterize threshold
signal-to-noise ratios �SNRs� as functions of physical param-
eters of the stimuli �e.g., signal frequency, noise bandwidth,
and interaural phase difference of the signal�. These thresh-
old SNRs have been estimated using masker waveforms
drawn on each trial without replacement from an effectively
infinite set, such that no sample of masking noise is ever
presented more than once. More recently, a number of stud-
ies have collected data using reproducible maskers �e.g.,
Pfafflin and Matthews, 1966; Ahumada and Lovell, 1971;
Ahumada et al., 1975; Gilkey et al., 1985; Siegel and Col-
burn, 1989; Isabelle and Colburn, 1991; Isabelle, 1995; Isa-
belle and Colburn, 2004; Evilsizer et al., 2002; Davidson et

al., 2006�, allowing each sample of masking noise to be pre-
sented numerous times. These studies characterize detection
responses for each individual stimulus waveform in a set of
masking noise samples, rather than describing a single
threshold estimated using maskers from an infinite set of
noise waveforms. Such data present a more rigorous test for
models of masked detection because, in addition to predict-
ing average threshold, the models must predict detection sta-
tistics for individual waveforms. As shown here and in other
works, models that accurately predict average thresholds
may fail to predict responses to individual waveforms �e.g.,
Isabelle, 1995; Isabelle and Colburn, 2004�.

The models tested in this study were selected because
they have successfully predicted reproducible noise data in
the past �e.g., Fletcher, 1940; Ahumada and Lovell, 1971;
Ahumada et al., 1975; Gilkey and Robinson, 1986�, because
they have been used with some success to predict thresholds
for a broad spectrum of psychophysical detection tasks �e.g.,
Dau et al., 1996a, 1996b; Breebaart et al., 2001a, 2001b,
2001c�, because they are straightforward adaptations of ob-
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served physiological phenomena �e.g., McAlpine et al.,
2001; Marquardt and McAlpine, 2001�, or because they use a
processing strategy that involves an interaction between
stimulus envelope and fine structure �e.g., Goupell and Hart-
mann, 2007�. The interaction of envelope and fine structure
was of particular interest because such an interaction has
been suggested by recent empirical studies of detection of
low-frequency tones in reproducible maskers �Davidson,
2007; Davidson et al., 2009�.

II. METHODS

A. Target data

Data sets from three psychophysical studies �Isabelle,
1995; Evilsizer et al., 2002; Isabelle and Colburn, 2004;
Davidson, 2007; Davidson et al., 2009� that shared similar
experimental methods are modeled in this work. In these
studies, an approximate threshold was estimated, drawing
from an infinite set of masker waveforms without replace-
ment, first in a two-interval up/down tracking experiment
and subsequently verified in a single-interval experiment
with fixed SNR. Then a fixed-SNR �i.e., at the estimated
threshold�, single-interval experiment was performed with a
small �25–100� closed set of reproducible maskers. On each
trial, the masker was randomly drawn, with replacement,
from the closed set, with the constraint that all tone-plus-
noise �T+N� and noise-alone �N� waveforms were presented
an equal number of times during the course of the entire
experiment �50–100 presentations, depending on the study�.
Upon completion of the experiment, the hit rate, or propor-
tion of “yes” responses when the tone was present �P�Y �T
+N��, and the false-alarm rate, or proportion of yes response
when the tone was not present �P�Y �N��, were calculated
separately for each individual masker waveform in the set.
The resulting set of hit and false-alarm rates is termed the
detection pattern. Note that although these hit and false-
alarm rates could be used to calculate some performance
metric �e.g., P�C�, d�, etc.� on a per noise waveform basis,
that was not the focus here. Instead, N and T+N trials were
considered separately, and the hit and false-alarm rates were
used to estimate the tendency of the subject to respond “tone
present” �presumably, based on how much a particular wave-
form “sounded like” it contained the tone�.

Hit and false-alarm rates from Isabelle �1995� �Study 1�,
Evilsizer et al. �2002� �Study 2�, and Davidson et al. �2009�
�see also Davidson, 2007� �Study 3� served as the data for the
modeling presented in this study. These data were selected
because collectively, they established a set of detection pat-
terns estimated under diotic �N0S0� and dichotic �N0S�� in-
teraural configurations, with several noise bandwidths �50
�Study 3�, 100 �Study 2�, 115 �Study 1�, and 2900 Hz �Study
2��, at a single tone frequency of 500 Hz. Study 1 examined
the N0S� configuration only, whereas the other studies exam-
ined N0S0 and N0S� configurations and used the same noise
masker samples under both conditions.

In contrast to Studies 1 and 2, in which the sets of
maskers were randomly generated, Study 3 examined four
stimulus sets under each interaural configuration. These
stimulus sets were denoted E1F1, E2F2, E1F2, and E2F1, with

E denoting envelope and F denoting fine structure. Corre-
sponding stimuli �N or T+N� within the E1F1 and E1F2

stimulus sets and within the E2F1 and E2F2 stimulus sets
shared the same temporal envelopes. Similarly, correspond-
ing stimuli within the E1F1 and E2F1 stimulus sets and within
the E1F2 and E2F2 stimulus sets shared the same fine struc-
tures �i.e., had the same zero crossings�. The energies of T
+N and N waveforms were equalized for all N0S0 stimuli in
Study 3, thus eliminating detection cues related to overall
energy. Davidson et al. �2009� and Davidson �2007� pro-
vided details regarding stimulus construction for Study 3.

B. General modeling strategy

The models were implemented without internal noise
and without a decision stage. The output of each model �i.e.,
the decision variable� was calculated and compared to the
responses of each subject on a waveform-by-waveform basis.
To do this, the value of P�Y �T+N� or P�Y �N� obtained for
each subject in response to each waveform was converted to
a z-score using the inverse cumulative normal distribution
function1 as in Evilsizer et al. �2002�. This conversion is
equivalent to corrupting the model’s decision variable �DV�
with normally-distributed, additive internal noise. That is, it
was assumed that the subject’s DV was the sum of external
and internal noise components, DV=DVext+DVint. The ex-
ternal component, DVext, was computed in response to the
external stimulus and was assumed to be fixed across trials
on which the same stimulus waveform was presented, but to
vary across stimulus waveforms. The internal component,
DVint, was assumed to be randomly drawn from a normal
distribution with mean equal to zero and constant variance,
independent of the trial or waveform presented. Under these
assumptions, the z-score provides an estimate proportional to
the distance from the subject’s criterion to DVext for a par-
ticular waveform and subject. �Criterion variation, if present,
is one form of internal noise and is not separately considered
here.� Thus, the computed �noise-free� DV of a correct model
should be linearly related to these z-scores �i.e., both the
subject z-scores and the model DV should be linearly related
to DVext�. The proportion of variance accounted for by each
model was simply computed as the square of the Pearson
product-moment correlation �r2� between the model DV and
the subject z-score.2 Because it was assumed a priori that
different subjects might employ different detection strategies
�indeed, this appears to have been the case, at least in Study
3�, each model was compared to each subject’s data indi-
vidually �the analyses did not consider data that were aver-
aged across subjects or attempt to predict the across-subject
variance�. Previous studies that modeled data that were av-
eraged across subjects have been able to explain more of the
variance in the data �e.g. Isabelle, 1995; Isabelle and Col-
burn, 2004; Davidson et al., 2006�; however, in those studies
there were energy differences across waveforms that were
presumably a common source of variation in the detection
patterns that could be enhanced by averaging.

Implementing the models and representing the data in
this way has some important implications. First, this ap-
proach allowed an evaluation of models without developing
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a sophisticated internal noise model; however, many of the
dichotic models considered require internal noise, or some
other modification, to produce non-zero outputs on N trials.
Therefore, those models were not applied on N trials. Sec-
ond, in some cases it was advantageous to combine the out-
puts of two models in order to predict the subjects’ re-
sponses. Because a linear relationship between the decision
variables of the models and the z-scores of the subjects was
expected, linear multiple regression techniques could be ap-
plied.

Although the subjects’ thresholds were estimated using
traditional psychophysical techniques before the experiment
began, estimated thresholds were only used to set the SNR
during the experiment. The analyses reported here do not
attempt to predict thresholds �indeed, N and T+N trials were
analyzed separately�.3 The focus in this study was on the
responses of subjects to individual reproducible stimulus
waveforms �i.e., how likely the subjects were to say the tar-
get was present when that stimulus waveform was pre-
sented�. The SNR for the models and the SNR for the subject
were identical since both responded to identical stimulus
waveforms.

When evaluating the success of these models it is im-
portant to establish an upper limit of expected performance
for any given prediction.4 Isabelle �1995� �see Isabelle and
Colburn, 2004� described that the reasonable upper limit for
predicting their N0S� data �Study 1� was an r2 of about 0.88.
Evilsizer et al. �2002� �Study 2� reported first-half, last-half
correlations that yield predictable variances �VP� �Ahumada
and Lovell, 1971� from 0.80 to 0.97. Predictable variances
for Study 3 �Davidson, 2007; Davidson et al., 2009� ranged
from 0.85 to 0.99 for data averaged across the baseline
stimulus sets in the N0S0 condition and from 0.92 to 0.99 for
the N0S� data. Model results are presented here in terms of
r2; qualitatively similar results presented in terms of an esti-
mate of the proportion of predictable variance explained,
computed as the ratio of r2 over VP, are available in David-
son �2007�.

III. MODEL DESCRIPTIONS, RESULTS, AND
DISCUSSION

A brief description of each diotic and dichotic model is
provided below, along with the results for those models. De-
tailed descriptions of model implementations are provided in
Appendixes A through H. Table I provides a list of the mod-
els studied here and includes a brief description of their de-
cision variables. In the following discussion, the effect of
stimulus energy on each model’s predictions is considered
for both the diotic and dichotic stimulus conditions �i.e., to
what extent is the performance of a model dependent on its
correlation with energy�. Finally, the extent to which each
model relies on stimulus envelope or fine structure is com-
pared to the empirical dependency observed for human sub-
jects in Study 3.

A. Diotic models

There are six sets of models considered here for the
diotic data. The first two are related: single critical-band

�CB� models and multiple-detector �MD� models that lin-
early combine outputs of multiple critical bands. To date,
detection patterns estimated under diotic conditions have
been best predicted by a MD model �Ahumada and Lovell,
1971; Ahumada et al., 1975; Gilkey and Robinson, 1986;
Davidson et al., 2006�. The MD model accounted for up to
90% of the variance in one subject’s responses in Ahumada
and Lovell �1971� and up to 72% of the variance in one
subject’s responses in Gilkey and Robinson �1986�. David-
son et al. �2006� used the MD model to predict the data of
Study 2 and found that the model accounted for 78%–90% of
the variance in the average subject’s responses, depending on
bandwidth and interaural configuration �monaural �NmSm� or
diotic�. The MD model’s DV is the weighted sum of energies
at the outputs of several auditory filters surrounding the tone
frequency. Thus, the MD model is an extension of Fletcher’s
�1940� proposal that detection responses are determined by
the energy at the output of a single CB centered at the tone
frequency. Davidson et al. �2006� showed that the CB model
predicted 64%–82% of the variance in their average subject’s
responses.

Two simple models that depend on temporal cues were
also considered here: a modified version of the Richards
�1992� envelope-slope �ES� model �Zhang, 2004� and the
phase-opponency �PO� model �Carney et al., 2002�. David-
son et al. �2006� showed that the ES and PO models pre-
dicted about 60% of the variance in narrowband and wide-
band N0S0 and NmSm detection patterns. Neither model has
previously been tested using detection patterns estimated
from stimuli where energy was equalized across stimulus
waveforms �as was the case in Study 3�. Presumably, the
likelihood that the subjects will use temporal cues, and
thereby the success of these models, will increase when en-
ergy cues are not available.

Finally, two relatively more complex models were
evaluated �Dau et al., 1996a; Breebaart et al., 2001a�. These
models combine temporal and energy information and also
include a basic representation of both peripheral filtering and
adaptation. Each of these models creates an internal-
representation template through an iterative method, and de-
cision variables for the detection task are derived based on
comparisons to this template.

1. CB model

The DV for the CB model �Fig. 1� is the rms output of a
fourth-order gamma-tone filter centered at 500 Hz. The
equivalent rectangular bandwidth �ERB� of the filter was set
at 75 Hz �Glasberg and Moore, 1990�. The CB model was
the simplest model tested in this study and, in general, was
able to predict a significant and substantial proportion of the
variance in the detection patterns for all subjects in Study 2
�Fig. 2�A��. Recall that overall energies were equalized for
all diotic stimuli in Study 3. The CB model made relatively
poor predictions of the detection patterns in the equal-energy
cases,5 as expected. In Study 3, where energy cues were not
available, the predictions of the CB model were significantly
correlated to the detection patterns for only 12 out of 24
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cases for P�Y �T+N� and for only 18 out of 24 cases for
P�Y �N�. This finding is in agreement with the results of
Richards �1992�.

2. MD models

As stated above, the DV of the MD model �Gilkey and
Robinson, 1986� was a weighted sum of energies at the out-
puts of several auditory filters surrounding the tone fre-
quency �Fig. 1�. The MD model �as described in the litera-
ture� uses a fit to the subjects’ data, rather than a decision-
theoretic weighting strategy. Here, we considered both this
classic MD model and a multiple-detector model with sub-
optimal weights �MDS�, which were computed using a
decision-theoretic weighting scheme. This scheme is subop-
timal in the sense that the chosen weights would maximize
d� for the model, not the fit �r2� between the detection pat-
terns for the model and these specific data. Note that these
models were only applied to Study 2, in which the stimulus
bandwidth exceeded one critical band. Appendix A includes
details of the MD and MDS implementations.

Plots showing the weights resulting from the fit to the
data �MD model� and from the suboptimal computation
�MDS model� provide insight into the differences between
these models �Fig. 3�. The negative weights for the MD
model found above and below the target frequency were con-
sistent with weighting patterns in previous MD model results
�Ahumada and Lovell, 1971; Ahumada et al., 1975; Gilkey
and Robinson, 1986�, but only positive weights were pos-
sible in the suboptimal weighting scheme because these
weights were derived from rms metrics. Note that the
weights that fit to the responses of S3 for MD with the
100-Hz bandwidth were close to those fitted to the MDS
model. Figure 2 shows that the proportions of variance ac-
counted for by the MD and MDS models were also similar
for that subject. The MDS model made poorer predictions for
subjects that tended to have more negative MD weights, as
expected. In fact, the MDS model predictions were even
more poorly correlated to the data of S2 and S4 than the CB
model predictions. For the MD model, significant and sub-
stantial predictions were made for all subjects’ detection pat-

TABLE I. List of models tested in this study.

Model Periphery Decision variable

N0S0

CBa GT�4�b Energy
MDc GT�4�, MFd Linear combination of energy across channels
MDS GT�4�, MF Linear combination of energy across channels
ESe GT�4�, Extract Envf Average slope of the envelope
DAg GT�4�, Adapt. Loopsh Similarity to peripherally transformed “noisy” tone template
BRi GT�3�, Adapt. Loops, MF Difference from peripherally transformed noise-alone template
POj GT�4�, AN model,k MF Monaural cross-frequency coincidence detection

N0S�

ENl None Energy
sTl None Standard deviation �Std� of ITDs
Sll None Std of ILDs
Wstl None Linear combination of Stds of ITD and ILD
Wavm None Linear combination of averages of ITD and ILD
Xstm None Std of linear combination of ITD and ILD
Xavm None Average of linear combination of ITD and ILD
Lpl,n None Std of linear combination of ITD and ILD

FCco GT�4�, AN model
Linear combination of time-delayed binaural cross correlations

and cancellations

FCno GT�4�, AN model
Linear combination of time-delayed normalized binaural cross

correlations and cancellations
BRi GT�3�, Adapt. Loops, MF Difference from peripherally transformed noise-alone template

aFletcher �1940�.
bGT�N� indicates Nth-order gammatone filter.
cAhumada and Lovell �1971�; Ahumada et al. �1975�; Gilkey and Robinson �1986�.
dMF indicates multiple frequency channels.
eRichards �1992�; Zhang �2004�.
fEnvelope extraction performed using Hilbert transform.
gDau et al. �1996a�.
hAdaptation loops from Dau et al. �1996a�.
iBreebaart et al. �2001a�.
jCarney et al. �2002�.
kAuditory-nerve model of Heinz et al. �2001�.
lIsabelle �1995�.
mGoupell �2005�; Goupell and Hartmann �2007�.
nHafter �1971�.
oMarquardt and McAlpine �2001�.
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terns for P�Y �T+N� and for 7 out of 8 cases for P�Y �N�,
whereas while the MDS model prediction reached signifi-
cance in 6 out of 8 cases for P�Y �T+N� and in 5 out of 8
cases for P�Y �N�. The amount of variance predicted by the
MDS model was lower than that predicted by the MD model
in all but one case. It should be noted that the MD model
includes a fit to the subject data, which partly explains the
success of this model �see discussion of this issue in David-
son et al., 2006� relative to the models that have fixed pa-
rameter values, except for the mean and slope of the regres-
sion line. However, Davidson et al. �2006� showed that the
weighting strategy of the MD model produced r2 values sig-
nificantly greater than would be expected by simply adding
free parameters to the CB model.6 Overall, the MD model
accounted for more of the variance in the subjects’ detection
patterns than any other model tested in this study. Davidson
et al. �2006� found relatively little variation across subjects
in the diotic results �e.g., as compared to the dichotic results,
see below�, which contributes to the success in fitting these
data sets with a single model.

3. ES model

A modified version of Richards’ �1992� ES model
�Zhang, 2004� was evaluated. The ES model estimates the
rate and magnitude of fluctuation in the stimulus envelope as
a decision variable. Although, as will be shown later, enve-
lope fluctuation co-varies with stimulus energy when energy
variations are present, the ES model is not strictly dependent
on energy, and this model can make meaningful predictions
even when energy is normalized, as it was in Study 3. Imple-
mentation details for the ES model are described in Appen-
dix B.

RMS

RMS
w1

RMS

wi

wn

H(t) Envelope
Slope

DetectorAL

ANCF1
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∫
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FIG. 1. Block diagrams of the models used to predict N0S0 detection pat-
terns. The models listed from top to bottom are CB, critical band �Fletcher,
1940�; MD, multiple detector with fit weights �Ahumada and Lovell, 1971;
Ahumada et al., 1975; Gilkey and Robinson, 1986�; MDS, multiple detector
with suboptimal �independent channel� weights; ES, envelope slope �Rich-
ards, 1992; Zhang, 2004� DA, Dau model �Dau et al., 1996a�; BR, Breebaart
model �Breebaart et al., 2001a�; PO, phase opponency �Carney et al., 2002�.
H�t� denotes the Hilbert transform used to recover the absolute value of the
complex-analytic signal. AL denotes the adaptation loops as described in
Dau et al. �1996a�. AN denotes the auditory-nerve model of Heinz et al.
�2001�.

FIG. 2. Proportion of variance explained �r2� in the z-scores of �A�
P�Y �T+N� and �B� P�Y �N� by the N0S0 model predictions. Model abbre-
viations from left to right: CB, critical band; MD, multiple detector; MDS,
multiple detector with suboptimal weights; ES envelope slope; DA, Dau;
BR, Breebaart; and PO, phase opponency. Different subjects are indicated
with different symbols connected with lines to facilitate intersubject and
cross-model comparisons. Note that subject identification numbers do not
correspond to the same subjects across studies. The critical r2 value for a
significant prediction would be 0.16 for comparison of one model to the
detection pattern for one subject. A Bonferroni correction was used to com-
pensate for the comparison of each subject’s data to seven models in Study
2 resulting in a criterion of significance for r2 equal to 0.28 and for five
models in Study 3 resulting in a criterion equal to 0.26 �horizontal-dashed
lines�.

FIG. 3. Weights computed for MD and MDS models for the 100- and
2900-Hz data in Study 2. Weights are shown for the four subjects. Note that
weights in each condition were normalized to the maximum weight �occur-
ring at 500 Hz�. These weights correspond to the wi for the MD and MDS
models in Fig. 1 and Eq. �A2�.
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In general, the ES model predictions were no better than,
and often poorer than, the predictions made with the CB,
MD, and MDS models, with only 13 of the 32 predictions
reaching significance for P�Y �T+N� �Fig. 2�A�� and only 12
of the 32 predictions reaching significance for P�Y �N� �Fig.
2�B��. Model predictions were highly variable across sub-
jects in all studies, except for P�Y �T+N� for the wideband
results of Study 2. Despite this model’s simplicity, it was
able to account for more variance in some of the subject’s
detection patterns than the more complicated temporal mod-
els �i.e., DA, BR, and PO; see below�, particularly in the
equal-energy cases of Study 3 for P�Y �N� �Fig. 2�B��.7

4. Dau model

The Dau model �Dau et al., 1996a� has been used to
predict thresholds in a number of monaural and diotic psy-
chophysical tasks, including detection of tones in random
and frozen noise as a function of the temporal position, du-
ration, and frequency of the tone, as well as forward and
backward masking tasks �Dau et al., 1996b�. The model in-
cludes bandpass filters to represent peripheral filtering, plus
rectification, a simplified model of adaptation, and a low-
pass filter to extract the envelope �Fig. 1�. This model’s DV
is computed by comparing an “internal representation” of the
response for each stimulus to a template. Details of the
implementation of the Dau model are included in Appendix
C.

Like the ES model, the Dau model relies primarily on
the temporal envelope of the stimulus waveform, but the Dau
model allows some fine structure to pass onto the decision
device �Fig. 4� because the low-pass filter used for envelope
extraction is only first-order. This model uses a distinct
template-matching strategy, where a previously computed N
template is subtracted from the waveform on each trial, and
the result is compared to a normalized version of the differ-
ence between previously computed T+N and N templates.
Figure 4 shows representative T+N and N templates �top

panel� and the normalized difference template �bottom panel�
for the 100-Hz bandwidth stimuli of Study 2. Each trace in
the top panel shows the output of the model’s adaptation
loops �see Appendix C� averaged over 500 stimulus wave-
forms. It is clear that the averaging process brings out some
fine-structure information related to the tone frequency in the
T+N template. This information is effectively increased by
the normalization with respect to the difference between the
two templates �Fig. 4, bottom panel�. The difference between
templates is largest at the onset of the noise waveform be-
cause of the lack of compression in the adaptation loops for
stimuli with fast changes in sound pressure level �whereas
the latter portion of the difference is compressed�. The cova-
riation in time of the fine structure present in the stimulus
waveform and in the internal template �requiring the detector
to have knowledge of the phase of the target tone� also con-
tributes to the decision variable.

In general, the predictions of the Dau model were not
significantly correlated to the subjects’ detection patterns.
Only 5 of the 32 P�Y �T+N� predictions �Fig. 2�A�� and only
2 of the 32 P�Y �N� predictions �Fig. 2�B�� were significant.
Note also that these results were obtained despite the fact
that the Dau decision variables are at least partially corre-
lated to overall energy, as discussed further below.

5. Breebaart model

The peripheral processing in the Breebaart model �Bree-
baart et al., 2001a� is similar to that of the Dau model. Dif-
ferences between the predictions of the Breebaart and Dau
models result from differences in the decision devices, in-
cluding the template mechanisms. For example, in the Bree-
baart model, the N template is subtracted from the internal
representation of each stimulus waveform as a measure of
the “distance” from the N stimulus, which differs from the
normalized difference strategy of the Dau model. Other fea-
tures in the Breebaart model include temporal weighting us-
ing a double-sided exponential window and spectral weight-
ing across multiple frequency channels. Details of the
implementation are presented in Appendix D.

Representative templates of the Breebaart model are
shown in Fig. 5 for the 100-Hz bandwidth stimuli of Study 2
for the three frequency channels used. The frequency weight-
ing �see Appendix D, Eq. �D1�� is shown in Fig. 5. In this
illustration, the time-varying weights are summed over time
and normalized to facilitate comparison to the weights for
the MD and MDS models. The weights for both narrowband
and wideband results are similar to those in Fig. 3 for the
MDS model. For our implementation of the Breebaart
model, only 7 predictions of the 32 made for P�Y �T+N�
were significant �Fig. 2�A��, and none of the 32 made for
P�Y �N� were significant �Fig. 2�B��.

6. PO model

The PO �Fig. 1� model �Carney et al., 2002� is a detec-
tion model that is based primarily on temporal cues in the
stimulus fine structure. These cues are extracted using cross-
frequency coincidence detection. This model successfully
predicts that the detection threshold should be robust even in

FIG. 4. Templates used in the Dau model decision device. The T+N and N
templates were computed as the mean of 500 internal representations of T
+N and N stimuli, respectively. The templates �plotted in arbitrary model
units� are the low-pass filtered outputs of the adaptation loops in the Dau
model �see Appendix C�. The lower panel shows the normalized difference
between the two templates in the upper panel.

J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Davidson et al.: Models for diotic and dichotic detection 1911



a roving-level paradigm �Carney et al., 2002�; however, it
has not been previously tested with detection patterns esti-
mated from stimuli with energy equalized across stimulus
waveforms �as was the case for Study 3�. Details of the
implementation of this model are presented in Appendix E.

The PO model’s ability to predict detection patterns was
comparable to that of the DA model, with only 3 of the 32
P�Y �T+N� predictions reaching significance �Fig. 2�A�� and
3 of the 32 P�Y �N� predictions reaching significance �Fig.
2�B��. This model performed no better for experiments in
which energy was equalized �i.e., when fine structure might
be expected to play more of a role� than for experiments with
energy cues present.

B. Dichotic models

When out-of-phase tones are added to identical noise
waveforms, as is done in the N0S� condition, the resulting
tone-plus-noise stimulus waveforms have instantaneous in-
teraural time differences �ITDs� and interaural level differ-
ences �ILDs� that vary over time due to interactions between
the tones and the noise masker. Models for dichotic detection
allow tests of hypotheses about the relations between these
cues and the detection results and of hypotheses about the
binaural mechanisms used to process these cues, such as
cross correlation and equalization-cancellation. It should be
noted that the ITDs and ILDs that are present in the tone-
plus-noise stimuli are dynamic cues that vary throughout the
time course of the stimuli, rather than the static interaural
differences that are used in lateralization experiments. Some
models for dichotic detection are based on the time averages
of these interaural cues over the course of a stimulus wave-
form; others use the instantaneous, time-varying cues.

In general, dichotic models have been less successful at
predicting the N0S� detection patterns than diotic models
have been at predicting the N0S0 detection patterns. Isabelle

�1995; i.e., Study 1� and Colburn et al. �1997� analyzed sev-
eral decision variables for N0S� detection patterns. Colburn
et al. �1997� considered the equalization-cancellation �EC�
model and normalized cross correlation �NCC� and unnor-
malized cross correlation �UCC� models. They found that the
EC DV was too strongly influenced by monaural stimulus
energy, which did not correlate with subject performance, as
compared to predictions based on non-linear combinations of
interaural difference cues present in the acoustic stimuli,
which showed significantly better correlation with perfor-
mance in N0S� experiments �however, an internal noise
model would be required for the interaural difference models
to make predictions on N trials�. They also found that the
UCC model was too dependent on masker waveform, rather
than on the addition of the tone to the masker waveform, for
tone-plus-noise stimuli. Decision variables for the UCC
model were almost identical regardless of signal presence
�that is, hit and false-alarm rates were more similar for the
model predictions than in the data�. Finally, Colburn et al.
�1997� found that the NCC model is equivalent to the EC
model when using multiplicative time and amplitude jitter,
such that the DV was again heavily dependent on the energy
in each waveform. Isabelle �1995� showed that the variation
in the NCC DV based on the addition of the tone was too
weak compared to the dependence of the NCC DV on
masker energy to predict his data. Isabelle �1995� �see Isa-
belle and Colburn, 2004� was able to explain at most about
50% of the variance in his N0S� data or in the Isabelle and
Colburn �1991� data using stimulus energy �as a substitute
for the EC and NCC models�, standard deviations of ITDs
and ILDs, and decision variables computed using various
combinations of ITDs and ILDs. The highest model correla-
tions to subject data in the Isabelle �1995� study were based
on Webster’s �1951� time-deviation model, which included a
subject-dependent �i.e., fitted� parameter related to the
threshold of time-deviation detection. However, the correla-
tion of this model to the data was not significantly better than
those of the simpler model based on the standard deviation
of ITD; the latter model was included in the results presented
here.

In the current study, several decision variables �standard
deviations of ITD, ILD, and combinations thereof� related to
those used in Isabelle �1995� were re-examined using the
data from Studies 2 and 3. In addition, the related decision
variables from Goupell and Hartmann �2007� were also ex-
amined. The Goupell and Hartmann �2007� decision vari-
ables extended the Isabelle �1995� decision variables and in-
cluded two distinct classes that make use of both ITD and
ILD: “Independent-center” models, in which integration over
time occurs separately for the decision variables based on
ITD and ILD, and “auditory-image” models, in which ITDs
and ILDs interact as a function of time, before integration
across time. The results from Study 3 �Davidson, 2007;
Davidson et al., 2009� suggest that the Isabelle �1995� deci-
sion variables could not predict the detection patterns be-
cause they do not allow envelope �ILDs� and fine structure
�ITDs� to interact temporally. Thus, it was of interest to de-
termine the effectiveness of the Goupell and Hartmann
�2007� auditory-image decision variables that allow for this

FIG. 5. Internal noise-alone templates �top panel� for the different frequency
channels in the narrowband condition of Study 2 and frequency weighting
�bottom two panels� imposed by the model of Breebaart et al. �2001a� on the
internal representations of the stimulus waveforms. The internal representa-
tions �plotted in arbitrary model units� are the responses of Breebaart’s
peripheral model, followed by half-wave rectification and low-pass filtering
to represent transduction by the inner hair cells, and adaptation loops �see
Appendix D�. The frequency weights were summed over time and normal-
ized to the peak value for the 100- and 2900-Hz conditions of Study 2 for
the left and right panels, respectively.
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interaction. The lateral position model �Hafter, 1971; Isa-
belle, 1995; Isabelle and Colburn, 2004� was also evaluated
because it includes an explicit interaction between envelope
and fine-structure cues in the form of a trading ratio.

A variant of the Marquardt and McAlpine �2001� model
for masked detection was also tested; this model has been
shown to successfully predict masked-detection thresholds
using only four binaural delay channels �henceforth referred
to as the four-channel �FC� model�. This model was inspired
by the findings of McAlpine et al. �2001�, who reported that
interaural phase tuning of delay-sensitive neurons in the
guinea pig inferior colliculus was centered around 45°, re-
gardless of the neurons’ best frequencies. The binaural coun-
terpart of the Breebaart model was also tested; this model
makes use of temporal fine structure in the binaural proces-
sor.

1. Independent-center and auditory-image models

As described above, Isabelle �1995� used several deci-
sion variables that were based either on fine structure �i.e.,
ITDs� or on envelope �i.e., ILDs�. These included the stan-
dard deviations of ITD and ILD and a weighted linear com-
bination of the variances of ITD and ILD. Goupell and Hart-
mann �2007� referred to these as independent-center models
because the variances of ITD and ILD were computed before
their weighted combination was computed. Goupell and
Hartmann �2007� introduced what they referred to as
auditory-image decision variables, in which ITD and ILD
were combined before computing the variance or averaging
over time. The auditory-image decision variables used here
included the standard deviation of a temporal combination of
ITD and ILD as well as the average absolute value of the
temporal combination of ITD and ILD. Finally, Isabelle’s
�1995� implementation of Hafter’s �1971� lateral position
model was evaluated in the present study; this model was
also one of the auditory-image models considered by
Goupell and Hartmann �2007�.

The Isabelle �1995� and Goupell and Hartmann �2007�
decision variables are based on interaural differences calcu-
lated directly from the stimulus waveforms.8 Because inter-
nal noise was not used, the decision variables described in
this section would have been identically zero for noise-alone
stimuli; therefore, predictions were not computed for
P�Y �N�. Details of the calculations of these decision vari-
ables are provided in Appendix F.

In order to provide a comparison and to confirm previ-
ous work, a simple energy-based model was also used to
predict the detection patterns for the dichotic condition. The
energy of the stimulus waveforms delivered to the two ears
differed very slightly due to the addition of out-of-phase
tones to the two waveforms, but on average this difference
was very small for stimuli with tones added at N0S� thresh-
old levels. Therefore, the energy �EN� based model used here
was simply based on the rms energy of the right stimulus
waveform. The EN model performed poorly, with none of
the 37 predictions reaching significance �Fig. 6�, consistent
with Isabelle �1995� and indicating that the cue used by sub-
jects to perform the detection task was not simply correlated
to energy. Standard deviations of ITDs and ILDs �sT and sI�

performed somewhat better, with 12 and 6 of the 37 predic-
tions reaching significance, respectively �Fig. 6�. Linear
combinations of the standard deviations or of the average
absolute values of ITD and ILD performed slightly better
than the other models, suggesting that both envelope and
fine-structure cues contribute to the detection process. Of the
37 predictions, 12 that used a weighted combination of the
standard deviations of ITD and ILD as a DV �Wst� reached
significance, and 13 that used an average of the absolute
value of the weighted combination of ITD and ILD as a DV
�Wav� reached significance. Note that the models that de-
pended on weighted combinations of cues involved a fit to
the subjects’ data. Predictions for models that computed
separate decision variables before combining across ITD and
ILD processors �Wst and Wav� accounted for about the same
amount of variance in P�Y �T+N� as those that first com-
bined ITDs and ILDs as a function of time before computing
decision variables. These variables were the standard devia-
tion of the temporal combination of ITD and ILD �Xst�, the
average of the absolute value of the temporal combination of
ITD and ILD �Xav�, and the estimated lateral position �Lp�
�see Appendix F for details�. The Xst, Xav, and Lp decision
variables made 12, 12, and 4 significant predictions, respec-
tively, for the 37 comparisons performed �Fig. 6�. In sum-
mary, the independent-center �Wst and Wav� and “auditory-
image” �Xst and Xav� decision variables had about the same
predictive power.

The weights placed on ITD or ILD decision variables
were also examined for possible trends across subjects and
for relations to the threshold SNR. Figure 7 shows weights
organized by model and subject for all three studies �see

FIG. 6. Proportion of variance explained �r2� by the N0S� model predictions
for selected Isabelle �1995� and Goupell �2005� decision variables for
z-scores of P�Y �T+N�. EN is the rms energy of the right stimulus wave-
form, sT is the standard deviation of ITDs, sI is the standard deviation of
ILDs, Wst is a linear combination of the standard deviations of ITDs and
ILDs, Wav is a linear combination of the average absolute values of ITDs
and ILDs, Xst is the standard deviation of a linear combination of ITDs and
ILDs, Xav is the average value of a linear combination of ITDs and ILDs,
and Lp is a lateral position model relating ITDs and ILDs with a trading
ratio. Results for Studies 1 and 2 are shown on the first row, and Study 3 is
shown on the second row. Each column represents a different bandwidth
condition within Study 2 or a different stimulus set in Study 3. Different
subjects are indicated with different symbols connected with lines to facili-
tate intersubject and cross-model comparisons. Note that subject identifica-
tion numbers do not correspond to the same subjects across studies. The
critical r2 value for reaching a significant prediction �p�0.05�, including a
Bonferroni correction for comparison of each data set to 11 models �across
Figs. 6 and 9�A��, is 0.29 for Study 1 and 0.30 for Studies 2 and 3, as
denoted by the horizontal dashed lines. Symbols are connected to facilitate
comparisons across models.
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Appendix F for details of weight calculations�. Weights were
bounded by 0 and 1, with 1 indicating total reliance on ITD
and 0 indicating total reliance on ILD. Figure 7 shows that
the results of these models were largely due to their ability to
exclusively select the DV that was better correlated with the
individual subject’s responses from either sT or sI. Certain
subjects, however, used a true weighted combination of the
two decision variables �e.g., S4 in Study 1�, and in almost all
cases, these subjects had relatively low thresholds. Subjects
with higher thresholds were fitted more reliably with weights
of either 0 or 1, indicating that they relied solely on ITDs or
ILDs.

2. FC model

The general structure of the FC model �Marquardt and
McAlpine, 2001� is shown in Fig. 8 �upper panel�. The right
and left stimulus waveforms were processed using the Heinz
et al. �2001� auditory-nerve model. The output of each filter
was passed to a delay line with a phase shift of 45° on each
side, which corresponds to a delay of 250 �s for a 500-Hz
stimulus. The delayed stimulus from the ipsilateral side and
delayed stimulus from the contralateral side converged onto

binaural coincidence detectors; both the UCC and the binau-
ral cancellation �difference� were computed for each channel
in order to approximate neurons that are excited by stimuli to
both ears �EE� and neurons that are excited by stimulation of
one ear and inhibited by the other �EI�, respectively. The
resulting FCs thus corresponded to cells tuned to �45° and
�135°, spanning the entire range of possible interaural phase
differences at 500 Hz in relative increments of 90°. Note that
this model is a special case of the standard cross correlation
model; it differs from the general model because it is re-
stricted to a particular subset of channel correlations. The
outputs of the four binaural channels were suboptimally
weighted and summed using the same strategy as was used
for the MDS model �see Appendix G for details�.

Two versions of this model were implemented; the com-
mon structure of both versions is shown in the upper part of
Fig. 8 �FC�. The first �FCc� used a cross correlation �product�
of the inputs for the channels tuned to �45° �weighted by w2

and w3 in Fig. 8�, while the second �FCn� used a NCC �Col-
burn et al., 1997� for these channels. Neither version of the
model made consistently significant predictions of the detec-
tion patterns �Fig. 9�, with predictions reaching significance
for none of the 74 comparisons �including both FCc and
FCn� for P�Y �T+N� �Fig. 9�A��, 9 of the 37 P�Y �N� com-
parisons were significant for FCc, and 8 of the 37 P�Y �N�
comparisons were significant for FCn �Fig. 9�B��.

FIG. 7. Model weights for decision variables based on both ITDs and ILDs.
A weight approaching 1 indicates reliance on ITD and a weight approaching
0 indicates reliance on ILD. Note that subject identification numbers do not
correspond to the same subjects across studies, but corresponding symbols
are used in Figs. 6 and 7. Different subjects are indicated with different
symbols connected with lines to facilitate intersubject and cross-model com-
parisons.
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FIG. 8. Block diagrams of the FC and binaural Breebaart �BR� models used
to predict N0S� detection patterns. AN denotes the auditory-nerve model of
Heinz et al. �2001�. D denotes a delay block computed based on the center
frequency of each model auditory-nerve fiber. AL denotes the adaptation
loops as described in Dau et al. �1996a�. BP denotes a binaural processor.

FIG. 9. Proportion of variance explained �r2� by N0S� model predictions for
z-scores of �A� P�Y �T+N� and �B� P�Y �N�. Model abbreviations are FCc,
FC model using an UCC for simulated peaker channels �i.e., channels with
ITD curves that are characterized by a central peak�; FCn, FC model using
a NCC for peaker channels; and BR, the binaural Breebaart model. Different
subjects are indicated with different symbols connected across models to
facilitate intersubject comparisons. Note that subjects sharing the same num-
ber do not correspond across studies, but corresponding symbols are used in
Figs. 6 and 7. Symbols are connected to facilitate comparisons across mod-
els. The critical r2 value for reaching a significant prediction �p�0.05�,
including a Bonferroni correction for comparison of each data set to 11
models for P�Y �T+N� �across Figs. 6 and 9�A��, is 0.29 for Study 1 and
0.30 for Studies 2 and 3, and including a correction for comparison to two
models for P�Y �N� �Fig. 9�B�� the critical r2 value is 0.20 for all three
studies, as indicated by the horizontal dashed lines.
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3. Binaural Breebaart model

The binaural version of the Breebaart model is an exten-
sion of the monaural model described above and is based on
an interaural subtraction �EI� algorithm. A simplified block
diagram is shown in Fig. 8 �BR�. The output of the adapta-
tion loops from the ipsilateral and contralateral sides passes
to a binaural processor that simulates an excitatory-inhibitory
interaction. As originally designed �Breebaart et al., 2001a�,
the model included a series of attenuation taps and delays
with different values and selected the single delay and at-
tenuation channel that showed the greatest change in output
between T+N and N stimuli. However, because the zero
delay and zero attenuation channel always has the greatest
change in output for N0S� stimuli, the model was reduced to
this single channel. Thus, this model has a structure that is
generally similar to the EC model, but it differs in the details
of the decision variable. Details of the implementation of this
model are provided in Appendix H.

As with the Isabelle �1995� and Goupell and Hartmann
�2007� decision variables, the binaural version of the Bree-
baart model produced decision variables that were identically
0 for N stimuli because of the subtraction mechanism �see
Eq. �H1��; thus, predictions for P�Y �N� were not made. Fig-
ure 10 shows representative temporal and spectral weights
for the binaural version of the model computed for the two
bandwidths of Study 2. Note that the onset was weighted
more heavily than the steady-state portion of the stimulus
because of the action of the adaptation loops. This model
produced significant predictions for only 6 of the 37 com-
parisons to P�Y �T+N� �Fig. 9�, performing more poorly than
Wst or Wav despite its more complex and arguably more
physiologically realistic structure. Note that although a few
individual r2 values in Fig. 9 are high for the BR model, its
predictions are not consistently significant across the stimu-
lus sets used in Study 3, as was true for the Wst and Wav
predictions �see Fig. 6�.

C. Comparisons of diotic models

Although none of the models were able to predict a sig-
nificant proportion of the variance in subjects’ detection pat-
terns in every case, it was of interest to determine how simi-
lar or different each model’s DV was to those of the other
models. Because the models operated at different SNRs for
each subject, the models’ decision variables varied slightly
across subjects. To simplify comparisons between diotic
models, and because the threshold SNRs were within 3 dB
under diotic condition for all subjects within each study, the
SNR of the subject closest to the median threshold for each
study �see Table II� was selected. Correlations between
model decision variables in response to the reproducible
stimuli are presented in terms of r2 in Tables II and III for
P�Y �T+N� and P�Y �N�, respectively, for the each of the
models in Fig. 1. Blank values indicate study conditions for
which a given model did not apply.

Tables II and III show that the CB model was signifi-
cantly correlated to each of the diotic models tested here.
The most highly correlated models were the CB and MDS
models, with r2 values from 0.95 to 0.98. Both of these mod-
els were also significantly correlated to the MD model,
which is not surprising given that all three models use energy
at the output of one or more critical bands as decision vari-
ables. The CB and ES models were also significantly, albeit
weakly, correlated for the stimuli of Study 2 and for the
non-chimeric stimulus sets in Study 3. The CB, MD, and
MDS models were significantly correlated to the DA and the
BR models for most noise-alone �P�Y �N�� results for experi-
ments that had differences in energy across stimulus wave-
forms �i.e., Study 2�. These correlations were expected,
given the Dau and BR models’ envelope dependences. Fi-
nally, the Dau and BR models were significantly correlated
for every case tested, as were the PO and ES models. It is
also interesting to note that nearly all of the models were
significantly correlated for the wideband stimuli of Study 2.

The contribution of stimulus energy to each of the model
decision variables was tested with a multiple regression ap-
proach: two models were used together to predict the sub-
jects’ data, and the CB model was one of the two predictor
models. An incremental F test �Edwards, 1979� was used to
determine if the addition of the second model significantly
increased the proportion of predicted variance. This proce-
dure was equivalent to testing the significance of the partial
correlation coefficient or the significance of the slope of a
predictor variable in a multiple regression analysis. Results
are briefly summarized in the text below in terms of the
increase in R2 �the proportion of variance explained, with the
upper-case R indicating a result of a multiple regression�
achieved by adding the second model to the CB model for
both P�Y �T+N� and P�Y �N�.

Of all the diotic models tested in combination with the
CB model �192 tests were run in total for P�Y �T+N� and
192 for P�Y �N�; six models were tested for Study 2 with
four subjects and two bandwidths and for Study 3 with six
subjects and four stimulus sets�, only regression analyses that
included the MD, ES, or PO models as second predictors
yielded significantly better predictions than the CB model

FIG. 10. Representative temporal weights �top� and spectral weights �bot-
tom� for the binaural Breebaart model for two different masker bandwidths
�100 and 2900 Hz�. Note that the onset of the stimulus is weighted more
heavily than the steady-state portion of the stimulus. The temporal weights
�plotted in arbitrary model units� are the internal representations for the
binaural model and thus include monaural peripheral processing �tuning,
rectification, low-pass filtering, and adaptation loops� followed by binaural
excitatory-inhibitory �EI� processing, a double-exponential filter, and loga-
rithmic compression �see Appendix H�.
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TABLE II. Correlations between model decision variables in response to reproducible T+N stimuli under the
N0S0 condition are shown in terms of r2. Model abbreviations are the same as in Fig. 1. Note that the MD and
MDS models were not applied to the 50-Hz bandwidth of Study 3. Each model was run at an ES /N0 of 11.8 dB
for the 100-Hz bandwidth condition of Study 2, 10.8 dB for the 2900-Hz bandwidth condition of Study 2, and
10 dB for all stimulus sets in Study 3.

Model comparison

Study 2 Study 3

100 Hz 2900 Hz E1F1 E2F2 E2F1 E1F2

CB-MD 0.78a 0.70a

CB-MDS 0.95a 0.98a

CB-ES 0.33a 0.56a 0.22a 0.51a 0.07 0.12
CB-DA 0.00 0.09 0.04 0.00 0.17a 0.01
CB-BR 0.10 0.28a 0.01 0.00 0.11 0.09
CB-PO 0.01 0.20a 0.23a 0.30a 0.14 0.10
MD-MDS 0.79a 0.65a

MD-ES 0.34a 0.55a 0.22a 0.51a 0.07 0.12
MD-DA 0.00 0.07 0.04 0.00 0.17a 0.01
MD-BR 0.07 0.30a 0.01 0.00 0.11 0.09
MD-PO 0.00 0.21a 0.23a 0.30a 0.14 0.10
MDS-ES 0.21a 0.50a 0.22a 0.51a 0.07 0.12
MDS-DA 0.00 0.08 0.04 0.00 0.17a 0.01
MDS-BR 0.09 0.25a 0.01 0.00 0.11 0.09
MDS-PO 0.00 0.19a 0.23a 0.30a 0.14 0.10
ES-DA 0.00 0.05 0.11 0.00 0.16a 0.00
ES-BR 0.01 0.33a 0.03 0.00 0.03 0.03
ES-PO 0.34a 0.51a 0.49a 0.41a 0.46a 0.55a

DA-BR 0.31a 0.38a 0.86a 0.81a 0.74a 0.89a

DA-PO 0.00 0.13 0.26a 0.24a 0.36a 0.22a

BR-PO 0.05 0.20a 0.18a 0.26a 0.22a 0.09

ap�0.05.

TABLE III. Correlations between model decision variables in response to reproducible N stimuli under the
N0S0 condition are shown in terms of r2. Model abbreviations are the same as in Fig. 1. Note that the MD and
MDS models were not applied to the 50-Hz bandwidth of Study 3. SNRs are the same as for Table II.

Model comparison

Study 2 Study 3

100 Hz 2900 Hz E1F1 E2F2 E2F1 E1F2

CB-MD 0.57a 0.56a

CB-MDS 0.91a 0.97a

CB-ES 0.20a 0.44a 0.30a 0.23a 0.06 0.01
CB-DA 0.40a 0.34a 0.00 0.02 0.05 0.05
CB-BR 0.41a 0.08 0.01 0.03 0.10 0.13
CB-PO 0.11 0.37a 0.03 0.03 0.00 0.00
MD-MDS 0.60a 0.50a

MD-ES 0.22a 0.35a 0.30a 0.23a 0.06 0.01
MD-DA 0.35a 0.35a 0.00 0.02 0.05 0.05
MD-BR 0.20a 0.20a 0.01 0.03 0.10 0.13
MD-PO 0.05 0.33a 0.03 0.03 0.00 0.00
MDS-ES 0.05 0.37a 0.30a 0.23a 0.06 0.01
MDS-DA 0.33a 0.27a 0.00 0.02 0.05 0.05
MDS-BR 0.41a 0.05 0.01 0.03 0.10 0.13
MDS-PO 0.01 0.31a 0.03 0.03 0.00 0.00
ES-DA 0.20a 0.22a 0.01 0.00 0.00 0.03
ES-BR 0.03 0.32a 0.04 0.03 0.01 0.02
ES-PO 0.78a 0.58a 0.58a 0.29a 0.56a 0.39a

DA-BR 0.35a 0.47a 0.81a 0.78a 0.69a 0.88a

DA-PO 0.12 0.35a 0.23a 0.01 0.05 0.02
BR-PO 0.02 0.34a 0.34a 0.02 0.11 0.06

ap�0.05.
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alone. That is, the variance explained by the other models
�MDS, DA, and BR� “overlaps” with the variance already
explained by the CB model. Significant increases in R2 val-
ues by the addition of the MD model as a predictor were in
the range of 0.10–0.33 for T+N stimuli and 0.10–0.36 for N
stimuli, depending on the subject. Significant increases re-
sulting from the addition of the ES model were in the range
of 0.10–0.32 for T+N stimuli and of 0.10–0.52 for N
stimuli. Significant increases resulting from adding the PO
model were in the range of 0.08–0.46 for T+N stimuli and
0.16–0.21 for N stimuli.

These quantitative comparisons of the predictions of the
diotic models illustrate the strong similarities between the
CB, MD, MDS, DA, and BR models. The results suggest
that a superior model might be constructed by combining the
across-frequency structure of the MD model and the mecha-
nisms in the ES and PO models. More detailed discussion of
the diotic models is included below in Sec. IV.

D. Comparisons of dichotic models

Comparisons between EN, Wav, Xav, FCn, and BR
models are shown in Tables IV and V for P�Y �T+N� and for
different levels. Recall that it appeared that subjects with
substantially different thresholds were likely to be using dis-
tinct detection strategies. Therefore, Table IV presents com-
parisons when the SNR was equal to the threshold of the best
subjects in each study, and Table V presents comparisons
when the SNR was equal to the threshold of the poorest
subjects in each study.

In Table IV, correlations between Wav and Xav, and
Wav and BR are examined �Wst and Xst are not included
because these models are highly correlated to Wav and Xav,
respectively.� Stimulus energy �EN� was significantly, albeit
modestly, correlated to Wav, Xav, and the BR models for
some stimulus sets. The results of Table V are similar; how-
ever, as was expected for the responses of subjects with

TABLE IV. Correlations between model decision variables in response to reproducible T+N stimuli under the
N0S� condition are shown in terms of r2. Here, models were tested at the lowest subject threshold from each
study; thus each model was run at an ES /N0 of 1 dB for Study 1, �6.2 dB for the 100-Hz bandwidth condition
of Study 2, �2.2 dB for the 2900-Hz bandwidth condition of Study 2, and �17 dB for all stimulus sets in Study
3. Model abbreviations are the same as in Fig. 8 and Sec. III B 1.

Model comparison

Study 1 Study 2 Study 3

115 Hz 100 Hz 2900 Hz E1F1 E2F2 E2F1 E1F2

EN-Wav 0.30a 0.43a 0.30a 0.05 0.15 0.08 0.01
EN-Xav 0.30a 0.43a 0.32a 0.01 0.12 0.34a 0.01
EN-FCn 0.23a 0.12 0.08 0.00 0.04 0.04 0.00
EN-BR 0.06 0.20a 0.10 0.04 0.01 0.01 0.01
Wav-Xav 1.00a 1.00a 0.78a 0.93a 1.00a 0.83a 1.00a

Wav-FCn 0.07 0.01 0.03 0.01 0.14 0.03 0.15
Wav-BR 0.18a 0.42a 0.29a 0.14 0.52a 0.56a 0.39a

Xav-FCn 0.08 0.01 0.02 0.03 0.13 0.01 0.15
Xav-BR 0.16a 0.42a 0.18a 0.11 0.52a 0.35a 0.39a

FCn-BR 0.05 0.00 0.01 0.05 0.07 0.11 0.00

ap�0.05.

TABLE V. Correlations between model decision variables in response to reproducible T+N stimuli under the
N0S� condition are shown in terms of r2. Here, models were tested at the highest subject threshold from each
study; thus each model was run at an ES /N0 of 18 dB for Study 1, 3.8 dB for the 100-Hz bandwidth condition
of Study 2, 4.8 dB for the 2900-Hz bandwidth condition of Study 2, and 0 dB for all stimulus sets in Study 3.
Model abbreviations are the same as in Fig. 8 and Sec. III B 1.

Model comparison

Study 1 Study 2 Study 3

115 Hz 100 Hz 2900 Hz E1F1 E2F2 E2F1 E1F2

EN-Wav 0.48a 0.35a 0.45a 0.03 0.22a 0.12 0.10
EN-Xav 0.25a 0.43a 0.39a 0.00 0.56a 0.21a 0.06
EN-FCn 0.31a 0.01 0.12 0.00 0.03 0.02 0.00
EN-BR 0.19a 0.34a 0.10 0.03 0.04 0.01 0.01
Wav-Xav 0.87a 0.75a 0.84a 0.95a 0.00 0.67a 0.63a

Wav-FCn 0.59a 0.05 0.06 0.09 0.02 0.34a 0.08
Wav-BR 0.37a 0.46a 0.37a 0.17a 0.34a 0.17a 0.14
Xav-FCn 0.39a 0.04 0.09 0.10 0.09 0.14 0.00
Xav-BR 0.25a 0.49a 0.24a 0.17a 0.02 0.44a 0.46a

FCn-BR 0.47a 0.07 0.10 0.11 0.02 0.19a 0.04

ap�0.05.
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higher thresholds, the correlations of many of the model de-
cision variables to energy were stronger at the higher SNR.
Note also that Wav and Xav were slightly less correlated at
the higher SNRs. �Also, note that the perfect correlations
between Wav and Xav in some cases �Table IV� are due to
the fact that Xav with weight a=0 or 1 reduces to Wav with
weight a=0 or 1.�

Colburn et al. �1997� and Isabelle �1995� discounted
models based on UCC, NCC, and EC mechanisms because
of their dependence on stimulus energy. The comparisons in
Tables IV and V showed only moderate correlations between
energy and either the binaural BR or FC model, both of
which include correlation and/or cancellation mechanisms.
�All stimulus sets of Study 3 had nearly equal energies; thus,
correlations of the BR and FC models to energy would be
expected to be near zero.� Because energy was not correlated
to the subjects’ detection patterns, the failure of these models
can be partially explained by their moderate correlations to
stimulus energy.

E. Interactions between envelope and fine-structure
cues

Some of the models tested in this work included inter-
actions between cues derived from envelope and fine struc-
ture before computing decision variables. It was of interest to
determine if the nature of these interactions was appropriate
as compared to the interactions observed in the empirical
data collected in Study 3 �Davidson, 2007; Davidson et al.,
2009�. This was examined by comparing the extent to which
each of the models relied on envelope or fine structure and
the extent to which each of the subjects relied on envelope or
fine structure. The stimuli and analysis techniques used in the
present study were the same as those used in Study 3.

The analysis procedure used by Davidson �2007� and
Davidson et al. �2009� is briefly described here: Stimuli from

four stimulus sets �E1F1, E2F2, E1F2, and E2F1� shared either
envelopes �E� or fine structures �F�; subscripts shared be-
tween stimulus sets indicate that the particular waveform
component was shared between sets. Model detection pat-
terns were computed, and subjects’ detection patterns were
measured for each of the four stimulus sets. A multiple linear
regression was performed that used model detection patterns
from the “chimeric” stimulus sets �E1F2 and E2F1� to predict
the baseline model detection patterns �E1F1 and E2F2�. To
simplify the analysis, the detection patterns that shared the
predictor, either envelope or fine structure, were combined
�i.e., concatenated�. If the model �or subject� relied exclu-
sively on envelope, the detection patterns for the baseline
stimulus sets and those for the stimulus sets sharing the same
envelopes should have been identical. If the model �or sub-
ject� relied exclusively on fine structure, the detection pat-
terns from the baseline stimulus sets and the stimulus sets
sharing the same fine structures should have been identical.
The multiple regression procedure quantified the similarity
of each detection pattern to the baseline detection patterns.
Three R2 values were produced for each model and subject.
RE

2 was the proportion of variance accounted for when detec-
tion patterns with common envelopes were used as predic-
tors; RF

2 was the proportion of variance accounted for when
detection patterns with common fine structures were used as
predictors. REF

2 was the proportion of variance accounted for
when both detection patterns with common envelopes and
detection patterns with common fine structures were used as
predictors. The RE

2 is underlined in Tables VI and VII if the
addition of envelope as a predictor along with fine structure
significantly increased the proportion of variance explained
�i.e., if REF

2 was significantly greater than RF
2�, and RF

2 is
underlined if REF

2 was significantly greater than RE
2 �i.e., if

addition of the fine structure as a predictor significantly in-
creased the proportion of variance, as compared to that ex-

TABLE VI. The contribution of cues based on envelope and fine structure to N0S0 model decision variables.
Results for human subjects from Study 3 are presented along with results from each computational model. The
entries RE

2 and RF
2 denote the proportion of variance in the baseline detection patterns explained by chimeric

detection patterns measured using stimuli sharing the same envelopes or fine structures as the baseline stimuli,
respectively. If the addition of envelope as a predictor to fine structure as a predictor significantly increased the
proportion of variance explained �i.e., REF

2 was significantly higher than RF
2�, then RE

2 is underlined. If the
addition of fine structure as a predictor to envelope as a predictor significantly increased the proportion of
variance explained �i.e., REF

2 was significantly higher than RE
2�, then RF

2 is underlined. Note that the REF
2 values

are the proportion of variance explained by a multiple regression including both envelope and fine structure as
predictors; all REF

2 values were statistically significant �p�0.05�. Model abbreviations are the same as in Fig. 1.

N0S0 ES /N0

P�Y �T+N� P�Y �N�

RE
2 RF

2 REF
2 RE

2 RF
2 REF

2

Subjects S1 10 0.17 0.18 0.41 0.17 0.59 0.69
S2 10 0.26 0.29 0.37 0.18 0.48 0.54
S3 10 0.05 0.28 0.32 0.00 0.71 0.72
S4 11 0.69 0.11 0.73 0.45 0.30 0.68
S5 11 0.35 0.07 0.38 0.20 0.39 0.49
S6 11.5 0.66 0.25 0.66 0.35 0.36 0.58

Models DA 10 0.97 0.16 0.98 0.91 0.30 0.94
BR 10 0.88 0.12 0.93 0.71 0.20 0.90
ES 10 0.94 0.03 0.95 0.88 0.02 0.92
PO 10 0.82 0.21 0.85 0.40 0.43 0.71
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plained by the envelope alone�. For a more detailed descrip-
tion of the methods used here and in Study 3, see Davidson
�2007� and Davidson et al. �2009�.

Results are presented for simulations using a SNR of 10
dB ES /N0 for the N0S0 condition �Table VI�. Model abbre-
viations are as in Fig. 3. All of the N0S0 models relied more
heavily on envelope than fine structure �RE

2 �RF
2� with the

exception of the PO model, which made approximately equal
use of envelope and fine-structure cues on noise-alone trials.
In general, the patterns of model interactions between enve-
lope and fine structure �i.e., R2 values� were in stark contrast
to the results of the human subjects presented in the same
table, which indicated that subjects relied roughly equally on
envelope and fine-structure cues. The only notable exception
was for the PO model, which predicted a more equal utiliza-
tion of envelope and fine-structure cues than the other mod-
els �but recall that the PO model captured at most about 40%
of the variance in subjects’ detection patterns �Fig. 2��.

Results are also presented for the N0S� condition �Table
VII�. Each model was evaluated twice: once with the SNRs
set to the highest threshold observed for the human subjects
in Study 3 and once at the lowest SNRs for the subjects.
Every model except sI was dominated by the fine structure of
the waveform, as would be expected for conventional ITD-
based models of binaural detection at low frequencies. The

interaction pattern for most models differs from the results of
the subjects, which indicated a more equal reliance on enve-
lope and fine structure. The Lp, FCc, FCn, and BR models
produced R2 values that were most similar to the human
subjects for T+N stimuli. For some of the linear regression
analyses, R2 values are �much� higher than would be ex-
pected based on the subjects’ data �e.g., all but the PO model
for N0S0 conditions, and the Wav and Xav models at low
SNRs for N0S� conditions�. This result suggests that the de-
pendence of the model detection patterns on the envelope
and fine-structure cues was more straightforward, and thus
more predictable, than for the human subjects. The subject
data from Study 3 indicate that a linear combination of av-
erage cues derived from the envelope and fine structure
should not account for all of the predictable variance in the
E1F1 and E2F2 detection patterns and suggest instead models
may need some form of running temporal combination of
envelope and fine-structure cues. Thus, the reliance on enve-
lope and fine structure is likely a necessary, but insufficient,
condition for predicting subjects’ detection patterns. Internal
noise added at the decision stage would reduce the correla-
tions between model results and the envelope or fine-
structure cues, but addition of internal noise would not pro-
duce the patterns of correlations seen in the data.

TABLE VII. Same as Table VI except data are presented for the N0S� condition. Computational models were
tested using stimuli with the lowest ��17 dB� and with the highest �0 dB� threshold observed for the subjects.
All REF

2 values were statistically significant �p�0.05�. Note that significant values of 0.00 in this table represent
very small but significant R2 values that were rounded to zero; these small but significant values were observed
in cases when a single predictor explained nearly all of the variance in the data �e.g., RF

2 values of 0.99–1.0�,
such that even a very small value of RE

2 ��0.005� resulted in a significant increment in REF
2 , as determined by

the incremental F-test. Model abbreviations are the same as in Fig. 8 and Sec. III B 1.

N0S� ES /N0

P�Y �T+N� P�Y �N�

RE
2 RF

2 REF
2 RE

2 RF
2 REF

2

Subjects S1 0 0.12 0.43 0.44 0.22 0.41 0.57
S2 �10 0.13 0.56 0.57 0.14 0.55 0.59
S3 �17 0.00 0.38 0.39 0.14 0.14 0.35
S4 �1 0.41 0.30 0.68 0.40 0.26 0.63
S5 �16.5 0.06 0.45 0.51 0.25 0.15 0.47
S6 �10 0.39 0.27 0.50 0.32 0.15 0.52

Models sT �17 0.04 0.95 0.95
sI �17 0.67 0.19 0.68

Wav �17 0.06 0.99 0.99
Xav �17 0.00 0.99 0.99
Lp �17 0.01 0.30 0.32

FCc �17 0.24 0.23 0.52 0.02 0.27 0.28
FCn �17 0.25 0.25 0.46 0.62 0.01 0.66
BR �17 0.02 0.55 0.56

sT 0 0.00 1.00 1.00
sI 0 0.99 0.16 0.99

Wav 0 0.00 1.00 1.00
Xav 0 0.22 0.90 0.91
Lp 0 0.05 0.34 0.32

FCc 0 0.30 0.26 0.38 0.27 0.85 0.98
FCn 0 0.17 0.25 0.28 0.90 0.85 0.97
BR 0 0.00 0.85 0.75
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IV. CONCLUSIONS AND FUTURE WORK

The results of the present study show that several exist-
ing diotic models that have successfully predicted subjects’
thresholds for tone-in-noise detection tasks cannot explain
diotic detection patterns for reproducible noise maskers. In
particular, none of the temporal models examined in this
work were able to predict significant proportions of variance
in all subjects’ data; this was true even when energy cues
were made unreliable, forcing subjects to rely on cues other
than overall energy. A model based on a linear combination
of energies at the output of several filters surrounding the
target frequency �MD; Ahumada and Lovell, 1971; Ahumada
et al., 1975; Gilkey and Robinson, 1986� best predicted the
N0S0 data for stimuli with level variations between noises
�Study 2�. A model based on envelope fluctuation �ES; Rich-
ards, 1992; Zhang, 2004� predicted N0S0 detection patterns
estimated using equal-energy stimuli �Study 3� more accu-
rately than either the Dau et al. �1996a� or Breebaart et al.
�2001a� models.

Implementations of several models of binaural detection
were also tested. The models that made the most significant
predictions used linear combinations of the average absolute
values or of the standard deviations of ITDs and ILDs �Wst,
Wav, Xst, and Xav; Isabelle, 1995; Isabelle and Colburn,
2004; Goupell and Hartmann, 2007�. The binaural version of
the model of Breebaart et al. �2001a� made fewer significant
predictions than Xav and Wav, but seemed to more appropri-
ately weight the use of stimulus envelope and fine structure
in the computation of the model decision variable. As for the
diotic condition, none of the models tested were comprehen-
sive enough to make significant predictions for every subject
in every stimulus condition.

Although the template-based models examined here
�Dau et al., 1996a, 1996b; Breebaart et al., 2001a, 2001b,
2001c� did not predict a large portion of the variability in the
subjects’ data, they are capable of predicting thresholds for a
multitude of psychophysical tasks and will be examined
more thoroughly in future work. Trial-by-trial responses
were not simulated here, and a running template was not
computed. Computation of a running template would be an
interesting modeling exercise, which would more fully ex-
amine the potential of these specific models and would also
provide an initial investigation of the general class of detec-
tion mechanisms that have the ability to change dynamically
over time. Some of the subjects �including some of the au-
thors� have reported being influenced by particular noise
waveforms, or even feeling temporarily confused for brief
periods �i.e., tens of trials� during an experiment. Individual
responses and waveform identification numbers were re-
corded on each trial for the experiments presented here, pro-
viding data suitable for an interesting analysis of template-
based models. Suppose that a template was constructed as
the mean of several preceding trials of randomly generated
noise. Suppose also that this memory was a buffer of a lim-
ited number of waveforms in a first-in, first-out configura-
tion. Model predictions for the data in Studies 1–3 could be
re-examined as a function of the buffer length �or the number
of internal representations of the stimuli used to compute an

average template�. This analysis is possible because re-
sponses to each waveform can be used to sort waveforms
into perceived tone-plus-noise and noise-alone groups, re-
gardless of the stimuli used for each trial.

The models and analyses presented in this paper assume
that normally-distributed internal noise is added at the deci-
sion stage. Implementing the models without complicated or
model-specific internal noise had advantages for this particu-
lar study �as described in Sec. II�. This decision was not
without consequences. Many of the dichotic models cannot
make predictions for N trials without implementing a more
complicated internal noise model or the introduction of some
form of processing asymmetry. Thus, implementing these
models without internal noise is incomplete but informative.
The internal noise for the diotic models seems likely to make
only marginal changes in their predictions for individual
samples, at least as revealed by the correlation analyses used
here.

A possible drawback of this modeling approach �and for
that matter, a drawback of any of the models used in this
study� is that the potential use of short-term cues is not cap-
tured by the template mechanisms employed in the above
models. Subjects have reported that relatively brief segments
of stimuli were often the basis for decisions during dichotic
detection tasks. This fact compounds the modeling problem
because the temporal locations of these stimulus segments
are unknown and may differ among waveforms. Cues that
occur in brief segments of the stimuli are not well suited for
detection with the temporal weighting scheme of the Bree-
baart model, which averages across waveforms. Further, a
strategy based on short-term cues would likely require a re-
thinking �i.e., shortening� of the time constant used for
smoothing the output of the binaural processor in the Bree-
baart model. Recent evidence suggests that the relatively
long estimates of binaural temporal windows, 60–200 ms
�e.g., Grantham and Wightman, 1979; Kollmeier and Gilkey,
1990; Culling and Summerfield, 1998�, may, in fact, be too
long, and estimates on the order of 50 ms or shorter might be
more suitable for modeling the current data �Bernstein et al.,
2001; Kolarik and Culling, 2005�. Researchers’ testing tem-
poral aspects of binaural processing have reported time con-
stants as short as 10 ms �e.g., Akeroyd and Bernstein, 2001�.
Note that the variances of the interaural differences depend
on the distributions of short-time estimates of interaural dif-
ferences, even though it is only the spread of values that is
used for a decision.

Another possibility is that subjects may employ more
than one type of �potentially short-term� template. This strat-
egy could be investigated by grouping waveforms by their
respective hit and false-alarm rates, and then investigating
the templates that result from training the model with wave-
forms corresponding to high, moderate, and low hit rates.

Another class of models worth further investigation in-
cludes those based on the spectrum of the envelope of am-
plitude fluctuations, such as modulation filter bank models
�e.g., Berg, 2004; Dau et al., 1997a, 1997b�. These models
have been successful at predicting average thresholds for
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low-frequency diotic tone-in-noise detection tasks, but were
outside the scope of this paper. Future studies will test these
models with the reproducible noise data.

Several of the models examined in this study incorpo-
rated information from multiple frequency channels �e.g., the
MD model and MDS, the MD model with suboptimal
weights� using linear weighting schemes that were either
sub-optimal or fit to the subjects’ data. Preliminary simula-
tions using optimal weighting strategies, such as linear dis-
criminant analyses, produced improved model-data correla-
tions with respect to sub-optimal weighting schemes. These
results suggest that subjects may be exploiting correlations
between frequency channels to perform the detection task.
Future modeling efforts will investigate the use of optimal
linear across-frequency weighting for the multi-channel
models treated in this study.

Another suggestion for future modeling efforts is in-
spired by Hancock and Delgutte �2004�. Results from the
current study suggest that a single binaural delay/attenuation
model cannot explain detection of tones masked by repro-
ducible noise stimuli. The Hancock and Delgutte �2004�
model was originally designed to predict ITD discrimination
data and is based on recordings from the inferior colliculus
of cat. The model employs a neuronal pooling strategy that
combines responses across a population of model neurons
tuned in best frequency and ITD according to distributions
measured in cat. It is possible that responses of a population
of channels tuned to a number of different ITD values are
necessary to account for the current data.
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APPENDIX A: IMPLEMENTATION OF THE MD
MODELS

The MD and MDS models were implemented using a
linear combination of the rms output of three or seven
fourth-order gammatone filters, depending on the masker
bandwidth �Fig. 1�. Davidson et al. �2006� showed that filters
exceeding the bandwidth of the stimulus noise do not signifi-
cantly increase the predictive power of the model. Therefore,
the center frequencies were selected to span 275–725 Hz �in
75-Hz increments� for the 2900-Hz noise bandwidth condi-
tion of Study 2 and 425–575 Hz for the 100-Hz noise band-
width condition of Study 2. The bandwidth of all of the
filters was set to 75 Hz to match Davidson et al. �2006�. The
MD model was not used to predict the data from Study 3, as
the masker bandwidth in that study was only 50 Hz.

The weights �wi� for the linear combination were estab-
lished with two separate methods. For the first method �the

standard MD model�, the weights were fitted to the indi-
vidual subjects’ detection patterns using the reproducible
stimuli from each study �Fig. 3�. The MATLAB function fmin-
search was used to minimize the quantity of 1 minus the
correlation coefficient between the linear combination of the
rms filter outputs and the z-scores of P�Y �T+N� or P�Y �N�
for each subject in each condition in Studies 1 and 2.

A second variant of the MD model was also tested. This
model �the MDS model� used a decision-theoretic subopti-
mal weighting scheme to compute model weights �rather
than fitting the weights to each subject’s data�. Individual
weights were computed for the MDS model using 1000 rep-
etitions of randomly created �i.e., not reproducible� noise.
Tones were added and weights were computed as

w�i� =
F�i,m��T+N� − F�i,m��N�

var�F�i,m��T+N�� + var�F�i,m��N��

2

, �A1�

where F is the root-mean-squared filter output for frequency
channel i and random-noise repetition m for T+N or N
stimuli, and the means and variances were computed across
repetition m within frequency channel i. �Note that this
method would be optimal if the covariance of each channel
was accounted for in Eq. �A1�.� Both models’ decision vari-
ables were given by

M�j� = �
i

F�i, j�w�i� , �A2�

where j is the reproducible noise waveform index, using the
weights computed with either method above.

APPENDIX B: IMPLEMENTATION OF THE ES MODEL

The implementation of the ES model �Fig. 1� was the
same as that in Davidson et al. �2006�. The ES model DV
was computed as

E�j� =

�
t

�x�t − �t, j� − x�t, j��

�
t

x�t, j�
, �B1�

where x�t , j� is the Hilbert envelope of the output of a fourth-
order gammatone filter centered at 500 Hz, with a 75-Hz
ERB for stimulus waveform j, and �t is the time resolution
of the sampled waveform. To ensure that all fine structure
was removed from the stimulus waveform, x�t , j� was filtered
with a tenth-order maximally flat infinite impulse response
�IIR� filter with a cut-off frequency of 250 Hz before being
processed with Eq. �B1�. The statistic was normalized as
suggested by Zhang �2004� to remove the effects of energy
and duration. Upon addition of the tone to the noise wave-
form, the stimulus envelope flattens. As such, the DV de-
creases with increasing tone level.

APPENDIX C: IMPLEMENTATION OF THE DAU
MODEL

The Dau model �DA, Fig. 1� consists of a third-order
gammatone filter centered at the tone frequency �500 Hz�
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with a bandwidth of 1 ERB, approximately 75 Hz at a center
frequency of 500 Hz �Glasberg and Moore, 1990�. The out-
put is half-wave rectified and passed to a series of adaptation
loops �Dau et al., 1996a�, designed to simulate adaptation in
auditory-nerve responses by processing fast stimulus fluctua-
tions almost linearly and compressing slowly fluctuating
stimuli. The output of the adaptation loops is low-pass fil-
tered with a time constant of 20 ms �8 Hz� to remove fine
structure and leave envelope information. The output at this
stage is referred to as the internal representation of the
model.

The internal representation is passed to an optimal de-
tector. The optimal detector uses a template derived from the
normalized difference between the mean of 500 T+N inter-
nal representations and the mean of 500 N internal represen-
tations �Fig. 4�. A large number of noises were used to simu-
late extensive subject training. The templates were computed
using randomly generated noise with a signal added at 10 dB
above each subject’s threshold. On each trial, the optimal
detector first subtracts the noise-alone template from the in-
ternal representation computed from the reproducible stimu-
lus on that trial. The mean scalar product of the normalized
difference template and the difference between the noise-
alone template and the internal representation of the repro-
ducible stimulus is then computed as a function of time. The
model was originally designed to pick the interval �from a
two-interval task� with the larger scalar product as the one
containing the tone. For the purposes of this study, which
focuses on single-interval tasks, the scalar product itself was
used as the decision variable. This process is summarized
with the following equation:

D�j� =
1

Td
�

0

Td

�� j�j,t� − 	N�t��
�	T + N�t� − 	N�t��

rms�	T + N�t� − 	N�t��
dt ,

�C1�

where D is the Dau decision variable, � j is the internal rep-
resentation of the current stimulus waveform j, 	T + N is the
mean of 500 internal representations of T+N stimulus wave-
forms �the T+N template�, 	N is the mean of 500 internal
representations of N stimuli �the N template�, Td is the dura-
tion of the stimulus waveform, and rms is the root-mean-
squared function.

The code used to implement this model is available at
www.bme.rochester.edu/carney �last viewed August 19,
2009�.

APPENDIX D: IMPLEMENTATION OF THE MONAURAL
BREEBAART MODEL

The diotic version of the Breebaart model �Breebaart et
al., 2001a� is shown in Fig. 1 �BR�. This model is similar to
the Dau model; however, the Breebaart model was imple-
mented as a bank of processors with increasing center fre-
quencies. Two filters per ERB were implemented over the
same bandwidths as the MD and MDS models. The low-pass
filter from the Dau model was replaced with a double-sided
exponential window with time constants of 10 ms each. The
structure of the decision device is described in detail in Bree-
baart et al. �2001a� and is composed of a suboptimally

weighted combination of internal representations at different
frequency channels, which are then summed as a function of
time and frequency. Like the Dau model, the Breebart model
also uses both T+N and N templates �Fig. 5�. The templates
were established as the means of 50 internal representations9

of randomly generated T+N and N waveforms at each sub-
ject’s threshold. The detector first computes the DV B ac-
cording to the following equation:

B�j� = �
F
�




��i,t�
�2�i,t�

U�j,i,t�didt . �D1�

The quantity U�j , i , t� is the difference between the internal
representation of the reproducible waveform j and the N
template for each frequency �F� channel i. U�j , i , t� is
weighted across frequency and time by the difference be-
tween the T+N and N templates ��� normalized by the vari-
ance of the N templates ��2�.

The code used to implement this model is available at
www.bme.rochester.edu/carney �last viewed August 19,
2008�.

APPENDIX E: IMPLEMENTATION OF THE PO MODEL

The PO model was computed as described in Davidson
et al. �2006� and was based on the model described by Car-
ney et al. �2002� �PO, Fig. 1�. Two model auditory-nerve
fibers of Heinz et al. �2001� with spontaneous rates of 50
spikes/s converged upon a coincidence detector of the type
described in Colburn �1977�. The fibers’ center frequencies
were selected such that their phase responses differed by
180° at the tone frequency �which occurred for the two cen-
ter frequencies of 459 and 542 Hz�. The count at the output
of the coincidence detector was used for the model DV as
described by

G�j� = nfib
2 TCW�

0

Td

�459�j,t��542�j,t�dt , �E1�

where nfib is the number of auditory-nerve fiber inputs at
each center frequency, TCW is the time window for coinci-
dence detection, t is time, Td is the duration of the stimulus,
and � is the output of the auditory-nerve model of Heinz et
al. �2001� at each of the two center frequencies.

The mechanism used by the PO model is as follows: as
the level of the tone is increased, and the responses of the
fibers become more phase locked to the tone. The count at
the output of the coincidence detector decreases as tone level
increases because the two model fibers progress to firing per-
fectly out of phase. The model detects the tone on the basis
of a reduction in the coincidence detector’s average rate with
respect to its response to the noise alone. The simulations
presented here were performed at SNRs matched to the sub-
jects’ thresholds; the model DV was the coincidence detec-
tor’s average rate. Ten model fibers were used with a coin-
cidence window of 20 �s. As in Davidson et al. �2006�, the
onsets and offsets of the auditory-nerve fiber responses were
truncated because they exceeded realistic levels and did not
produce decision variables correlated to the psychophysical
data. Due to the use of relatively short-duration stimuli in the

1922 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Davidson et al.: Models for diotic and dichotic detection



present study, only the first and last 25 ms of the responses
were truncated. The model DV �G� was computed for each
reproducible stimulus j.

APPENDIX F: IMPLEMENTATION OF THE
INDEPENDENT-CENTERS AND AUDITORY-IMAGE
MODELS

Isabelle’s �1995� decision variables based on ITDs and
ILDs for waveform j are given by

T�j,t� =
L�j,t� − R�j,t�

�c
�F1�

and

I�j,t� = 20 log
AL�j,t�
AR�j,t�

, �F2�

where �j , t� is the instantaneous phase computed from the
complex analytic signal for the right �R� or left �L� stimulus
waveforms, �c is the center frequency of the noise band,
A�j , t� is the envelope of the complex analytic signal for
either the right or left stimulus waveform, and j is the index
of each reproducible stimulus waveform. Note that T is only
approximately equal to the ITD because the frequency of the
masker stimulus varies as a function of time. The complex
analytic signals were computed using the Hilbert transform.
A selection of several decision variables related to those in
Isabelle �1995� �see Isabelle and Colburn, 2004� and Goupell
and Hartmann �2007� is shown below. These included the
standard deviations10 of ITD and ILD computed for each
reproducible stimulus as defined by

sT�j� = � 1

Td
�

0

Td

�T�j,t� − T�j��2dt	1/2

�F3�

and

sI�j� = � 1

Td
�

0

Td

�I�j,t� − I�j��2dt	1/2

, �F4�

where Td is the duration of the stimulus, and T and I are as
defined above in Eqs. �F1� and �F2�. A weighted combination
of the standard deviations of ITD and ILD �Eq. �F5�� and a
combination of the average absolute values of ITD and ILD
�Eq. �F6�� were also explored, as defined by

WST�j,a� = asT�j� + �1 − a�sI�j� , �F5�

and

WAV�j,a� =
1

Td
�

0

Td

a�T�j,t��dt +
1

Td
�

0

Td

�1 − a��I�j,t��dt ,

�F6�

respectively, where a is a weight determined by minimizing
the sum of squared errors between W and z
P�Y �T+N�� for
each condition and subject in each study. Note that the deci-
sion variables described by Eqs. �F5� and �F6� would fit into
the class of independent-center models of Goupell and Hart-
mann �2007� because the standard deviations �or average ab-
solute values� of ITD and ILD were computed before the
weighted combination of ITD and ILD was computed. The

four metrics described in Eqs. �F3�–�F6� were compared to
the standard deviation of a temporal combination of ITD and
ILD �Eq. �F7�� as well as the average value of the absolute
value of the temporal combination of ITD and ILD �Eq.
�F8�� defined by

XST�j,b� = � 1

Td
�

0

Td

�
bT�j,t� + �1 − b�I�j,t��

− 
bT�j,t� + �1 − b�I�j,t���2dt	1/2

�F7�

and

XAV�j,b� =
1

Td
�

0

Td

�bT�j,t� + �1 − b�I�j,t��dt , �F8�

respectively, where b is a weight computed in the same man-
ner as in Eqs. �F5� and �F6�, and T and I are as defined in
Eqs. �F1� and �F2�. The decision variables in Eqs. �F7� and
�F8� would fit into the class of auditory-image models in
Goupell and Hartmann �2007� because ITD and ILD were
combined before computing the standard deviation or aver-
aging over time.

Isabelle’s �1995� implementation of Hafter’s �1971� lat-
eral position model was also considered. This model is based
on a combination of ITD and ILD using a trading ratio of
20 �s /dB defined by

Lp�j,a� =
1

Td
�

0

Td

�T�j,t� + aI�j,t��dt , �F9�

where Td is the duration of the stimulus, a is the trading
ratio, and T and I are as defined in Eqs. �F1� and �F2�. The
lateral position model is similar to Eqs. �F7� and �F8�, except
that a constant trading ratio was used for all computations.
These models �Eqs. �F3�–�F9�� were of particular interest
because they allow for the distinct interaction of statistics
based on envelope and fine structure as a function of time.
Such interactions are implied by the results of Study 3
�Davidson, 2007; Davidson et al., 2009�.

APPENDIX G: IMPLEMENTATION OF THE FC MODEL

The DV of the FC model �Fig. 8� �Marquardt and
McAlpine, 2001� was computed based on a linear combina-
tion of differences and cross correlations between channels
with different delays:

FC�j� = 
w1��R�j,t� − �L�j,t − 
���

+ �w2�R�j,t��L�j,t − 
�� + �w3�R�j,t − 
��L�j,t��

+ 
w4��L�j,t� − �R�j,t − 
��� , �G1�

where FC�j� is the model DV for the reproducible stimulus j,
��j , t−
� is the output of the auditory-nerve model of Heinz
et al. �2001� delayed by 
 s �250 �s, corresponding to a
phase delay of 45° at the 500-Hz signal frequency�, and w is
the suboptimal weight computed for each delay channel, as
shown in Fig. 8. Weights were computed using a strategy
similar to that used for the MDS model �see Appendix A�.
Weights derived for each of the four channels rarely took on
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a value of zero, as channels were tuned in increments of 90°
of interaural phase. Two different types of weights were
tested: FCc used an UCC �product� of the inputs for the
channels tuned to �45° �weighted by w2 and w3 in Fig. 8�,
while the FCn used a NCC �Colburn et al., 1997�. For a more
complete description of the FC model weights, see Davidson
�2007� and Davidson et al. �2009�.

APPENDIX H: IMPLEMENTATION OF THE BINAURAL
BREEBAART MODEL

The binaural processor in the Breebaart model �Fig. 8�
�Breebaart et al., 2001a� is described by

E�j,i,t� = ���L�j,i,t� − �R�j,i,t���2 �H1�

for N0S� stimuli, where ��j , i , t� describes the output of the
adaptation loops for reproducible stimulus j, frequency chan-
nel i, at time t, for the left or right ear. �Only the 0.0 delay
and 0.0 attenuation channel were included in these predic-
tions, as explained in the main text.� The processor output
E�j , i , t� is then filtered with a double-exponential window
with a time constant of 30 ms per exponential. The filtered
signal, E��j , i , t�, is then scaled, compressed with a loga-
rithm, and then scaled again as follows:

E��j,i,t� = a log�bE��j,i,t� + 1� , �H2�

with a=0.1 and b=0.000 02. The two scale factors were cali-
brated by setting the model threshold to predict N0S� and
N�S� detection tasks, as described in Breebaart et al.
�2001a�. The detector stage for the binaural model is similar
to that for the monaural models �Eq. �D1��. However, for the
binaural case, the temporally weighted internal representa-
tion of each waveform is integrated over both time and fre-
quency to compute the decision variable. The templates used
to compute the weights are computed using the compressed
and filtered outputs of the binaural processor. This method
differs from computing a difference between T+N and N
templates and comparing to the double-exponential filtered
output of the adaptation loops as in the monaural model;
recall that the N template is identically zero for the binaural
model.

1The z-score was set to 0.005 for P�Y �T+N� or P�Y �N� values that were
equal to 0 and to 0.995 for P�Y �T+N� or P�Y �N� values that were equal
to 1 in order to avoid infinite z-score values.

2Note that, although the parameters of most of the models examined here
were set to fixed values suggested by the previous literature and were not
fitted to each subject’s data �exceptions are specifically identified in the
text�, all of the fits had two free parameters, the slope and intercept of the
line relating the values of the model’s DV to the z-scores of the subject.
Note that the square of Pearson’s product-moment correlation is a measure
of the variance predicted by this linear statistical model. As such, the
reports of proportion of predicted variance assume a linear model with
slope and intercept fit to the data.

3When model d�s were large �because the SNR was set to the threshold of
a poor subject or simply because the models did not include internal
noise�, r2 values for predictions of the detection patterns that included both
hits and false alarms, referred to as P�Y �W� �Davidson et al., 2006�, were
artificially high because of the separation between the distributions of
P�Y �T+N� and P�Y �N�. Thus, modeling analyses presented here were
confined to predictions of P�Y �T+N� and P�Y �N�. The net effect of ana-
lyzing hit and false-alarm rates separately was to lower the proportions of
variance explained with respect to the variance that might be explained in
P�Y �W�.

4The values reported in this paragraph are based on the correlation between
the first-half and last-half of the data in terms of P�Y �N� and P�Y �T+N�,
not z-scores. However, simulations indicate that similar values would be
obtained if z-scores had been used.

5Inspection of Fig. 2 shows some significant predictions for the energy
model �CB� under these equal-energy conditions. These predictions ap-
pear significant because no internal noise was used in the simulations. One
might suspect that the peripheral filter included in this model recovered
energy differences across stimuli. The largest difference between levels at
the output of the gammatone filter for the stimuli in Study 3 was about 1
dB. For the CB model to explain these results, given the variability of the
hit and false-alarm rates in the detection patterns and also the variability of
the energy-based decision statistic, the subjects would have had to reliably
measure the output of a CB filter with a resolution of about 0.04 dB �to
correctly order 25 T+N or N stimulus waveforms in terms of level� in the
presence of internal noise with an effective variance of approximately 1
dB across noises �estimated assuming the internal-to-external noise ratio is
approximately 1 for the data from Study 2 in the conditions where the data
are correlated to the CB model; see Evilsizer et al., 2002�.

6It was also of interest to determine whether the MD model predictions
were significantly better than the MDS model predictions. For all subjects
but S3 �see Fig. 2�B�, P�Y �N��, the MD model made better predictions
than the MDS model. Tests of significant differences between non-
independent correlations were computed for each subject with each stimu-
lus bandwidth to test the hypothesis that the MD model was significantly
better at predicting detection patterns than the MDS model. Results indi-
cated that the MD model predicted significantly �p�0.05� more variance
in P�Y �T+N� for S2, S3, and S4 in the 100-Hz bandwidth condition and
for S1 and S4 in the 2900-Hz bandwidth condition, and more variance in
P�Y �N� for S1 and S2 in the 100-Hz bandwidth condition and for S2 in
the 2900-Hz bandwidth condition. Thus, the MD weighting strategy did,
for some subjects, make significantly better predictions than the MDS
weighting strategy.

7Note that the ES model predictions shown here explain less variance than
those in Davidson et al. �2006� because predictions were made separately
for P�Y �T+N� and P�Y �N� in the present study, whereas Davidson et al.
�2006� made predictions for the combined detection pattern, P�Y �W�.

8These decision variables were also computed using fourth-order gamma-
tone filters centered at 500 Hz. However, in all but the 2900-Hz case,
predictions were poorer when peripheral filtering was used, and therefore,
those results were not included in this document. These decision variables
were also tested using the auditory-nerve models of Heinz et al. �2001�
and Zilany et al. �2006�. Poor results �i.e., worse than those achieved with
no peripheral processing� were also encountered using the auditory-nerve
models as a peripheral processing stage, but this was likely due to the fact
that these decision variables rely on the complex-analytic signal, which is
not well defined for the output of the auditory-nerve models �the outputs
of which have nonzero dc components�. Therefore, the predictions that
used the peripheral model of Heinz et al. �2001� are not shown.

9This number was reduced from 500 for practical considerations. The sen-
sitivity of model decision variables to the number of internal representa-
tions was not great; results were stable for 20 or more repetitions.

10Standard deviations were used in this study as they resulted in slightly, but
not significantly, better predictions than did variances. Isabelle �1995� also
mentioned that results based on standard deviation and variance were not
significantly different.
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Three experiments measured the effects of age on informational masking of speech by competing
speech. The experiments were designed to minimize the energetic contributions of the competing
speech so that informational masking could be measured with no large corrections for energetic
masking. Experiment 1 used a “speech-in-speech-in-noise” design, in which the competing speech
was presented in noise at a signal-to-noise ratio �SNR� of −4 dB. This ensured that the noise
primarily contributed the energetic masking but the competing speech contributed the informational
masking. Equal amounts of informational masking �3 dB� were observed for young and elderly
listeners, although less was found for hearing-impaired listeners. Experiment 2 tested a range of
SNRs in this design and showed that informational masking increased with SNR up to about an
SNR of −4 dB, but decreased thereafter. Experiment 3 further reduced the energetic contribution of
the competing speech by filtering it into different frequency bands from the target speech. The
elderly listeners again showed approximately the same amount of informational masking �4–5 dB�,
although some elderly listeners had particular difficulty understanding these stimuli in any
condition. On the whole, these results suggest that young and elderly listeners were equally
susceptible to informational masking.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3205403�

PACS number�s�: 43.66.Dc, 43.66.Sr, 43.71.Lz, 43.71.Ky �RLF� Pages: 1926–1940

I. INTRODUCTION

Elderly listeners generally have more listening difficul-
ties than young listeners, particularly when listening to one
of several simultaneous talkers �CHABA, 1988�. This un-
doubtedly stems in part from the reduced functioning of their
ears, but there could also be some “higher-level” hearing
difficulties, for example, in confusing the simultaneous talk-
ers. Such difficulties have often been demonstrated experi-
mentally in normal-hearing listeners, as there is a greater
amount of masking when competing speech is present com-
pared to some acoustically equivalent condition without
speech �e.g., Brungart, 2001; Freyman et al., 2001; Arbogast
et al., 2002�. This effect is termed “informational masking.”
Previously, we have demonstrated that informational mask-
ing may be factor in people’s self-report of their listening
ability, in that an analysis of responses to the “Speech, Spa-
tial, and Qualities of Hearing” questionnaire �Gatehouse and
Noble, 2004� showed lower self-reported performance in
situations likely to involve informational masking than in

control situations �Agus et al., 2009�. Here, we report direct
measurements of the effect of age and hearing loss on the
informational masking of speech by speech.

How best to define informational masking remains an
open question �e.g., Durlach et al., 2003; Watson, 2005;
Durlach, 2006�, but in order to obtain an experimentally trac-
table definition it is convenient to use Lutfi’s �1990� equation

total masking = informational masking

+ energetic masking, �1�

or, equivalently,

informational masking = total masking

− energetic masking. �2�

Lutfi �1990; Oh and Lutfi, 1998� took �A� the masked thresh-
old for a “stimulus known statistically” �i.e., a greater-
uncertainty condition� as the measure of “total masking” in
Eq. �2� and �B� the masked threshold observed for a “stimu-
lus known exactly” �i.e., a minimal-uncertainty condition� as
the measure of “energetic masking.” The amount of uncer-
tainty in a signal can be quantified for experiments with tonal
signals, but it is not clear how it can be measured for speech
signals. As the focus in this paper is on the informational

a�Author to whom correspondence should be addressed. Electronic mail:
trevor.agus@ens.fr
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masking of speech by speech, we used corresponding defini-
tions instead: �A� the measure of total masking was taken as
the masked threshold in a condition with competing speech
as part of the masker, and �B� the measure of energetic mask-
ing was taken as the masked threshold in an acoustically
equivalent control condition without competing speech. That
is,

informational masking = SRTspeech − SRTnonspeech, �3�

where SRTspeech and SRTnonspeech are the speech-reception
thresholds in the presence or absence of competing speech.
This equation underlies much of the research on informa-
tional masking in speech, as it makes no claims about the
source of the informational masking—it could be due to
similarity or uncertainty �Watson, 2005�, modulation mask-
ing �Kwon and Turner, 2001�, “semantic interference” �Car-
hart et al., 1969a�, or otherwise unknown facets of speech-
on-speech masking—although it does require that the speech
and nonspeech maskers generate the same amount of ener-
getic masking.

A modulated, speech-shaped noise is often used as the
nonspeech masker �e.g., Festen and Plomp, 1990; Brungart,
2001�, as it can represent both the overall temporal fluctua-
tions of speech and its overall long-term spectrum. However,
it still has some acoustical differences to speech—as indeed
would any noise masker—and if these differences affect the
energetic masking compared to actual speech, then the
amount of informational masking derived using Eq. �3� could
be misleading.

An alternative to finding a perfect acoustically equiva-
lent masker is instead to use a masking noise in both condi-
tions. That is, the masker in the total-masking condition is a
combination of competing speech plus a noise, and the
masker in the energetic-masking condition is just the noise.
The essence of this design is that the noise should contribute
almost all the energetic masking, while the competing speech
contributes the informational masking but only a minimal
amount of additional energetic masking: thus energetic and
informational masking are conceptually separated. This goal
can be achieved by taking advantage of the well-known re-
sult that the speech-reception threshold for a sentence in
noise is generally negative—when expressed as a speech-to-
noise ratio in decibels—meaning that the sentence has less
power than the noise when it is at threshold �e.g., −8 dB;
Hawkins and Stevens, 1950�. For example, if a sentence at a
long-term average speech-to-noise ratio of −8 dB is added to
a noise at 60-dB SPL, then the sentence can �just� be iden-
tified, and it might be expected to create a small amount of
informational masking. But because the level of the sentence
�52-dB SPL� is considerably below the level of the noise
�60-dB SPL�, the total long-term average power of the com-
bination is almost entirely due to the power of the noise and
is indeed is less than a decibel greater �60.6-dB SPL�.1 The
crucial experimental comparison is thus between the SRTs in
the combined masker and in the noise-alone masker: if the
difference is also 0.6 dB in this example, then the entire
effect can be attributed solely to the average increase in
acoustical power. If, however, the difference is larger than
0.6 dB, then there must have been some additional masking

that cannot be attributed purely to the acoustical power of the
maskers. Any such additional masking should mostly be in-
formational masking, and so a simple application of Eq. �2�
allows it to be calculated.

Carhart et al. �1968� pioneered this design. They used a
speech-to-noise ratio of 0 dB and so assumed that the in-
crease in masker power due to the combination was 3 dB;
their noise masker was a modulated noise, not a static noise.
As part of a larger experiment, they measured SRTs of
spondees in either a combination of competing speech plus
modulated noise or in modulated noise alone. They observed
7.8 dB more masking in the combined maskers: of this, 3 dB
was attributed to the increase in total power of the maskers
and so the remaining 4.8 dB was attributed to “semantic in-
terference,” which would now be termed informational
masking. However, since modulated noise was used, some of
the additional masking could be attributed to the speech “fill-
ing in” the dips in the noise, which would lead to an overall
reduction in the modulations; this effect was estimated by
Carhart et al. �1969a� to be approximately 3 dB. Carhart
et al. �1969a� reported a similar experiment, differing in that
it included unmodulated noise and a speech-to-noise ratio of
approximately −3 dB; they observed 6.6 dB of additional
masking beyond that expected due to differences in power.

The method of Carhart et al. �1968� was also used in one
of two experiments that have studied the effect of age on
informational masking. Tillman et al. �1973� found 3 dB of
additional masking for younger listeners and 4 dB for the
elderly listeners. When a second competing talker was added
to the masker, elderly listeners showed 2 dB more informa-
tional masking than the young listeners. Taken together,
these results suggest that elderly listeners may be more sus-
ceptible to the informational masking of speech, although
only by about 1–2 dB. Another experiment that compared
amounts of informational masking for young and elderly lis-
teners is that of Li et al. �2004�, who measured the release
from informational masking, using a “precedence-effect”
method similar to Freyman et al. �1999�. They showed that
elderly listeners had the same release from informational
masking as younger listeners, and thus they inferred that the
total amount of informational masking, before any was re-
leased, was the same for elderly and younger listeners.

Many studies have measured the effect of competing
speech for hearing-impaired listeners �e.g., Tun and Wing-
field, 1999; Tun et al., 2002; Hornsby et al., 2006; Humes
et al., 2006�. These experiments were mostly not designed to
allow a clear distinction between energetic masking and in-
formational masking, however, but one important study by
Arbogast et al. �2005� did explicitly measure informational
masking. They used pure-tone vocoded sentences �Arbogast
et al., 2002�, with the target speech and competing speech
formed from different sets of modulated pure tones so that
their mutual energetic masking was minimized. Arbogast
et al. �2002� found that hearing-impaired listeners had much
higher SRTs for the target speech in noise �which had the
same long-term average spectrum as the pure-tone vocoded
competing speech�, and therefore less of their speech-on-
speech masking was attributable to informational masking.

J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Agus et al.: Informational masking and aging 1927



That is, their hearing-impaired listeners showed less infor-
mational masking than their normal-hearing listeners.

Taken together, these results are contrasting: those of Li
et al. �2004� and Arbogast et al. �2005� imply that informa-
tional masking is no larger in elderly or hearing-impaired
listeners than in younger normal-hearing listeners—and may
even be less—but the results from Tillman et al. �1973�
would suggest the opposite. The aim of the present experi-
ments was therefore to compare the amount of informational
masking observed in these groups and to further develop
methodologies for comparing young and elderly listeners’
susceptibility to informational masking of speech by speech.
Experiments 1 and 2 used a “speech-in-speech-in-noise” de-
sign related to Carhart et al. �1968, 1969a�, whereas experi-
ment 3 used a design inspired by Arbogast et al. �2002,
2005�. We attempted to increase the amount of informational
masking obtained by having target- and competing-speech
sentences that were similar to each other: they both used
recordings from the same talker and were presented dioti-
cally. Thus the experiments omit some cues for distinguish-
ing simultaneous sentences that would often be available in
everyday conversation, such as talker differences and local-
ization cues �Freyman et al., 1999; Brungart, 2001�. Unlike
many informational-masking experiments, however, the tar-
get sentence started after the competing-speech sentence;
this was done to give the listeners some marker as to which
sentence to report from the mixture.

II. EXPERIMENT 1

Experiment 1 used the speech-in-speech-in-noise design
to measure informational masking. The conditions are sum-
marized in Fig. 1. In the baseline condition �“N”�, SRTs for a
target sentence �here “Christmas is coming soon”� were mea-

sured against a masker consisting of a static noise alone �rep-
resented by the stippled box�. In the experimental condition
�“SN”�, SRTs were measured against a masker made from
both competing speech �“The dirty boy was washing the
puppy licked his master”� and a static noise. Note that the
target sentence started 750 ms after the first of the competing
sentences. In a control condition �“MN”�, SRTs were mea-
sured against a masker made from both a modulated noise
�shown by the gray waveform� and the static noise.

Both the modulated noise and the static noise had the
same long-term average spectra as the target speech and
competing speech. The modulated noise was also designed to
be equivalent to the competing speech in terms of its overall
fluctuations in power: it was constructed using a one-band
vocoder, so lacked the spectral variations in the competing
speech and was not recognizable as speech. The level of the
competing speech and modulated noise was set to be 4 dB
less than the level of the static noise, i.e., a long-term aver-
age speech-to-noise ratio of −4 dB. This value was chosen as
a compromise between the requirement to minimize the level
of the competing speech �so that it added only an insubstan-
tial amount of extra acoustic power to the main noise�, and
the requirement that the competing speech should be intense
enough to be intelligible �in order to generate some informa-
tional masking�.

Given that the speech and modulated noise were pre-
sented at a long-term average speech-to-noise ratio of −4 dB,
a simple calculation shows that they would be expected to
lead to an increase in power of 1.5 dB over the power of the
static noise, on average. The energetic masking in the SN
and MN conditions should therefore be 1.5 dB higher than in
the N condition. That is, if energetic masking was the only
factor affecting SRTs in all three conditions, then the predic-
tions for the SRTs are

SRTSN = SRTMN = SRTN + 1.5, �4�

where the subscripts refer to the condition. But if the com-
peting speech did indeed add some informational masking
�here termed I�, then

SRTSN = SRTMN + I = SRTN + 1.5 + I . �5�

Thus, a comparison of the SRT in the SN and MN conditions
enables the amount of informational masking to be calcu-
lated.

A. Stimuli

The stimuli were generated from combinations of target
speech, static noise, competing speech, and modulated noise.
The target speech was a sentence taken from the Audiovisual
Sentence List �ASL� �MacLeod and Summerfield, 1990� spo-
ken by a male talker. Each sentence had a simple syntactic
structure, with three keywords for scoring �e.g., the mother
cooked the dinner�. Following MacLeod and Summerfield
�1990� the full set of 270 sentences was divided into sets of
15 sentences. The competing speech was a pair of ASL sen-
tences, concatenated without gaps. The pairs of sentences
were selected pseudo-randomly so that they would be differ-
ent from each other and different from the target sentence.

 !"#$%&'$ #$ )*&#+, $**+

750 ms

N

 !"#$%&'$ #$ )*&#+, $**+

750 ms

MN

The dirty boy is washing The puppy licked his master

750 ms

SN  !"#$%&'$ #$ )*&#+, $**+

FIG. 1. A schematic illustration of the three stimulus conditions of experi-
ment 1. The open black box represents the steady noise present in each
condition. The text Christmas is coming soon represents the target speech,
which starts 750 ms after the steady noise in each condition. In the SN
condition �middle panel� the gray text represents the competing speech
�“The dirty boy was washing the puppy licked his master”�. In the MN
condition �bottom panel� the gray waveform represents the modulated noise.

1928 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Agus et al.: Informational masking and aging



Note that the target speech and competing speech were spo-
ken by the same talker. The static noise was a speech-shaped,
unmodulated noise. It was constructed by cutting a random
section �with 10-ms raised-cosine gates� from a 15-s burst of
speech-shaped noise, which was in turn created by an inverse
fast Fourier transform of the average spectrum of all the ASL
sentences after randomizing the phases. Thus the static noise
had the same long-term average spectrum as the target and
competing speech. The modulated noise was formed from
the same speech-shaped noise but was modulated by the en-
velope of the competing speech �cf. Festen and Plomp,
1990�. This envelope was calculated by extracting its instan-
taneous amplitude �via the Hilbert transform; e.g., Hartmann,
1998� which was low-pass filtered with a cut-off frequency
of 32 Hz �with a first-order Butterworth filter with
3-dB/octave slopes�. All stimuli were digitally processed at a
sample rate of 44.1 kHz.

The maskers were combined into three conditions,
termed N, SN, and MN. The N condition consisted of the
target speech and static noise alone; in the SN condition,
competing speech was added; the MN condition paralleled
the SN condition, but modulated noise was added instead of
competing speech.

The competing-speech or modulated-noise pairs always
started at the same time as the static noise, but the target
speech started 750 ms later. The choice of 750 ms was made
because it was approximately half the duration of the first of
the competing sentences so that the target speech started
halfway through the first competing-speech sentence. Thus,
in the SN condition, the target speech could be distinguished
as the second of three sentences. A short warning tone was
presented 750 ms before the onset of the static noise. The
static noise was presented at an overall level of 60-dB SPL,
and, as noted, the competing speech and the modulated noise
were presented 4 dB lower.

After some training, all listeners were able to correctly
identify the target speech in competing speech in the absence
of static noise, except for three of the most hearing-impaired
listeners, who reported that the simultaneous talkers were
“jumbled up.” This inability to distinguish two talkers at
equal levels was interpreted as a raised speech-reception
threshold, rather than lack of training, because they were
able to follow all other instructions as successfully as the
other listeners, and they were all at the higher end of hearing
impairment for this study.

Due to the limited availability of suitable experimental
spaces, the experiment was run in three different locations: a
sound-treated booth and two separate quiet offices. Although
these locations had different equipment and different levels
of background noise, tests showed that the choice of location
did not affect speech recognition in the N condition, so it was
assumed that the SN and MN conditions would also be un-
affected by the choice of location. Three sets of equipment
were used for experimental control and sound generation: in
the sound-treated booth, an RME DIGI96/8 PAD soundcard
was used with an Arcam A80 amplifier and Sennheiser
HD580 Precision headphones, whereas in both offices
AudioCapture UA-5 USB audio interfaces were used with
EDIROL Audio Capture UA-5 D/A converters, SAMSON

C-Que 8 headphone amplifiers, and Sennheiser HD580
Precision headphones. In the sound-treated booth, listeners
were able to speak to the experimenter via a microphone; in
the offices, the experimenter and listener were in the same
room and could speak directly to each other.

B. Procedure

Six-point psychometric functions were measured for
speech reception �i.e., the identification of the target speech�
as a function of its level relative to that of the masking noise.
All stimuli were presented diotically. Listeners were asked to
identify the target speech in the stimulus as the second of
three sentences heard, and repeat it to the experimenter. The
number of keywords accurately repeated was scored, accept-
ing as correct any responses that were homonyms and/or had
the same stem as the keyword �MacLeod and Summerfield,
1990�. Listeners were encouraged to repeat the sentence they
thought they heard, even if it was little more than a guess and
even if they thought it made little sense. The levels of the
target speech for the six points in each psychometric function
were chosen individually on the basis of training data, but
always covered a range of 10 dB at 2-dB intervals. The aim
was for few words to be correctly identified at the lowest
target level, yet for most words to be correctly identified at
the highest target level. If necessary, the levels were revised
between blocks of trials.

The experiment was run in two sessions, each with nine
blocks of trials. A block consisted of 15 trials at each of the
six levels. The resulting 90 trials in a block were ordered
randomly. The target-speech sentences used in a set of 15
trials were chosen at random, without replacement, from one
of the ASL lists of 15 sentences. Within each block, a differ-
ent list was used for each point of each psychometric func-
tion. The type of masker—N, SN, or MN—was fixed within
a block but varied across blocks. Three blocks were run for
each condition; thus there were 45 trials per point for each
listener. This resulted in 135 keywords per point since there
are three keywords in each ASL sentence.

A 45-min structured training session preceded data col-
lection in the first session, in which listeners practiced re-
sponding to stimuli similar to those used in the experiment.
Training began with the N condition, followed by the MN
condition, then the SN condition with the competing speech
spoken by a female talker, to make it easier to identify the
target, and finally the SN condition with both the target and
competing speech spoken by the same male talker. At each
stage the signal-to-noise ratio of the target was set to a rela-
tively easy level, and then progressively reduced. The train-
ing used the Bench–Kowal–Bamford �BKB� sentences
�Bench and Bamford, 1979� instead of the ASL sentences for
the target and competing speech in order to avoid any memo-
rization of the sentences. The BKB sentences have compa-
rable durations, syntaxes, semantic content, and scoring
methods to the ASL sentences.

C. Analysis

An analytic function was fitted to the data using a stan-
dard least-squares method to determine quantitatively the
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50% SRT �LSRT, in decibels� and the peak gradient �m, in
%/dB� of the psychometric function. The function was a two-
parameter cumulative-normal function:

W = 100���2�

100
m�L − LSRT�� , �6�

where L is the level of the target sentence �decibels�, W is the
percentage of keywords correctly identified at that level, and
��z� is the cumulative standard normal distribution.2

D. Participants

Eight young and 20 elderly listeners took part in the
experiment. Seven of the young listeners were students at the
University of Strathclyde, Glasgow, and the other was a staff
member at the MRC Institute of Hearing Research �IHR�. All
of the young listeners had self-reported normal hearing. The
20 elderly listeners were volunteers who had previously
agreed to take part in research at IHR. They were originally
recruited from hearing clinics, the electoral register, and
other sources. Figure 2 shows the elderly listeners’ audio-
grams. Their better-ear average �“BEA;” defined as the mean
of their audiometric thresholds at 0.5, 1, 2, and 4 kHz�
ranged from 6 to 53-dB hearing level �HL�, and most of
their audiometric functions showed some degree of the high-
frequency hearing loss associated with presbycusis. The eld-
erly listeners’ BEA was correlated with their age �r�18�
=0.54, p=0.01�.

E. Results

Figure 3 shows the psychometric functions of each lis-
tener for each of the three conditions, with the elderly listen-
ers ordered in terms of their hearing impairment. There was
the expected overall effect of hearing loss, in that the psy-
chometric functions of those with greater hearing impair-
ments were generally shifted further to the right than those
with lesser hearing impairments. For everyone, the leftmost
psychometric function was that of the N condition �circles/
solid lines�; this was expected as the N condition had the
least power of any of the maskers, by 1.5 dB. More impor-
tantly, the rightmost psychometric function for all listeners
was the SN condition, with the MN condition in the middle.
That is, there was more total masking in the SN condition

than the MN condition. This result is consistent with the
prediction that there would be informational masking in the
SN condition that is not present in the MN condition.

Figure 4 shows the SRTs �derived from Eq. �6�� for the
N condition �top panel�, the difference between SRTs in the
MN and N conditions �middle panel�, and the difference be-
tween SRTs in the SN and MN conditions �bottom panel�.
Note that the scales of the ordinates are the same in all three
panels, despite their different ranges. There was a strong
positive relationship between SRTN and hearing impairment
�top panel; r�18�=0.902, p�0.001�. But there was no rela-
tionship between the SRTMN−SRTN difference and hearing
impairment �middle panel; r�18�=−0.03, p=0.91�; across lis-
teners, SRTMN was between 0.9 and 2.8 dB higher than
SRTN, with a mean value of 1.7 dB �SD=0.5 dB�. This
mean value was close to the predicted value of 1.5 dB given
the difference in power of the maskers. Finally, there was a
clear negative correlation between SRTSN−SRTMN and hear-
ing impairment �bottom panel: r�18�=−0.78, p�0.001�.
Across listeners, SRTSN was between 1.0 and 4.6 dB higher
than SRTMN, with a mean value of 3.2 dB �SD=0.9 dB�.
Given the design of the experiment, this SRTSN−SRTMN dif-
ference of, on average, 3.2 dB is argued to represent the
amount of informational masking due to the competing
speech. The negative correlation between it and hearing
impairment—which accounted for over half of the variance
in the data �r2=0.61�—indicates that the listeners with
poorer audiometric thresholds showed less informational
masking. The effect was relatively small in terms of decibels;
however, the values of the SRTSN−SRTMN difference calcu-
lated from the regression line at BEAs of 10 and 50 dB were,
respectively, 4 and 2 dB.

The effect of age is shown in Fig. 5. The mean
SRTMN−SRTN difference �left pair of bars� was near identi-
cal across age group and was statistically insignificant
�t�26�=−0.33, p=0.75�. The SRTSN−SRTMN difference
�right pair of bars� differed by 0.5 dB across age group, with
the younger group giving the higher difference. This differ-
ence did not quite reach statistical significance across age
group �t�23.52�=1.97, p=0.06�, although the power of the
statistical test was undoubtedly reduced by the relatively
large variability for the older group.

Figure 6 shows the individual SRTs from Fig. 4, but
plotted against the listeners’ ages �the plotted regression
lines, and the correlations reported below, are for the older
group only�. For SRTN �top panel�, there was a trend for
older listeners to have higher thresholds than the younger
elderly listeners, as would be expected from Fig. 4 given the
correlation between age and BEA. However, the scatter in
the data was relatively high and the correlation was not sig-
nificant �r�18�=0.38, p=0.10��. There was, however, an ef-
fect of age on the SRTMN−SRTN difference �top panel;
r�18�=0.45, p=0.05�, with the oldest listeners showing a
greater SRTMN−SRTN difference, although the differences
observed were less than 2 dB. There was no significant effect
of age amongst the elderly listeners on the amount of infor-
mational masking, SRTSN−SRTMN �bottom panel; r�18�=
−0.37, p=0.11�.

FIG. 2. The pure-tone audiograms of the 20 elderly listeners’ better ears in
experiment 1 �gray lines� and the corresponding mean audiogram �thick
black line�.
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F. Discussion

Speech-reception thresholds were measured in three
conditions of masking: in static noise alone �termed N�, in

competing speech combined with static noise �SN�, and in

modulated noise combined with static noise �MN�. It was

found that the SRTs in the MN condition were, on average,

53 dB HL

14 dB HL

20 dB HL

25 dB HL

36 dB HL

50 dB HL

14 dB HL

18 dB HL

23 dB HL

29 dB HL

49 dB HL

10 dB HL

18 dB HL

23 dB HL

28 dB HL

41 dB HL

6 dB HL

16 dB HL

21 dB HL

25 dB HL

FIG. 3. The psychometric functions measured in experiment 1 for all young listeners �top panels� and elderly listeners �bottom panels�. In each panel the
symbols show the measured data and the lines show the best-fitting cumulative-normal functions �Eq. �6��. The parameter is condition: N: open circles and
solid lines; MN: asterisks and dashed lines; SN: filled squares and dashed lines. The elderly listeners are ordered by their BEAs, which are shown in the
bottom-right corner of each panel.
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1.7 dB greater than in the N condition. This difference can
be attributed to energetic masking, as it closely matches the
prediction of 1.5 dB made on the basis of the difference in
powers of the maskers. It was also found that the SRTs in the
SN condition were in turn 3.2 dB greater, on average, than in
the MN condition. This difference was attributed to informa-
tional masking from the competing speech. Although this
was small in terms of decibels, it was large in terms of

speech recognition, given that the slope of the psychometric
functions was about 10% –20% /dB in this experiment.

An average effect of about 3 dB is at the smaller end of
the range of informational-masking effects reported by other
researchers �Carhart et al., 1968, 1969a; Freyman et al.,
1999; Brungart, 2001; Li et al., 2004; Wu et al., 2004�. Of
these, Carhart et al. �1968� deserves further discussion, as
their design was similar to the current experiment although
�1� they used a combined masker of speech and modulated
noise, not speech and static noise and �2� they used equal-
level competing speech and noise masker,3 instead of reduc-
ing the level of the speech in order to minimize its contribu-
tion to the energetic masking. They found a difference of
7.8 dB between SRTs for their equivalents of the N and SN
conditions. Of this, they attributed 3 dB of the effect to the
addition of the competing speech, leaving 4.8 dB for infor-
mational masking. This estimate of the amount of informa-
tional masking is similar to that observed in the present ex-
periment, despite the differences in sentence materials,
choice of noise, and measurement of levels. The issue of the
level of the competing speech relative to that of the noise is
considered in experiment 2 below.

Attempted quantifications of informational masking
have been found to be remarkably dependent on the exact
experimental conditions used, and it must be remembered
that our results are, strictly, only applicable to the present
speech-in-speech-in-noise design. First, the presence of the

FIG. 4. The derived SRTs and differences in SRTs measured in experiment
1. The top panel shows the speech-in-noise thresholds �SRTN� for each
listener; the middle panel, the effect on SRT of adding modulated noise
�SRTMN−SRTN�, and the bottom panel, the amount of informational mask-
ing �SRTSN−SRTMN�. The regression lines are fitted through the elderly
listeners’ data only �filled circles�.

FIG. 5. The across-age-group averages of SRTMN−SRTN and SRTSN

−SRTMN measured in experiment 1. The error bars are 95%-confidence
intervals.

FIG. 6. As Fig. 4, but with the data plotted against age instead of BEA
hearing loss.
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noise used in the SN condition could itself have affected the
amount of informational masking generated by the compet-
ing speech: for example, Freyman et al. �2001� showed that
adding a noise at the same location as the competing talker
could reduce its informational masking, and Kidd et al.
�2005� showed that adding a noise at the same frequencies as
a competing talker reduced its informational masking. Sec-
ond, there could be elements of informational masking in-
duced by the noises themselves: for example, Kwon and
Turner �2001� argued that any modulation of maskers could
mask speech, which could be considered informational
masking, and Lutfi �1990� argued that even masking by an
unmodulated noise could include some informational mask-
ing due to uncertainty. Third, the amount of informational
masking of speech depends on the differences the experi-
menter allows between the target speech and the competing
speech �e.g., Carhart et al., 1969b; Freyman et al., 1999;
Brungart, 2001� and may depend on which speech materials
are used. It is a wider question as to what laboratory experi-
ments would best represent real-life listening and whether
competing speech should be mixed with some other form of
masking sound, but in many ways the “worst-case” condi-
tion, though experimentally popular, may be unrealistic. It
would likely use the same talker for the target and competing
speech �or even multiple sources of competing speech; Brun-
gart et al., 2001; Freyman et al., 2001�, presented from the
same location and at the same level, timed so that they start
simultaneously, and would include confusable keywords that
are themselves concurrent. In contrast, the antithetical con-
dition to this—with different-gender talkers, from different
locations, at different levels, with clear timing differences,
and differing syntax and semantics—is likely to give less
informational masking, but may also be more representative
of real life.

The effects in this experiment were only weakly affected
by age. The SRTMN−SRTN difference did not differ across
age group �Fig. 5, left panel�, although within the older
group it did increase slightly with age, at a rate of
0.37 dB/decade �Fig. 6, middle panel�. In contrast, the
SRTSN−SRTMN difference was smaller for the older group,
and within the older group it decreased at a rate of
0.55 dB/decade. But neither effect reached statistical signifi-
cance at the usual p=0.05 level, which we attribute to the
relatively large scatter in the relevant data points. Although
suggestive then that informational masking reduces with age,
the results remain somewhat inconclusive.

The effect of hearing impairment was clearer; however,
the hearing-impaired elderly listeners were less susceptible
to informational masking than the normal-hearing listeners.
This result supports that of Arbogast et al. �2005�, who also
observed less informational masking for hearing-impaired
listeners. They suggested that this effect may not necessarily
be due to a fundamental difference in hearing-impaired lis-
teners’ susceptibility, but could instead be related to the de-
sign of the experiment. First, hearing-impaired listeners may
have been less able to hear the competing speech due to the
greater effects of energetic masking, and so it would generate
less informational masking. Second, there may be a ceiling
effect, such that there is less informational masking when the

target speech is at a higher level than the competing speech
�see also Brungart, 2001�. Both of these applied to our ex-
periment, as �1� we presented the competing speech at the
same speech-to-noise ratio for both normal-hearing and
hearing-impaired listeners, but not the same sensation level,
and so the intelligibility of the competing speech may well
have been reduced, but �2� we presented the target speech at
a higher level to the hearing-impaired listeners, as otherwise
they would not have reached the 50% criterion for the
speech-reception thresholds. Experiment 3 below was, in
part, designed to avoid this potential criticism, whereas ex-
periment 2 explored the effect of competing-speech level for
normal-hearing listeners.

III. EXPERIMENT 2

Experiment 2 again used the speech-in-speech-in-noise
design but measured performance across a range of speech-
to-noise ratios �−16 to +4 dB� rather than at just −4 dB. In
each of these, the competing speech in the SN condition was
predicted to add some informational masking and some ad-
ditional energetic masking relative to the N condition, but it
would be expected that both effects would be minimal when
the competing speech was near its own threshold and both
effects would be larger when it was far more intense. Also, to
check the assumption that the additional energetic masking
was the same as the increase in power due to the addition of
competing speech, corresponding MN conditions were
tested, and the N condition was included as a baseline.

A. Procedure

The stimuli were constructed in the same way as those
of experiment 1. In the SN conditions, nine competing-
speech levels were used, varied parametrically across blocks
at speech-to-noise ratios of −16, −10, −8, −6, −4, −2, 0, +2,
and +4 dB. In the MN conditions, five modulated-noise lev-
els were used at modulated-noise-to-static-noise ratios of
−10, −4, 0, +4, and +8 dB �these will be referred to below as
“noise-to-noise ratios” to simplify the text�. Finally, the N
condition was the same as in experiment 1, with neither com-
peting speech nor modulated noise. The target speech was
again varied parametrically within each block, with target-
speech-to-noise levels of −10, −8, −6, −4, −2, and 0 dB.

B. Results and discussion

The procedures and equipment were generally the same
as for experiment 1, but rather than repeating the target sen-
tence to the experimenter, the participants typed their re-
sponses. The responses were marked by the experimenter
off-line after the experiment. There were again three blocks
of 90 trials for each condition.

The SN and MN conditions were tested in two separate
procedures. For the SN conditions, there were nine
competing-speech levels which, with the N condition, re-
sulted in a total of 30 blocks for each listener. The listeners
took between four and ten sessions to complete the 30
blocks: the durations of the sessions were based on each
listener’s preference. Four young listeners participated, aged
24, 24, 32, and 35 years old. Three were students at the
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University of Strathclyde, Glasgow, and the other was a staff
member at the MRC Institute of Hearing Research. For the
MN conditions, there were five modulated-noise levels.
There were three listeners, who completed the resulting 18
blocks �including the N condition� in three to five sessions
each. All three participants were staff members of the MRC
Institute of Hearing Research. One also completed the SN
conditions of the current experiment, and one was the first
author. All listeners in this experiment had self-reported nor-
mal hearing.4

Figure 7 shows the results for each listener, plotted as
the SRTSN−SRTN difference �the values of SRTN were −9.6,
−8.5, −8.2, and −10.3 dB for the four listeners�. The SRT
difference gradually increased as the speech-to-noise ratio
was increased, but then remained approximately constant for
the highest ratios.5 The dashed lines show the expected effect
if the masking was due solely to the total power of the com-
bined masker �e.g., 0.6 dB at −8 dB, 1.5 dB at a speech-to-
noise ratio of −4 dB, or 3 dB at a speech-to-noise ratio of
0 dB, and so on�. The results—except at the extremes of the
range—were generally considerably higher than expected
from this model.

Figure 8 shows the corresponding results from the MN
conditions, plotted as the SRTMN−SRTN difference. The re-
sults are averaged across all three listeners as they responded
similarly. For noise-to-noise ratios up to 0 dB, the results
were broadly similar to those predicted from the increases in
the overall power of the combined masker �dashed line�: thus
the assumption that the increase in energetic masking was
equal to the increase in power was validated. But for higher
noise-to-noise ratios, however, the SRTs were lower than
predicted. We believe that this effect was due to listeners
being able to take advantage of the dips in the modulated
noise �e.g., Howard-Jones and Rosen, 1993; Cooke, 2006�;
note that this argument would not be expected to apply at
lower noise-to-noise ratios, as there the static noise would
have been considerably more effective at filling in the dips of
the modulated noise.

The results add to those of experiment 1 in clearly dem-
onstrating that the presence of the competing speech gives
additional masking, beyond that which would be expected
from its energy, of up to 3–5 dB, depending on the listener.
The informational masking at a given speech-to-noise ratio
can be estimated as the difference between the values shown
in Fig. 7 and those in Fig. 8. The largest amount of informa-
tional masking was observed for competing-speech-to-noise
ratios in the region of −6 to –4 dB, suggesting that the
choice of −4 dB in experiment 1—which was made so that
the competing speech would only add a small amount of
energetic masking while still being intelligible—was about
optimal. Up to this point, the amount of informational mask-
ing increased with increasing levels of competing speech,
suggesting that in this range the concomitant increase in the
intelligibility of the competing speech may directly affect the
amount of informational masking obtained. For speech-to-
noise ratios greater than −4 dB, however, SRTSN did not in-
crease but SRTMN did. Thus, at higher speech-to-noise ratios,
the amount of informational masking �the difference� de-
clined, despite the �presumably� continued intelligibility of
the competing speech, to the extent that there was effectively
no informational masking at a speech-to-noise ratio of
+4 dB. The intelligibility of the competing speech cannot
therefore be the sole determinant of informational masking.

Rather, the effects are consistent with the notion that
informational masking was exacerbated by the similarity of
target-speech and competing-speech intensities, suggesting
an element of confusion between target speech and compet-
ing speech �e.g., Brungart et al., 2001�. This has been previ-
ously demonstrated by analyzing listeners’ errors and count-
ing the words from the competing speech reported instead of
those of the target speech: Brungart �2001� and Arbogast
et al. �2002� found that up to 90% of the incorrect responses
involved keywords from the competing speech, although
both of their experiments used the coordinate response mea-
sure �CRM� speech corpus �Bolia et al., 2000�, in which the
set of possible responses is extremely limited. In contrast, a
corresponding analysis of the present experiment �which
used ASL sentences� showed that no more than 4% of the
competing-speech keywords were reported at any combina-
tion of target-speech and competing-speech levels. Thus our
listeners only occasionally confused the competing speech
with the target speech to the extent that they would report the

Listener 1 Listener 2

Listener 3 Listener 4

FIG. 7. The SRTs measured in the SN conditions of experiment 2. In each
panel the symbols show the measured data and the lines show the predic-
tions given by energetic masking alone, based on the long-term average
power of the total masker. The four panels are for the four listeners. The
error bars are 95%-confidence intervals.

FIG. 8. As Fig. 7, but for the MN conditions of experiment 2. The data are
averaged across the listeners. The error bars are 95%-confidence intervals.
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wrong keywords. It is likely that part of this reluctance to
confuse the target and competing speech is because the
present ASL materials can be distinguished, at least in part,
by their wide vocabulary and non-identical sentence struc-
tures, whereas a simple confusion between target and com-
peting words can play a role in “closed-set” designs such as
the CRM task, in which the keywords can be freely con-
fused. If confusion contributes to informational masking for
the ASL materials, this must occur at the acoustic or phone-
mic level rather than at the word level. Whatever the exact
reason why the amount of informational masking varies with
the level differences between two talkers, the effect leads to
potential confounds for many designs when comparing dif-
ferent groups’ susceptibility to informational masking. To
avoid this, the final experiment used a design in which the
target and competing sentences were always presented at the
same level.

IV. EXPERIMENT 3

Both experiments 1 and 2 used the speech-in-speech-in-
noise design to reduce the energetic contribution of the com-
peting speech while still allowing some informational mask-
ing. In this experiment, the energetic contribution from the
competing speech was further reduced by separating it in
frequency from the target speech, using a method inspired by
Arbogast et al. �2002�. They processed CRM sentences using
a 15-band pure-tone vocoder and allocated seven �randomly
selected� bands to the target speech and seven others to the
competing speech. Arbogast et al. �2002� found that the SRT
in this condition was, on average, 22 dB greater than the
SRT in an acoustically equivalent noise and attributed the
difference to informational masking. A similar method was
adopted here, except that �1� the stimuli here were filtered by
a set of narrow bandpass filters instead of applying a pure-
tone vocoder �to help preserve some of the natural speech
cues� and �2� similarly filtered masking noises were added as
well. The design is summarized in Fig. 9; note that the target
speech or competing speech used alternate frequency bands
�first and second panels�. The masking noise underlying the
target speech—termed the “target noise”—was made from
the same bands as the target speech �third panel�, and like-
wise for the “competing noise” �bottom panel�. These four
stimuli were then combined in various ways to make four
conditions termed “N,” “N+,” “SN,” and “SN+” �see Table
I�.

The target speech, target noise, and competing noise
were present in all the conditions. In the SN and SN+ con-
ditions, the competing speech was also present �in order to
introduce informational masking� and the amount of infor-
mational masking was calculated as the difference between
the SRTs with and without competing speech. In the N+ and
SN+ conditions the competing noise was set to be 14 dB
more intense than in the N and SN conditions. This was done
in order to estimate any contribution to energetic masking
from “cross-excitation” of the other set of frequency bands:
because �1� the filtering was done with sharp, but not infi-
nitely sharp, bandpass filters, and �2� listeners’ auditory fil-
ters are not infinitely sharp either, so some overlap in exci-

tation would be expected between bands. The increase in
noise level in the N+ and SN+ conditions meant that the
combined power of the competing-speech-plus-noise masker
was much larger in the SN+ condition than in the SN condi-
tion. That is, if masking was entirely due to the power in the
competing channel, without any effect of informational
masking, then the SRT would be largest in the SN+ condi-
tion.
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FIG. 9. Illustrative spectra of the stimuli used in experiment 3. A target
sentence was filtered into seven frequency bands, of which the first, third,
fifth, and seventh were kept and the rest removed �top panel�. A competing
sentence was similarly filtered but the opposing bands kept �second panel�.
Two speech-shaped noises were also filtered to form a noise masking the
target speech �third panel� and a noise masking the competing speech
�fourth panel�. All four were then combined into one stimulus for presenta-
tion. Not illustrated is a complementary set of stimuli, in which the fre-
quency bands used for the target and competitor were swapped.

TABLE I. The levels of the stimuli used in experiment 3. The levels of the
target noise were varied to form the psychometric function. For the young
listeners, the levels ranged between 50 and 60 dB SPL, at 2-dB intervals; for
the elderly listeners, the levels were chosen individually on the basis of
training data, but again always covered a range of 10 dB at 2-dB intervals.

Label

Levels �dB SPL�

Target speech Competing speech Target noise Competing noise

N 52 ¯ Varied 52
SN 52 52 Varied 52
N+ 52 ¯ Varied 66
SN+ 52 52 Varied 66
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It was noted earlier that it was likely that the relative
intensities of the target speech and competing speech could
affect the amount of informational masking. To control for
this, the levels of target and competing speech were fixed to
be the same throughout the current experiment, and psycho-
metric functions were generated instead by varying the level
of the masking noises.

A. Stimuli

The target speech and competing speech were processed
versions of the ASL corpus �MacLeod and Summerfield,
1990�, selected as for experiment 1; the competing speech
was again formed by concatenating two of the ASL sen-
tences, and the target speech started 750 ms after the start of
the first competing sentence. The masking noises were al-
ways static and initially generated so that they matched the
long-term spectra of the speech.

All the stimuli were filtered into seven non-overlapping
frequency bands centered on 100, 212, 424, 849, 1697, 3394,
and 6788 Hz. Each band was half an octave wide, except for
the lowest one, which was widened to 50 Hz �0.74 octaves�
to facilitate the design of an appropriate filter. The filters
were fourth-order bandpass Butterworth filters with
12-dB/octave slopes, each with less than a 15-ms group de-
lay. Neighboring frequency bands were each separated by
half an octave. This separation was designed to minimize the
energetic masking of each frequency band by its neighboring
bands. Across trials, the bands used for the target speech and
competing speech were randomly chosen: either the first,
third, fifth, and seventh to the target speech and the second,
fourth, and sixth to the competing speech �see Fig. 9� or vice
versa �not illustrated�. Table I reports the combinations of
stimuli used and their levels. Note that these values reported
in the table are the long-term average levels of the speech
and noise components before filtering; the filtering process
meant that the total power of what was in the first, third,
fifth, and seventh bands was reduced by 5.1 dB, and what
was in the second, fourth, and sixth bands was reduced by
9.6 dB. This does not affect the SRTs reported below, which
were calculated as the difference in the power of the target
speech at threshold and the power of the target noise alone.

B. Procedure

Psychometric functions of target-speech reception
against target-noise level were measured. Listeners were
asked to listen to the target sentence, which was always the
second of three sentences: one of the competing sentences
started before it and finished after it. Listeners were required
to repeat the target sentence to the experimenter. Six levels
of target noise were used to generate each psychometric
function, chosen individually for each condition and each
listener on the basis of training data. The scoring system,
sentence randomization, training, and instructions to the par-
ticipant paralleled experiment 1.

The experiment was presented in blocks of 90 trials,
which lasted 10–15 min. Three such blocks �one per condi-
tion in a random order� were presented with short breaks.
There were three repetitions of this procedure, spread over

3 days, preceded by a 30-min training session on the first
day. Experimenter errors led to three blocks being discarded:
for one young listener, the last block was run using the
wrong conditions; for two elderly listeners, one psychomet-
ric function was measured over a different range to the other
two blocks for the same condition. In all three cases, the
erroneous blocks were omitted from the analysis, and the
estimated performance was based on the average of just two
blocks of trials for the three listeners in the affected condi-
tions.

The stimuli were presented through a 24-bit D/A con-
verter �an RME DIGI96/8 PAD soundcard� and an Arcam
A80 amplifier. Participants listened through Sennheiser
HD580 Precision headphones while in a sound-treated booth.
Participants’ responses were picked up by a microphone in
the booth and presented over headphones to the experimenter
outside the booth. The experimenter recorded the total num-
ber of target keywords correctly identified.

C. Participants

Eight young listeners and 13 elderly listeners partici-
pated in the experiment. Three of the young listeners were
staff at the MRC Institute of Hearing Research and had pre-
viously taken part in experiments using the same speech cor-
pus. The other five were recruited from the University of
Strathclyde Psychology Department and had no previous ex-
perience with psychoacoustical experiments. The 13 elderly
listeners were initially invited from population surveys based
on the electoral register. They had participated in previous
auditory experiments, but these experiments did not involve
the ASL corpus. Figure 10 shows the elderly listeners’ better-
ear audiograms. Their mean age was 66 years �ranging from
51 to 80 years�, and their mean BEA was 13-dB HL �ranging
from 4- to 21-dB HL�; thus most, if not all, would be clas-
sified as having normal hearing, though with some high-
frequency hearing loss.

D. Results

Figure 11 shows the psychometric functions for six il-
lustrative listeners. The four panels per listener are for the
four conditions, and within each panel the two psychometric
functions are for the case where the target speech used the
even-numbered frequency bands �solid symbols� or where it

FIG. 10. The pure-tone audiograms of the 20 elderly listeners’ better ears in
experiment 1 �gray lines� and the corresponding mean audiogram �thick
black line�.

1936 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Agus et al.: Informational masking and aging



used the odd-numbered bands �open symbols�. For the young
listeners �e.g., listeners Y3 and Y4 in Fig. 11�, most of the
psychometric functions were similar for the two target chan-
nels, and a good level of speech understanding was achieved
at the higher speech-to-noise ratios. The same occurred in
most of the elderly listeners �e.g., E3 and E4 in Fig. 11�, but
some others had relatively low scores for target speech in
one or both of the target channels, not always reaching the
50% criterion for the speech-reception threshold �e.g., E9
and E10 in Fig. 11�.

Figure 12 shows the SRTs derived from the psychomet-
ric functions via Eq. �6�, plotted against hearing impairment
�left panels� or age �right panels�. The lines are regression
lines and are calculated within the elderly group only. Note
that some of the SRTs are extrapolations as performance
never reached 50%. In addition, any extrapolated SRTs that
were improbably large �i.e., derived from particularly shal-
low psychometric functions� have been capped at +12 dB.
The mean SRTs for the younger group of listeners were −3.3,
1.0, −2.0, and −1.4 dB for the N, SN, N+, and SN+ condi-
tions, respectively, and a repeated-measures ANOVA con-
firmed the overall effect of condition for these younger lis-
teners �F�3,21�=20.32, p�0.001�. A comparison of the SN
and N conditions showed that there was about 4 dB of infor-
mational masking �SRTSN−SRTN=4.3 dB�. Moreover, the
SN+ condition did not give the highest SRT despite having

the highest overall power. In fact, raising the level of the
competing noise in the presence of the competing speech
actually reduced the SRT �i.e., SRTSN+−SRTSN=−2.4 dB�,
although on its own the change in level of the competing
masker led to an increase in SRT of about 1 dB �i.e.,
SRTN+−SRTN=1.3 dB�.

The calculations for the corresponding mean SRTs
for the elderly listeners excluded four listeners who gave at
least one capped SRT: without them, the means were 1.2,
6.2, 4.2, and 4.8 dB for the N, SN, N+, and SN+ conditions,
respectively. Thus, the effect of informational masking
�SRTSN−SRTN� was 5.0 dB, the effect of raising the com-
peting noise on informational masking was −1.4 dB
�SRTSN+−SRTSN�, and the effect of increasing competing
noise in the absence of competing speech was 3 dB
�SRTN+−SRTN�. All three differences were about 1–2 dB
larger than the corresponding differences in the younger
group. A mixed ANOVA on SRTSN, SRTN+, and SRTSN+,
each relative to SRTN, confirmed an overall effect of age
group �F�1,15�=5.44, p�0.03� and an effect of condition
�F�2,30�=18.01, p�0.001�. The effect of age is supported
by inspection of the regression lines within the elderly group,
all of which had a positive gradient. The ANOVA did not
show an interaction between age group and condition
�F�2,30�=0.83, p=0.45�. However, the amount of informa-
tional masking was not itself significantly different between
the two age groups �SRTSN−SRTN, t�15�=1.34, p=0.20�.
The effect of increasing the level of the competing-channel
noise was also insignificant across age group �SRTN+−
SRTN, t�15�=1.83, p=0.09�, but when combined with com-
peting speech it was significant �SRTSN+−SRTN, t�15�
=2.17, p=0.05�. As noted, four of the elderly listeners were
excluded from these calculations, as they gave at least one
capped SRT. It is intriguing that these people were primarily
the oldest and more impaired of the group: they were the
oldest four, included four of the five highest hearing levels,
and returned three of the four highest values of SRTN.

E. Discussion

The difference in SRTs between the N and SN condi-
tions was about 4–5 dB. Given that the only experimental
difference between the two conditions was that there was
competing speech present in the SN condition but not in the
N condition, and assuming that its presence did not affect the
energetic masking of the target speech because of the sepa-
ration of frequency bands, then this difference in SRT can be
attributed to informational masking.

We did not find any evidence that, on average, the
amount of informational masking increased with age. Never-
theless, it will be noted that it was the oldest listeners who
gave high SRTs that required capping, and as some of the
capped SRTs were in the SN condition but none were in the
N condition, then these listeners may well have been particu-
larly susceptible to informational masking.

The amount of informational masking observed here
was about 1–2 dB larger than that measured in experiment
1. This may have been because the target speech and com-
peting speech were presented at the same intensity �the pre-

target speech presented through even-numbered bands
target speech presented through odd-numbered bands

FIG. 11. The psychometric functions from experiment 3 for an illustrative
selection of listeners �see text for choices�. The conditions are ordered by
column. In each panel one psychometric function is for when the target
speech used the first, third, fifth, and seventh frequency bands, the other for
when it used the second, fourth, and sixth bands.
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vious experiment suggested that differences in intensity
could serve as a potential cue to release informational mask-
ing�. The speech-to-noise ratio in the competing channel was
also fixed, but the speech-to-noise ratio in the target channel
was varied. It seems unlikely that these differences in signal-
to-noise ratio provided a cue with which to distinguish the
target and competing speech, as informational masking was
spread relatively widely across the range of speech-to-noise
ratios tested: there were no obvious dips in the speech-
recognition psychometric functions at 0 dB �cf. Egan et al.,
1954� or plateaus below 0 dB �cf. Brungart, 2001�. It could
be that much of the informational masking had already been
released by other cues, such as the spectral differences be-
tween the target and competing speech that were introduced
by the filtering processes, although that would suggest that
the amount of informational masking occurring with unfil-
tered speech could be significantly greater than the 4–5 dB
observed here or the 3–4 dB observed in experiment 1.

The amount of informational masking observed here
was far less than the 22 dB observed by Arbogast et al.
�2002�, whose method we adapted. Nevertheless, the dif-

ferences between the two experiments were substantial:
�1� Arbogast et al. �2002� used pure-tone vocoded speech,
not narrow-band filtered speech; �2� their vocoded speech
was formed from many combinations of carrier frequencies,
whereas our filtered speech was always formed from one of
just two sets of frequency bands; �3� they estimated informa-
tional masking as the difference in SRTs between �in the
present terminology� an N condition and an S condition �not
an SN condition�; and �4� they used the closed-set CRM
corpus, not the open-set ASL corpus. Of these, we believe
that the primary determinant of their 22-dB effect was their
use of the CRM corpus, as large amounts of informational
masking have also been observed in other experiments using
this corpus �e.g., 12 dB by Brungart, 2001�. Furthermore, in
subsequent tests we conducted, using CRM sentences that
were band-filtered in a similar fashion to the current experi-
ment, we observed effects of up to 30 dB for normal-hearing
listeners between the N and S conditions �Agus, 2008�.
These comparisons highlight the extent to which method-
ological differences affect measures of informational mask-
ing.

FIG. 12. The SRTs measured in experiment 3. The conditions are ordered by row. The data are plotted as a function of hearing level �left panels� or age �right
panels; any SRT larger than 12 dB was capped at that value �see text�. The data from the young listeners are shown as open triangles; the data from the elderly
listeners as filled circles. The regression line was fitted to elderly listeners’ data only �solid line�. The error bars show 95%-confidence intervals; a dashed line
indicates an error bar that was too large to show on the graph. Note that the range of BEAs is considerably smaller than that shown in Fig. 4.
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Our calculation of the amount of informational masking
here is only strictly valid if the competing speech and target
speech were ideally isolated from one another; that is, that
they did not overlap in excitation. The comparison of SRTN+

and SRTN demonstrated that increasing the level of the com-
peting noise by 14 dB led to an increase in masking of
1–3 dB �SRTN+ versus SRTN�. This result suggests that
there was indeed some overlap in excitation between the fre-
quency bands: if there was none, then the SRTN+−SRTN

difference would have been zero. But if a 14-dB change in
the level of the noise led to only about a 1–3-dB change in
SRT, then the 3-dB increase in overall power due to adding
the competing speech would be expected to have only a
minimal effect on SRT �the effect was quantified by Agus,
2008 and found to be just 0.1 dB�. The overlap in excitation
can therefore be neglected in deriving the amount of infor-
mational masking. But the addition of the 14-dB change in
level of the competing noise led to a reduction in informa-
tional masking of about 1–2 dB �i.e., SRTSN+ versus
SRTSN�. This suggests that there was less informational
masking in the SN+ condition than the SN condition, as the
additional competing noise would only have increased the
energetic masking of the target speech. This result parallels
those of Kidd et al. �2005� and Freyman et al. �2001�, who
also found that the addition of a noise reduced the amount of
informational masking induced by competing speech, pre-
sumably by energetically masking the competing speech.
These results highlight an important contrast between the
two kinds of masking: an increase in the power of a noise
always raises energetic masking but can reduce informa-
tional masking.

V. SUMMARY

Three experiments were conducted to study the informa-
tional masking for target speech by competing speech. All
used a speech-in-speech-in-noise method, designed to con-
ceptually separate the energetic-masking and informational-
masking contributions to the speech-reception threshold for
target speech. The stimuli were sentences chosen from the
ASL corpus. Across all experiments, the amount of informa-
tional masking observed was of the order of 3–5 dB. Both
experiments 1 and 2 used unprocessed sentences for both the
target and competing speech: Experiment 1 demonstrated
that elderly listeners were no more susceptible to informa-
tional masking than younger listeners, but hearing-impaired
listeners showed typically 1–2 dB less informational mask-
ing, while experiment 2 showed that the amount of informa-
tional masking observed was largest when the levels of the
target speech and competing speech were about equal. Ex-
periment 3 used sentences that were narrow-band filtered
into separated, non-overlapping frequency bands. Again
there was no significant effect of age group on informational
masking, although there were some indications that the old-
est listeners may have been the most susceptible to informa-
tional masking. The present results are consistent with pre-
vious experiments �Tillman et al., 1973; Li et al., 2004;

Arbogast et al., 2005�, showing that any detrimental effects
of age and hearing impairment on informational masking of
speech by speech are, at most, small.
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Effects of external noise on detection of intensity incrementsa)
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The detection of an intensity increment in a longer duration sinusoid or pedestal is often used as a
measure of intensity resolution, but the decision processes underlying this measure are poorly
understood. Thresholds were obtained for detection of an increment in a 370-ms, 4-kHz pedestal in
quiet or in noise to determine the relative contributions of background noise level and pedestal level,
the effect of increment duration, and the effect of different noise spectra. Increment detection
thresholds expressed in units of �L�10 log�1+�I / I�� decreased as pedestal levels increased. At low
pedestal levels, increment detection was limited by the masking effect of the noise and was similar
across noise conditions for pedestals of equal sensation level. At high pedestal levels, the noise had
no effect and increment detection was determined by the pedestal level in dB SPL �sound pressure
level�. Increment detection improved with increasing increment duration and was altered less by a
noise band above the pedestal/increment frequency than by a broadband noise that produced equal
masking at the pedestal/increment frequency. The quadratic-compression model described by Neely
and Jesteadt ��2005�. Acta Acust. Acust. 91, 980–991� provided a better approximation to the data
than a model based on excitation patterns.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3203994�

PACS number�s�: 43.66.Fe, 43.66.Dc, 43.66.Ba �MW� Pages: 1941–1953

I. INTRODUCTION

Increment detection �detection of an intensity increment
when the standard or pedestal is longer in duration than the
increment or signal� and intensity discrimination �when the
increment and pedestal are the same duration� are two well-
established measures of intensity resolution that appear to
rely on different decision processes. One line of evidence
indicating different underlying processes is that interval-to-
interval variation in overall level has little effect on incre-
ment detection �Jesteadt et al., 2003� but has a predictable
effect of degrading intensity discrimination �Jesteadt et al.,
2005�. A second line of evidence indicating different under-
lying processes is that background noise has been shown to
have a significant effect in limiting increment detection
�Glasberg et al., 2001; Oxenham, 1997� but less effect on
intensity discrimination �Jesteadt et al., 1977; Neff and Jest-
eadt, 1996�. The present study explores the effects of noise
on increment detection over a wide range of levels to deter-
mine the factors that contribute to those effects.

Two previous studies have examined increment detec-
tion in quiet and in noise. Oxenham �1997� obtained thresh-
olds for detection of both increments and decrements in a
4-kHz, 500-ms pedestal. The pedestal was presented at 55
dB SPL �sound pressure level�, with noise at �20, �10, 0,
10, or 20 dB spectrum level, plus a no-noise condition. In-
crements or decrements had steady-state durations ranging

from 2 to 198 ms with 2-ms raised-cosine ramps. Only noise
levels of 0-dB spectrum level and higher had an impact on
increment detection, and the effect was greater at shorter
increment durations. In a second experiment, Oxenham ob-
tained thresholds for detection of increments and decrements
using the same pedestal, with 10-dB spectrum level noise
that was either low-pass filtered at 4.4 kHz, high-pass filtered
at 3.6 kHz, or band-reject filtered to create a notched noise
with cutoff frequencies of 3.6 and 4.4 kHz. Increment detec-
tion was best in low-pass noise, suggesting that the primary
effect of the noise was to mask upward spread of excitation
of the pedestal and pedestal plus increment. The effect of
low-pass noise compared to no noise, however, suggested
that noise played some role beyond limiting excitation. Ad-
ditional conditions ruled out any effect of spectral splatter.

Oxenham �1997� evaluated a multi-stage temporal win-
dow model that has been used frequently in modeling incre-
ment and decrement detection �e.g., Peters et al., 1995� and
found that it predicted little or no effect of noise, although
the data indicated that noise had a significant effect on incre-
ment detection and an even larger effect on decrement detec-
tion. Oxenham noted that the noise might interfere with
modulation detection as well as limiting spread of excitation.

Comparing increment detection in quiet and in noise,
Glasberg et al. �2001� repeated some of the detection-in-
noise conditions used in earlier studies �Peters et al., 1995;
Moore et al., 1996, 1999; Moore and Peters, 1997� and in-
cluded corresponding conditions for increment and decre-
ment detection in quiet. The pedestal was a 0.25-, 1-, or
4-kHz tone presented 18 dB above masked or quiet threshold
�i.e., at 18 dB SL �sensation level��. The noise maskers were
chosen such that the output of an auditory filter centered on
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the pedestal would be 56.6 dB. Thus, only one noise level
�and one corresponding signal-to-noise ratio� was tested in
each masking condition. As in earlier studies, increment de-
tection thresholds for conditions with noise maskers de-
creased with increasing increment duration and with increas-
ing pedestal frequency. In conditions without noise,
increment detection thresholds showed a similar effect of
duration but were either constant or increased with increas-
ing pedestal frequency. Increment detection at 4 kHz was
poorer in quiet than in noise for pedestals that were 18 dB
SL in both conditions. Glasberg et al. suggested that this
unusual result might indicate that external noise had a
smaller effect on performance than fluctuations in internal
noise. A second experiment used only 4-kHz, 70-dB SPL
pedestals presented in quiet or in three noise conditions: a
narrow-band noise centered at either 4 or 7 kHz or with both
bands together. To determine whether the interaction of noise
and frequency effects in the first experiment was due to dif-
ferences in the bandwidth of the noise at the output of audi-
tory filters at 0.25, 1, and 4 kHz, the bandwidth of the noises
in the second experiment varied from 0.05 to 0.4 kHz. This
range was chosen to include the equivalent rectangular band-
width �ERB� of the auditory filter at 0.25 kHz but to stop
short of the 0.456 kHz ERB at the 4-kHz pedestal frequency
used in the experiment. The effect of noise at 7 kHz was
small, either alone or in combination with noise at 4 kHz,
and the effect of noise bandwidth was small as well, with
slightly better performance at the widest bandwidth.

The model used by Glasberg et al. �2001� was similar to
the model described by Oxenham �1997�, with the addition
�after the temporal integrator� of a log transform, an internal
noise, and a decision device based on a template-matching
mechanism �Moore et al., 1999�. The decision process was
based on a comparison �cross correlation� of the internal rep-
resentation of the incoming stimulus with a template or pat-
tern of levels across time that was created by averaging in-
ternal representations of more audible stimuli. Moore et al.
�1999� and Glasberg et al. �2001� noted that template match-
ing has elements in common with modulation detection, as
described by Dau et al. �1996, 1997�.

Oxenham �1997� and Glasberg et al. �2001� found evi-
dence that background noise influenced increment detection
both by limiting spread of excitation and by introducing
modulation that might interfere with template matching or
modulation detection. Oxenham emphasized the first inter-
pretation, whereas Glasberg et al. emphasized the second.
The effect of spread of excitation was reduced in these stud-
ies by the use of a limited range of levels. When pedestal
level is varied over a wide range in quiet, the effect of level
is larger than the effects of frequency, of increment duration,
or of the other parameters that have been manipulated in
studies of increment detection �e.g., Viemeister and Bacon,
1988�. Thus, it is important to understand the origins of the
level effect and how to control it.

To obtain a more complete picture of the effect of spread
of excitation on increment detection and of the role of noise
in reducing that effect, thresholds for increment detection
were obtained at a number of different noise spectrum levels,
with multiple pedestal-to-noise ratios for each noise level.

The effect of increment duration was explored across three
experiments. A fourth experiment explored the effect of
varying the bandwidth of the noise masker.

II. EXPERIMENT 1: EFFECT OF PEDESTAL SL AND
NOISE SPECTRUM LEVEL „60-MS INCREMENT…

In experiment 1, the range of conditions was expanded
beyond previous studies. Increment detection thresholds
were obtained over a range of noise and pedestal levels to
compare increment detection as a function of pedestal level
in both dB SPL and dB SL. The goal was to determine if the
effects of noise on increment detection across a range of
levels could be accounted for by assuming that the noise
limited the spread of excitation or whether it was necessary
to assume that an additional factor such as envelope fluctua-
tion was involved.

A. Subjects

Four paid volunteers �1 male and 3 females�, ages 19–21
years, participated. All were college students and two have
previous experience with an intensity discrimination task.
Hearing had been screened at 0.5, 1, 2, and 4 kHz within the
past year using a two-interval-forced-choice �2IFC� adaptive
procedure. Thresholds were �18 dB SPL for all test fre-
quencies bilaterally for all subjects.

B. Apparatus

Stimuli were generated digitally at a sampling rate of 50
kHz using an array processor �Tucker Davis Technologies
�TDT� AP2� and 16-bit digital-to-analog converters �TDT
DD1�. The pedestal and noise were generated on one channel
of the DD1; the increment was generated on the other. The
output of each channel was low-pass filtered at 20 kHz �TDT
FT6� and attenuated �TDT PA4�, and then the outputs were
combined �TDT SM3� and presented to the listener through a
headphone buffer �TDT HB6�, a remote passive attenuator in
the sound-treated chamber, and a Sennheiser HD 250 Linear
II headphone. Stimuli were delivered to the left ear. With
parallel attenuators, summers, and headphone buffers, up to
four listeners were tested simultaneously. The same equip-
ment was used in all experiments.

C. Procedure

Adaptive thresholds were estimated in a 2IFC task. Each
trial consisted of a 300-ms warning interval, two 390-ms
observation intervals separated by 560 ms, and a 100-ms
feedback interval following the response of the final subject.
A 400-ms pause preceded the beginning of the next trial.
Visual markers for the warning and observation intervals and
correct-interval feedback were given on a message window
at the top of the keypad used to indicate responses. The
increment was presented at an initial level well above thresh-
old, decreased after two consecutive correct responses, and
increased after one incorrect response to estimate the 71%
correct point on the psychometric function �Levitt, 1971�.
Initial step sizes were 4 dB until the fourth reversal, and then
2 dB. Threshold was calculated as the average level of the
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reversal points after the fourth reversal for 100-trial blocks.
The number of blocks per condition is specified below.

D. Stimuli and conditions

The pedestal was a 4-kHz, 370-ms tone with 5-ms cos2

ramps, presented in different conditions at 15, 25, 35, 45, 55,
65, and 75 dB SPL �not all pedestal levels were presented in
each noise condition�. The increment was a 4-kHz, 60-ms
tone with 5-ms cos2 ramps, adapted in level to estimate
threshold. The onset of the increment was 205 ms after the
onset of the pedestal �0-voltage points�. These temporal pa-
rameters resulted in a 200-ms steady-state segment of the
pedestal preceding and a 100-ms segment following the in-
crement, the same stimulus configuration used by Glasberg
et al. �2001�. The background noise, when present, was low-
pass filtered at 8 kHz, was turned on and off with the pedes-
tal, and was presented at 0, 10, and 20 dB spectrum level
�N0� in different conditions. These spectrum levels corre-
spond to 39, 49, and 59 dB overall level. The stimulus pa-
rameters are summarized in Table I.

In addition to estimates of the threshold of the increment
in the presence of the pedestal, for pedestals presented in
quiet and in noise, estimates of thresholds were obtained for
the increment without the pedestal and for the pedestal itself
�i.e., a 60-ms, 4 kHz tone and a 370-ms, 4 kHz tone pre-
sented in quiet and in each of the three levels of noise�.
When the increment and pedestal were presented together,
initial pedestal phase was fixed at 0°, and increment phase
was tied to the pedestal in quadrature. When the tones were
presented individually, the initial phase was random. In in-
crement detection conditions for pedestals presented in
noise, a different range of pedestal levels was used for each
noise level. In 0-dB N0 conditions, increment detection was
measured using a range of pedestal levels from 25 to 55 dB
SPL. The ranges were 35–65 dB SPL in 10-dB N0 noise and
45–75 dB in 20-dB N0 noise. In the absence of noise, incre-
ment detection was measured for pedestal levels from 15 to
75 dB SPL. Two estimates of threshold were obtained for the
short and long duration 4-kHz tones in quiet after all other

data collection was complete. Threshold estimates in each of
the remaining conditions were based on two repetitions of
two blocks each in a counterbalanced order.

E. Results and discussion

Mean thresholds for the pedestal in quiet and in noise
are shown in Table II for this experiment and for conditions
used in later experiments. Increment detection results for ex-
periment 1 are shown in Fig. 1, where the pedestal level
�10 log I� and increment level at threshold �10 log �I� have
been converted to �L�10 log�1+�I / I�� and plotted on a log
axis �Buus and Florentine, 1991�. Geometric mean �L across
subjects is shown as a function of pedestal level in dB SPL in
the left panel and in dB SL �re thresholds for detection of the
pedestal in quiet or in noise, from Table II� in the right panel.
Because threshold for detection of the pedestal in quiet is
close to 0 dB SPL, there is little shift in the data for the

TABLE I. Parameters of stimuli used in the experiments.

Expt. Pedestal level
Signal duration

�ms�
Noise level

�dB N0� Noise band

1 15, 25, 35, 45, 55,
65, and 75 dB SPL

60 0, 10, or 20 8 kHz low pass

2 �5, 0, 5, 10, 15, 20, 25,
30, 40, 55, 70, and 85 dB SL

10 0, 10, or 20 8 kHz low pass in all conditions;
16 kHz low pass in 40 dB SL
pedestal, 0 dB N0 condition

3 0, 5, 10, 20, 40, and 80 dB SL 20, 40, or 60 20 8 kHz low pass
4 10, 20, 30, 40, and 50 dB SL 10 20 4.8–16 kHz bandpass;

5.6–16 kHz bandpass;
7.2–16 kHz bandpass;
16 kHz low pass

Note: Pedestal and signal were 4 kHz and pedestal and noise durations were 370 ms in all conditions. The 0, 10,
and 20 dB N0 values correspond to 39, 49, and 59 dB overall level. For pedestal level specified in SL, the
reference is the mean threshold across subjects for the pedestal in quiet or in noise.

TABLE II. Mean threshold for detection of the pedestal in quiet and in noise
for conditions in experiments 1–4. Threshold values are means across sub-
jects in dB SPL. Four subjects participated in experiment 1. Another group
of three subjects participated in experiments 2–4.

Threshold in dB SPL Standard deviation

Experiment 1
Quiet 5.1 6.32
0 dB N0, 8 kHz low pass 25.1 2.15
10 dB N0, 8 kHz low pass 34.0 1.81
20 dB N0, 8 kHz low pass 43.9 2.40

Experiments 2 and 3
Quiet �0.6 5.42
0 dB N0, 8 kHz low pass 19.4 0.58
10 dB N0, 8 kHz low pass 33.7 1.29
20 dB N0, 8 kHz low pass 42.4 1.13
0 dB N0, 16 kHz low pass 21.8 4.07

Experiment 4
20 dB N0, 4.8–16 kHz 21.0 9.14
20 dB N0, 5.6–16 kHz 10.3 2.05
20 dB N0, 7.2–16 kHz 4.5 5.75
20 dB N0, 16 kHz low pass 43.5 2.67
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no-noise condition, but the effects of noise are different in
the two panels. In dB-SPL coordinates, mean values of �L
are higher in noise for a given pedestal level than in the
no-noise condition, and mean �L increases with noise level.
In dB SL coordinates, results are similar across noise levels,
and the difference between noise and no-noise conditions is
small. Compared to the no-noise condition, there is an im-
provement in threshold in the highest pedestal-level and
noise-level conditions. Also, there is the appearance of a
notch in the data around 10 dB SL. Error bars have been
plotted in the left panel but omitted in the right panel to
make the data points more visible.

The use of different pedestal-level ranges for different
noise conditions was efficient but made statistical analyses
more difficult. For this and later experiments, a within-
subjects analysis of variance �ANOVA� was conducted on
the log �L values for pedestal levels that were in common
across noise levels. Effects are reported as significant for �
�0.05. An ANOVA for the four subjects that was restricted
to the three pedestal levels �45, 50, and 55 dB SPL� used at
all three noise levels indicated significant effects of pedestal
level �F�2,6�=9.085� and noise level �F�2,6�=22.656� but
no interaction. A second ANOVA of six pedestal levels ap-
proximately equated in dB SL indicated a significant effect
of pedestal level �F�5,15�=46.319�, a marginally significant
effect of noise level �F�2,6�=5.470�, and a significant inter-
action. The large effect of noise level evident in the first
analysis and in the left panel of Fig. 1 is all but eliminated
when the pedestal levels are grouped by SL as in the right
panel of Fig. 1.

As suggested by Oxenham �1997�, the main effect of the
noise is to restrict the spread of excitation. The area under
the excitation pattern is relatively constant across noise lev-
els for a constant-SL pedestal, and increment detection is
relatively constant as well. Increment detection improves as
the signal-to-noise ratio of the pedestal increases at a given
noise level. This appears to be due to increased spread of
excitation rather than increased distance from the fluctua-

tions in the noise wave form because the same degree of
improvement with pedestal level can be seen in the absence
of noise. The notch at 10 dB SL is reminiscent of the notch
in intensity discrimination near threshold �Hanna et al.,
1986� but is small and occurred at a higher SL than the notch
reported by Hanna et al.

III. EXPERIMENT 2: EFFECT OF PEDESTAL SL AND
NOISE SPECTRUM LEVEL „10-MS INCREMENT…

Results of experiment 1 suggested that the effect of
noise on increment detection was to restrict spread of exci-
tation rather than to introduce modulation that would inter-
fere with detection of a brief change in the level of a longer
duration pedestal. Because the increment duration was rela-
tively long, however, any independent effects of the noise
alone, such as effects due to envelope fluctuations, might
have been missed. This issue was addressed in experiment 2
by use of a shorter, 10-ms increment. To explore the possible
near-threshold notch in greater detail, pedestal levels were
equated in dB SL and were extended to �5 dB SL in the
noise conditions.

A. Subjects

Three volunteers �1 male, 2 females, ages 31–33 years�
participated in experiment 2 and in the two subsequent ex-
periments. One subject was paid for his participation. Two of
the subjects �one of the authors and a college student� had
previous experience with an intensity discrimination task,
while the third subject �a new laboratory assistant� did not.
Hearing thresholds were tested using standard clinical proce-
dures within the 6 months prior to the experiment. Thresh-
olds were �15 dB HL �hearing level� at all audiometric test
frequencies from 0.5 to 8 kHz bilaterally for all subjects.
Air-bone gaps were no greater than 5 dB.

B. Stimuli and procedures

The 4-kHz pedestal was the same as in experiment 1,
except that pedestal levels in quiet ranged from 10 to 85 dB
SL �re mean threshold across subjects for the pedestal-in-
quiet condition� and pedestal levels in noise ranged from �5
to 40 dB SL �re the mean threshold across subjects for the
pedestal in the presence of each of the three noise levels�.
The background noise properties were the same as in experi-
ment 1. An additional single condition was run with a 16-
kHz low-pass noise in the 0-dB N0, 40-dB SL pedestal con-
dition to determine whether additional noise in the 8–16 kHz
range would influence increment detection thresholds by
masking off-frequency listening or spread of excitation at
higher frequencies. The increment was the same as in experi-
ment 1, except that the duration was 10 ms with 5-ms cos2

ramps �i.e., no steady state�. Stimulus parameters are sum-
marized in Table I.

Two consecutive 100-trial blocks were completed for
conditions in which the pedestal was presented without noise
at 85, 70, 55, 25, and 10 dB SL and for the 16-kHz low-pass
noise conditions. Four 100-trial blocks were completed for
all other conditions. Masked thresholds were obtained for the
increment and the pedestal in the 0- and 20-dB N0, 8-kHz

FIG. 1. Geometric mean values of �L across four subjects for experiment 1.
�L was calculated as 10 log�1+ ��I / I��. The 4-kHz, 60-ms increment was
presented 205 ms after the onset of a 4-kHz, 370-ms pedestal. Increment
detection was measured in conditions without noise �filled squares� or with
0- �circles�, 10- �up triangles�, or 20-dB �down triangles� spectrum level
�N0� noise that was low-pass filtered at 8 kHz and gated on and off with the
pedestal. The data are plotted as a function of pedestal level in dB SPL on
the left and in dB SL �based on thresholds for detection of the pedestal in
quiet and in noise� on the right. For clarity, error bars representing �1
standard deviation are shown only on the left panel.
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low-pass noise conditions, followed by increment detection
thresholds in those two noise conditions. Absolute thresholds
for the increment and the pedestal and increment detection
thresholds in quiet were then measured, followed by masked
thresholds and increment detection thresholds in 10-dB N0,
8-kHz low-pass conditions. Finally, masked thresholds and
increment detection thresholds were measured in the 20-dB
N0, 16-kHz low-pass noise.

C. Results and discussion

The results are shown in Fig. 2 in a form that parallels
Fig. 1. The asterisk in each panel indicates the data point
obtained at the lowest noise level and highest pedestal level
using noise low-pass filtered at 16 kHz. Results for this con-
dition were consistent with the other data, suggesting that
subjects were not using information above the 8-kHz cutoff
of the low-pass noise in the main set of conditions.

As in experiment 1, the large effect of noise that is ap-
parent when the data are plotted as a function of pedestal
level in dB SPL is greatly reduced when the data are plotted
in dB SL. Unlike experiment 1, there is no notch at low
levels. Results are similar across noise levels. The difference
in results between no-noise and noise conditions is small,
except at high SLs where �L for increment detection in quiet
is larger than �L in noise for pedestals equal in dB SL. The
shapes of the functions differ for no-noise and noise condi-
tions. The no-noise function becomes shallower at higher
levels, whereas the noise functions become steeper with a
greater effect of noise at higher noise levels.

Data were available for the quiet conditions and the
three noise levels at pedestal levels of 5, 10, 15, 20, and 40
dB SL. An ANOVA of the log �L vales for the three subjects
showed significant effects of pedestal SL �F�4,8�
=441.432�, noise level �F�3,6�=7.104�, and a significant in-
teraction �F�12,24�=11.502�. ANOVAs conducted at indi-
vidual pedestal levels showed a significant effect of noise
level only at 40 dB SL �F�3,6�=23.676�. Post hoc compari-
sons of means at 40 dB SL did not show a significant differ-
ence between any two conditions. The analyses support the

conclusion that there is an effect of noise level at high ped-
estal levels even when pedestal levels are equated in SL.

Given that both the noise and the pedestal can be viewed
in some sense as maskers, it is informative to re-plot the data
as masked thresholds for the increment, as shown in Fig. 3.
Thresholds for the increment in quiet and in noise are shown
on the left of the figure. At low pedestal levels, thresholds for
the increment approach thresholds for the pedestal as a limit.
At high pedestal levels, the noise ceases to have any effect
on increment threshold. As a result of these two constraints,
the masking functions become shallower with increasing
noise level. To estimate the slope of masking, each set of
data points was fitted with a linear regression function after
excluding points near threshold for the pedestal. Slopes, in-
tercepts, and the range of pedestal levels included in each fit
are given in Table III. In the absence of noise, the increment
threshold, 10 log��I�, increases 0.87 dB for every decibel
increase in the pedestal, 10 log�I�. This pattern has been de-
scribed as a “near miss” to Weber’s law �McGill and Gold-
berg, 1968a, 1968b�. In the presence of noise, the deviation
from Weber’s law increases with noise level. This is true
regardless of whether the data are plotted in dB SPL or in dB
SL.

A model of loudness and partial loudness proposed by
Moore et al. �1997� that is based on excitation patterns can
be used to make predictions for increment detection thresh-
olds in quiet and in noise to determine the extent to which
the results in Figs. 1 and 2 can be accounted for on the basis

FIG. 2. Geometric mean values of �L across three subjects for experiment
2 plotted as in Fig. 1. Error bars representing �1 standard deviation are
shown only on the left panel. The increment duration was 10 ms. All other
stimulus parameters, except for specific pedestal levels, were the same as in
experiment 1. The asterisk in each panel represents increment detection
measured in the presence of a 0-dB spectrum level noise that was low-pass
filtered at 16 kHz, with the pedestal at 40 dB SL �re mean threshold across
subjects for the pedestal in the 16-kHz low-pass noise�.

FIG. 3. Mean thresholds for the increment in dB SPL across three subjects
as a function of pedestal level in dB SPL for experiment 2 with error bars
representing �1 standard deviation. Symbol definitions are the same as in
Fig. 2. Data points on the far left show thresholds for detection of the
increment in the absence of the pedestal in quiet and in the three levels of
noise. Increment detection thresholds are limited by the noise at low pedes-
tal levels and converge on a single value in dB SPL at high pedestal levels.

TABLE III. Parameters for linear functions describing the increase in ped-
estal level with increment level in Fig. 3. The correlation with the data was
greater than 0.995 in all cases.

Noise level Slope Y intercept Min SPL Max SPL
No. of points

excluded

None 0.87 4.0 24 84 4
0 dB N0 0.60 21.7 24 59 2
10 dB N0 0.55 27.6 34 74 1
20 dB N0 0.51 34.1 42 82 1
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of excitation patterns alone. The model has no information
about the temporal properties of stimuli but makes accurate
predictions of thresholds for a number of tasks involving
detection of tones in noise and intensity discrimination �Jest-
eadt et al., 2007�. The only free parameter in the model is the
threshold level of loudness �in phons� associated with detec-
tion of the increment. Moore et al. �1997� proposed a crite-
rion value of 2 phons for prediction of masked thresholds but
used higher levels to approximate results for brief stimuli to
compensate for the fact that the model is not sensitive to
duration. Data from experiments 1 and 2 are compared with
model predictions using an 8-phon criterion in Fig. 4. To
compare data and model predictions at each noise level, ped-
estal levels have been plotted in dB SPL. The pattern within
panels would not change if the levels were plotted in dB SL.
Data from the two experiments for the no-noise condition are
in good agreement, with values of �L for experiment 2,
where the increment duration was 10 ms, uniformly above
those for experiment 1, where the increment duration was 60
ms. The partial loudness model provides a good account of
data obtained in the absence of noise. A comparison across
experiments for the three noise conditions suggests that there
is an effect of increment duration at low pedestal levels in
noise but not at high pedestal levels. The model predicts
better performance in all noise conditions than is actually
observed, with predicted values that parallel those for incre-
ment detection in the no-noise conditions, becoming shal-
lower at higher levels. The data, particularly for the longer
duration increment in experiment 1, show a curvature that is
not predicted by the model. Although the major effect of the

noise is eliminated by expressing pedestals levels in dB SL,
as shown in the right panels of Figs. 1 and 2, a comparison of
the data with the detailed predictions of a model based on
excitation patterns suggests that the effects of noise cannot
be accounted for on the basis of excitation patterns alone.

IV. EXPERIMENT 3: EFFECT OF PEDESTAL SL AND
INCREMENT DURATION

The goals of experiment 3 were �1� to determine
whether the notch in thresholds observed at low pedestal
levels in experiment 1 for the 60-ms increment was repeat-
able in another set of subjects, and if so, at what duration it
disappeared; �2� to further explore the increment-duration
parameter space over the range of durations used in experi-
ments 1 and 2 to relate the data from these two experiments;
and �3� to compare effects of duration with the results from
the Glasberg et al. and Oxenham studies.

A. Subjects

The same three subjects from experiment 2 participated
in experiment 3.

B. Stimuli and procedures

The stimulus parameters, summarized in Table I, were
the same as in experiments 1 and 2 wherever possible. The
4-kHz, 370-ms pedestal was presented at 0, 5, 10, 20, and 40
dB SL, with an 80-dB SL condition included when the ped-
estal was presented without noise. The 8-kHz low-pass noise
was presented only at 20 dB N0. The increment duration was
20, 40, or 60 ms with 5-ms cos2 ramps. These subjects had
just completed a larger set of conditions with 10-ms incre-
ments in experiment 2, and a subset of those data was in-
cluded in the analyses rather than repeating those conditions.
Pedestal SLs for experiment 3 were based on the thresholds
in quiet and in noise from experiment 2. Two consecutive
100-trial blocks were obtained in each condition, beginning
with the longest increment and ending with the shortest in-
crement, no-noise conditions preceding noise conditions at
each increment duration. For each increment duration and
noise condition, pedestal levels were tested in increasing or-
der from 0 to 80 dB SL.

C. Results and discussion

Geometric mean values of �L obtained with a 60-ms
increment in experiment 3 are compared with data for the
same increment duration and noise level obtained in experi-
ment 1 in Fig. 5. Given that the two experiments used inde-
pendent groups of subjects and relatively few trials per data
point, the agreement is remarkably good. To quantify the
degree of agreement between the two sets of data, predicted
values of �L in experiment 3 were obtained for each pedestal
SPL used in experiment 1 using linear interpolation. The
correlation between the 14 predicted and observed values of
�L was 0.97. There is some indication of a notch in the new
data, but it is not as clear as the notch observed at all noise
levels in experiment 1.

FIG. 4. A comparison of geometric mean values of �L from experiment 1,
where the increment duration was 60 ms, with those from experiment 2,
where the increment duration was 10 ms, with noise conditions across pan-
els. Error bars represent �1 standard deviation. The solid line shows the
values of �L predicted by the partial loudness model using an 8-phon cri-
terion. In the absence of noise, the two sets of data are in good agreement,
showing an expected effect of increment duration, and are well fitted by the
model. With noise present, the data for the two studies diverge at low ped-
estal levels, where the model predicts better than observed performance.
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Results for all four increment durations in experiments 2
and 3 are shown in Fig. 6, with data for the 10-ms increment
re-plotted from Fig. 2. Although pedestal levels were speci-
fied in dB SL, the data have been plotted in dB SPL to avoid
total overlap of the data obtained at low pedestal levels with
and without noise. The noise shifts the threshold for the ped-
estal by 42.4 dB. The two sets of functions converge at ped-
estal levels of 40 dB SL �82.4 dB SPL� in noise and 80 dB
SL �79.4 dB SPL� in quiet. Consistent with the pattern ob-
served in Fig. 3, the noise ceases to have an effect on per-
formance at a pedestal level of 40 dB SL.

A within-subjects ANOVA of the log �L values for the
three subjects for noise and no-noise conditions, increment
durations of 10, 20, 40, and 60 ms, and pedestal levels of 5,
10, 20, and 40 dB SL �0-dB SL was not available for the
10-ms increment duration� indicated significant effects of
noise �F�1,2�=18.835�, increment duration �F�3,6�

=34.870�, and pedestal level �F�3,6�=209.708�. There were
significant interactions of noise �no noise vs 20 dB N0� and
pedestal level �F�3,6�=19.695� and increment duration and
pedestal level �F�9,18�=8.951�. The significant effect of
noise reflected a geometric mean �L across subjects and
conditions of 4.55 dB in the absence of noise and of 2.91 dB
with noise present. This difference is a result of the physical
difference in pedestal levels between noise and no-noise con-
ditions and is barely significant. The other two main effects
and the two significant interactions are clearly observable in
Fig. 6. There is a curvature, if not a clear notch, for data at
low pedestal levels in noise for the two longer increment
durations but not the shorter durations. The effect is not suf-
ficient to result in a significant interaction of noise, incre-
ment duration, and pedestal level.

The effect of increment duration is larger at low pedestal
levels, but it is generally the case that values of �L decrease
as increment duration increases. The lack of a duration-by-
noise interaction suggests similar effects of duration in quiet
and in noise, as shown in Fig. 7. Geometric mean values of
�L are lower in the noise conditions only because the ped-
estals were presented at higher physical levels. To correct for
the use of 5-ms onset and offset ramps, durations have been
plotted as equivalent rectangular durations. Slopes of the best
fitting lines in quiet and in noise would be �0.26 and �0.32,
respectively. These values are comparable to those reported
for intensity discrimination with tones by Florentine �1986�
and are within the range reported for increment detection
with noise stimuli by Heinz and Formby �1999�. If values of
�L are converted to units proportional to increment power,
the improvement in increment threshold is 1.53 dB per dou-
bling of duration or 5.1 dB per tenfold increase. Viemeister
and Wakefield �1991� noted that detection thresholds would
be expected to improve at a rate of 1.5 dB per doubling
rather than 3 dB per doubling if the slope of the psychomet-

FIG. 5. A comparison of geometric mean values of �L from experiment 1,
where the increment duration was 60 ms, with a replication of the 60-ms
condition in experiment 3 in the condition without noise and with the 20-dB
N0 noise level used in experiment 3. Error bars represent �1 standard de-
viation. There were no subjects in common between the two groups.

FIG. 6. Geometric mean values of �L across subjects for the 20-, 40-, and
60-ms increment durations tested in experiment 3, with data for 10-ms in-
crements for these subjects re-plotted from Fig. 2 �experiment 2�. Error bars
represent �1 standard deviation. The increments were presented 205 ms
after the onset of a 370-ms, 4-kHz pedestal. Filled and open symbols show
increment detection in quiet and detection in an 8-kHz low-pass, 20-dB N0

noise equal in duration to the pedestal.

FIG. 7. Geometric mean values of �L for all data shown in Fig. 6, as a
function of duration. Geometric means were computed across pedestal lev-
els of 5, 10, 20, and 40 dB SL, and then a geometric mean and standard
deviation were computed across subjects for each increment duration in
quiet and in 20-dB N0 noise. Increment durations have been corrected to
equivalent rectangular durations. Thresholds are lower in noise because the
equal-SL conditions correspond to higher dB SPL in noise, but there is an
effect of duration with or without noise. The dashed reference indicates
increment thresholds in units of 10 log��I� that decrease by 1.5 dB for every
doubling of increment duration.
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ric function were steep or if the integration period of an
energy detector were matched to the signal duration. Al-
though either condition might be met for conditions in ex-
periment 3, the effect of duration is larger than that observed
at 4 kHz by Moore and Peters �1997� or Oxenham �1997�.
Given the wide variability in duration effects reported in the
literature �see Moore et al. �1999� and Wojtczak and Vi-
emeister �1999� for summaries�, the similarity of the effect in
quiet and in noise in Fig. 7 may be more noteworthy than its
size.

The results of experiment 3 are consistent with those of
experiment 1 in that increment detection improves slowly
with increasing pedestal level when the pedestal is near
masked threshold in the noise, and the increment is 40 or 60
ms. For increments shorter than 40 ms, the improvement
with increasing pedestal level is more uniform at low and
high pedestal levels. The results of experiment 3 are also
consistent with experiment 2 in showing full recovery from
the effects of the noise for conditions where the pedestal is
40 dB above threshold in the noise. The effect of increment
duration is similar in quiet and in noise, with an improve-
ment in detection as a function of increment duration in the
range observed for detection of tones in noise.

V. EXPERIMENT 4: EFFECT OF PEDESTAL SL AND
NOISE BANDWIDTH

The broadband noise conditions in the first three experi-
ments had a detrimental effect on increment detection that
could not be entirely explained on the basis of excitation
patterns. Values of �L were comparable in quiet and in noise
when low-level pedestals were equated in dB SL. At high
pedestal levels, however, values of �L were comparable
when pedestals were equated in dB SPL. The purpose of
experiment 4 was to explore the effect of high-pass �HP�
noise with cutoff frequencies at various points above the
pedestal frequency, chosen to restrict spread of excitation
while having less effect than broadband noise on threshold
for the pedestal. Noise maskers that restrict spread of exci-
tation have been shown to restore Weber’s law under condi-
tions in which pedestals and increments are equal in duration
�Viemeister, 1972�.

A. Subjects

The same three subjects participated as in experiments 2
and 3.

B. Stimuli and procedures

Stimulus parameters are summarized in Table I. The
4-kHz pedestal was the same as in experiments 1–3, except
that it was presented at 10, 20, 30, 40, or 50 dB SL re mean
threshold across subjects for the pedestal in the presence of
each noise. The noise was presented at 20 dB N0. Across
conditions. the noise bandwidth was 4.8–16 kHz �4.8 HP�,
5.6–16 kHz �5.6 HP�, 7.2–16 kHz �7.2 HP�, or 0–16 kHz
�broadband�. The 50-dB SL pedestal was used in all but the
broadband noise condition, where the pedestal would have
exceeded 90 dB SPL. The increment was the same as that in
experiment 2, with a duration of 10 ms.

Two consecutive 100-trial blocks were obtained in each
condition, first to determine thresholds for the pedestal alone
and the increment alone in the presence of a given noise
masker and then to determine thresholds for increment de-
tection at each pedestal level in the presence of that masker.
Data were obtained for the broadband noise condition first,
followed by the 7.2 HP, 5.6 HP, and 4.8 HP noise conditions.

C. Results and discussion

Mean thresholds for the pedestal in each noise condition
are given in Table II. Although the ERB of the auditory filter
centered on 4 kHz is 0.456 kHz �Glasberg and Moore, 1990�,
noise bands with low-frequency cutoffs of 4.8 and 5.6 kHz
overlap with the high-frequency side of the filter, resulting in
some threshold elevation. Note that threshold for the pedestal
in the 16-kHz, low-pass noise was comparable, as expected,
to the threshold obtained in the 20-dB N0, 8-kHz low-pass
noise in experiment 2 and that the threshold for the pedestal
in the 4.8–16 kHz band-pass noise was comparable to the
threshold obtained in the 0-dB N0, 8-kHz low-pass noise in
experiment 2.

Increment detection results for experiment 4 are shown
in Fig. 8, along with predictions from the partial loudness
model �Moore et al., 1997� in a format identical to that of
Fig. 4. Data from the 0- and 20-dB N0 conditions from ex-

FIG. 8. Geometric mean values of �L across subjects for experiment 4
�shown by squares�. The 10-ms, 4-kHz increment was presented 205 ms
after the onset of a 370-ms, 4-kHz pedestal. Noise conditions are shown
across panels. Noise spectrum level for all bandwidths was 20 dB. The solid
lines show the values of �L predicted by the partial loudness model for each
noise condition. Circles in the lower two panels represent data for the 10-ms
increment obtained in experiment 2, where the maskers were broadband, but
differed in level. Circles in the lower left panel are from the upper right
panel in Fig. 4, where the 0-dB N0 broadband masker produced the same
amount of masking as the 4.8 HP masker. The dotted line shows the values
of �L predicted by the partial loudness model for that broadband masker.
Circles in the lower right panel are from the lower right panel in Fig. 4,
where the broadband masker was 20 dB, as in experiment 4.
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periment 2 have been re-plotted in the lower two panels in
Fig. 8 for conditions with comparable threshold shifts.

A within-subjects ANOVA of the log �L values for the
three subjects for the four noise conditions and pedestal lev-
els of 10, 20, 30, and 40 dB SL �50-dB SL was not available
for the broadband noise condition� indicated significant ef-
fects of noise band �F�3,6�=6.340�, pedestal level �F�3,6�
=112.073�, and a significant noise-band by pedestal-level in-
teraction �F�9,18�=16.972�. The significant effect of noise
band and the interaction both result from the difference be-
tween the broadband noise condition and the narrower band-
widths. Thresholds for increment detection for tones pre-
sented in broadband noise decreased more rapidly with
increasing pedestal level than for tones presented in high-
pass noise.

The data for the broadband noise condition in experi-
ment 4 represent a partial replication of the 20-dB N0 con-
dition in experiment 2. Although a broader bandwidth was
used in experiment 4, the two sets of data are in excellent
agreement. Data for the 4.8 HP condition appear to show
lower values of �L at low pedestal levels and a more gradual
shift in �L with increasing pedestal level than data obtained
in the earlier 0-dB N0 noise condition, even though the two
maskers produced similar shifts in pedestal threshold. Be-
cause the same subjects participated in both experiments, it
was possible to conduct a within-subjects ANOVA of results
obtained in the two noise conditions at four pedestal levels
that were equal in dB SL in the two experiments. Results
indicated a significant effect of pedestal level �F�3,6�
=167.779� but no effect of noise band or noise-band by
pedestal-level interaction. The dotted line in the lower left
panel of Fig. 8 shows the partial-loudness-model predictions
for the 0-dB N0 broadband noise condition. Although the
model predicted lower values of �L than the data, it showed
a similar shift to a shallower function in high-pass noise.
Despite the lack of a statistically significant interaction, the
general agreement between model and data for the high-pass
conditions provides support for the assumption that noise
influences increment detection by restricting spread of exci-
tation.

VI. DISCUSSION

Previous studies of increment detection in noise have
used a limited number of pedestal-level and noise-level com-
binations. Either the noise level was constant in all condi-
tions at a given frequency �Glasberg et al., 2001; Moore et
al., 1993; Moore et al., 1999; Moore and Peters, 1997�, was
a constant number of decibels below the pedestal �Moore et
al., 1996; Peters et al., 1995�, or the pedestal-to-noise ratio
was varied for a fixed pedestal level �Oxenham, 1997�. One
of the primary goals of the present study was to explore the
effect of varying pedestal-to-noise ratio at different noise
levels. Because recent studies have focused on use of incre-
ment detection as a measure of temporal processing, they
have typically used a range of pedestal frequencies and in-
crement durations. Several studies included decrement detec-
tion as well in an effort to include increment and decrement
detection in a single theoretical framework. The current stud-

ies explored the interaction of pedestal level and noise level
as two factors limiting the ability to detect the increment, as
in Henning �1969�. The pedestal frequency, 4 kHz, was cho-
sen to limit the influence of spectral splatter or off-frequency
listening �Leshowitz and Wightman, 1971�, and multiple in-
crement durations were included only when it appeared that
the interaction of pedestal and noise level might vary as a
function of increment duration. The pattern of results in the
first three experiments indicated that the threshold for incre-
ment detection for pedestal levels near the threshold for de-
tection of the increment itself in noise was limited by that
noise threshold. For pedestal levels more than 40 dB above
the noise threshold, increment detection is determined by the
physical level of the pedestal, independent of threshold. This
pattern, in which the noise has an effect only for pedestals
within 40 dB of the threshold for detection in noise, is simi-
lar to that observed for judgments of the loudness of a tone
in noise �Humes and Jesteadt, 1991� and for thresholds re-
ported in studies of additivity of masking �Humes and Jest-
eadt, 1989�.

In the studies of increment detection reported by Moore
and colleagues, noise spectrum levels in conditions with
4-kHz pedestals were generally 40 or 45 dB below the level
of the pedestal. The data in Table II, averaged across all
broadband noise conditions, indicate that a pedestal that is 40
dB above the spectrum level of the noise is at 17.1 dB SL.
The data are in good agreement with Glasberg et al. �2001�,
who described their condition with a 70-dB SPL pedestal and
30-dB spectrum level noise as a condition where the pedestal
was 18 dB above masked threshold. The data in Fig. 2 indi-
cate that this is a condition where threshold for the pedestal
is a controlling factor, and increment detection is uniform
across noise levels for pedestal levels equated in dB SL.
Increment detection would not be expected to be uniform
across noise levels for pedestal levels greater than 30 dB SL
where the spread of excitation grows nonlinearly. Equal-SL
comparisons are useful at low SLs, but at high levels they
can lead to the misleading conclusion that increment detec-
tion is better in noise than in quiet. This is, of course, never
the case when the increments are considered in absolute
physical units. Glasberg et al. �2001� reported a smaller
value of �L in noise than in quiet with a pedestal level of 18
dB SL in the 4-kHz condition in their experiment 1. This
effect was observed only at higher pedestal SLs in the cur-
rent data.

Increment detection results from experiments 2 and 4
were compared to predictions from a partial loudness model
�Moore et al., 1997�. Leibold and Jesteadt �2007� and Buss
�2008� reported that this model predicts thresholds for inten-
sity discrimination under some conditions and that it pro-
vides an excellent account of increment detection in quiet, as
shown in Fig. 4. Two arguments against using the model in
this way are that the relation between loudness and intensity
resolution is tenuous �Schlauch and Wier, 1987; Zwislocki
and Jordan, 1986� and that subjects might find it difficult, if
not impossible, to judge the partial loudness of a tone added
to another tone of the same frequency. There is, however, a
relation between loudness and some measures of intensity
resolution �Allen and Neely, 1997�, and it is clear that the
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model makes accurate predictions under some conditions.
This is no doubt because the model is based on excitation
patterns, and the improvement in increment detection with
level is due to spread of excitation. Loudness per se may
have little to do with the specific predictions for these
stimuli.

The improvement in intensity discrimination with level,
often referred to as the near miss to Weber’s law �McGill and
Goldberg, 1968a�, is generally attributed to spread of excita-
tion to higher frequencies �Florentine and Buus, 1981; Vi-
emeister, 1988; Zwicker, 1956, 1970�. Strong effects of level
on increment detection were observed in the present data,
both in quiet and in noise. Increment detection in quiet for
the first three experiments could be described by two straight
lines with a breakpoint between 20 and 40 dB SL and a
steeper function for pedestal levels below the breakpoint.
Results have been presented in units of �L on a log axis, but
the pattern would be similar if shown in units of
10 log��I / I�. Published functions show a comparable break-
point for increment detection and a more pronounced break-
point at a lower SL for intensity discrimination �Viemeister
and Bacon, 1988�. The partial loudness model has no tempo-
ral information and therefore predicts the same function for
both increment detection and intensity discrimination. Given
the observed differences between the functions for the two
tasks, the model may provide a better account of increment
detection than of intensity discrimination. The reason for this
is unclear.

The results of experiment 4 demonstrate that, given two
noises that produce equal threshold shifts for the pedestal,
the noise with energy in the same frequency region as the
pedestal will have a greater negative impact on increment
detection. The effect may be larger than would be predicted
on the basis of the excitation patterns incorporated in the
partial loudness model. Given that the model is based en-
tirely on spectral information and that increment detection is
known to rely on temporal information �e.g., Glasberg et al.,
2001; Gallun and Hafter, 2006; Moore et al., 1999; Oxen-
ham, 1997�, failure of the model to account for all aspects of
the data is not surprising. Noise that falls within the critical
band of the pedestal and increment may have a greater effect
on temporal processing than noise located above the test fre-
quency. The template models proposed by Moore et al.
�1999� and Glasberg et al. �2001� predict such an effect be-
cause they assume that the decision process is based on the
temporal properties of a single auditory filter. Glasberg et al.
noted that noise at the output of the auditory filter centered
on the pedestal and increment would have the temporal prop-
erties of a narrow-band noise, even if the input were broad-
band.

Modulation-filter-bank models �e.g., Dau et al., 1996,
1997; Jepsen et al., 2008� assume filters in the modulation
frequency domain that receive input from a broad range of
carrier frequencies. This assumption has been confirmed in a
study of frequency selectivity for amplitude modulation �Ew-
ert and Dau, 2000�. Gallun and Hafter �2006� used a modu-
lation filter bank model to account for increment detection as
a function of increment duration and showed that modulation
of a carrier at 2.013 kHz can interfere with increment detec-

tion at 0.477 kHz, a separation of more than two octaves. All
of the noise conditions in experiment 4 included noise less
than two octaves from the pedestal and increment, but broad-
band noise was clearly the most effective. More complete
data obtained with high-pass or notched-noise maskers are
necessary to test the assumptions of modulation-filter-bank
and auditory-filter models.

Early multi-stage models of increment detection �Moore
et al., 1993, 1996; Oxenham, 1997� assumed a decision
based on the maximum difference observed at the output of
the temporal window, a measure referred to as �O. The em-
phasis here has been on the later models �Glasberg et al.,
2001; Moore et al., 1999� that assumed a decision based on
correlation with a temporal template for the increment, a
measure more sensitive to the properties of the noise enve-
lope. Neely and Jesteadt �2005� described a model with a
decision process based on the overall difference between the
two intervals, similar to �O. This model assumes a combi-
nation of multiplicative and additive internal noise and a
quadratic nonlinearity based on loudness-matching data
�Neely et al., 2003�. Use of a mathematically tractable non-
linearity and a temporal integration time constant rather than
a temporal window allowed the authors to develop a single
equation for d� that could be solved for signal level at thresh-
old by setting d�=1. Variance in the decision variable due to
internal noise is assumed to depend on the pedestal level and
to add to the variance due to the noise component of the
stimulus. Fits to the data from experiments 2 and 3 using this
model are shown in Fig. 9. Note that the model predicts a
different shape for the functions that describe the effect of
pedestal level in quiet and in noise, whereas the partial loud-
ness model predicts incorrectly that these functions will be
similar in shape. Details of the Neely and Jesteadt �2005�
model are described in the Appendix.

The lack of a strong effect of noise level at low SLs, the
lack of a strong interaction between increment duration and
the effect of noise, and the success of the model proposed by
Neely and Jesteadt �2005�, where decisions are based only on

FIG. 9. Data from experiments 2 and 3 fitted by a model where the decision
is based on the difference in perceptual intensity created by presentation of
the increment. Performance is limited by a temporal integration process and
by internal and external noise, where the internal noise includes both an
additive and a multiplicative component. The model uses a three-parameter
quadratic nonlinearity, a two-parameter temporal integration process, and a
two-parameter internal noise. Parameter values were held constant in plot-
ting the functions shown in the left and right panels, except that one of the
quadratic-nonlinearity parameters decreased �by as much as 20%� with in-
creasing noise.
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�O rather than on the entire template, all argue that any
template-matching or modulation detection cues are propor-
tional to �O. Of the models discussed here, only the partial
loudness model explicitly assumes use of the information
available in higher-frequency channels, but the model de-
scribed in the Appendix essentially lumps the output of the
entire cochlea into a single channel. In experiment 4, the
authors attempted to establish the relative contributions of
higher-frequency channels to increment detection in noise by
varying the frequency cutoff and bandwidth of the noise. The
influence of noise bandwidth has not been explored in the
model. A useful feature of the model is its potential to predict
the influence on d� of any stimulus parameter. This would
permit specific predictions concerning the effects of internal
and external noises on the form of psychometric functions.

VII. CONCLUSIONS

At low pedestals levels, increment detection is limited
by the masking effect of the noise and is similar across noise
conditions for pedestals of equal SL. At high pedestal levels,
the noise has no effect and increment detection is determined
by the pedestal level in dB SPL.

A partial loudness model based on excitation patterns
�Moore et al., 1997� provides a good account of the improve-
ment in increment detection with level observed in the ab-
sence of a noise masker but underestimates the detrimental
effect of noise on increment detection thresholds.

When results are averaged across pedestal levels, the
improvement in increment detection as a function of duration
is similar in quiet and in noise.

Results suggest that off-frequency listening does not af-
fect increment detection performance and that background
noise is not necessary to control such effects.

A model proposed by Neely and Jesteadt �2005� pro-
vides a good fit to the data from experiments 2 and 3 by
assuming that variance due to external noise adds to the vari-
ance due to internal, multiplicative noise.
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APPENDIX: QUADRATIC-COMPRESSION MODEL

Consider the transformation from physical intensity into
perceptual intensity in three steps: �1� a logarithmic transfor-
mation L=L�I� from physical intensity I to signal level L �in
decibels�, �2� a quadratic-compression transformation E
=E�L� from physical signal level L to a perceptual signal
level called excitation E, and �3� an anti-logarithmic trans-
formation N=L−1�E� from excitation E to perceptual inten-
sity N. The first and third steps are easily described as loga-
rithmic expressions,

L�I� = 10 log10� I

It
� , �A1�

L−1�E� = Nt10E/10, �A2�

where It will be defined as the physical intensity of the signal
at threshold and the perceptual intensity threshold Nt is arbi-
trarily set to 1. The fact that the second step is quasi-
logarithmic makes the composite three-step transformation
have properties similar to a single logarithmic transforma-
tion. However, all three steps are needed to allow perceptual
intensity to serve as a decision variable for basic psychoa-
coustics tasks.

The middle step in the physical-to-perceptual intensity
transformation represents the compressive response growth
of the peripheral auditory system. If compression of the pe-
ripheral nonlinearity is modeled as a quadratic function of
signal level �Neely and Jesteadt, 2005�, then the correspond-
ing excitation is related to signal level by

E�L� = C −
2

q
tanh−1�2cL + b

q
� , �A3�

where q=�b2+4ac and C is an arbitrary integration constant
selected to make E�0�=0. A useful feature of this nonlinear
representation is that an explicit expression is available for
the inverse of E,

E−1�E� = � q

2cL + b
�tanh�q

2
�C − E�	 . �A4�

The complete physical-to-perceptual intensity trans-
formation is represented by the composite function I�I�=
L−1�E�L�I���. The inverse transformation is simply I−1�I�
=L−1�E−1�L�N���. Expressions for these two composite func-
tions are derived by combining Eqs. �A1�–�A4�. Besides the
signal threshold It, this quadratic-compression model �QCM�
has only three parameters: a, b, and c.

The QCM provides a foundation for modeling increment
detection in noise. Neely and Jesteadt �2005� suggested that
performance on an increment detection task may be de-
scribed by

d� =
I�I2� − I�I1�

�
, �A5�

where I1 is the intensity of the pedestal, I2 is the incremented
intensity, and �2 is the variance associated with the decision
variable I�I2�−I�I1�. This variance represents the combined
influence of internal noise, external noise, and temporal in-
tegration,

�2 =
n0

2 + n1
2I�I1� + n3

2I2�I3�
1 − aie

−�s/�i
. �A6�

In this equation, I3 is the intensity of the external noise and �s

is the duration of the increment. Equation �A6� introduces
six additional model parameters: Two parameters �n0 and n1�
describe the influence of internal noise on detection, two
parameters �ai and �i� represent temporal integration and de-
scribe the influence of increment duration on detection, and
two parameters �L3t and n3� specify the external noise thresh-
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old level �for the purpose of determining its perceptual in-
tensity� and how the external noise combines with internal
noise.

If �L=L�I2 / I1� is defined and Eq. �A5� is used to derive
an expression for I2, then

�L = L�I−1�I�I1� + �d��� − L�I1� . �A7�

The three QCM parameters may be independently deter-
mined by requiring consistency with an intensity discrimina-
tion task �Jesteadt et al., 1977�. The two temporal integration
parameters may be independently determined by requiring
consistency with a single-tone detection task �Florentine et
al., 1988�. The pedestal threshold was selected as the refer-
ence intensity for all three stimulus intensities. This leaves
only two model parameters to describe increment detection
in quiet and one additional parameter to describe the strength
of the external noise contribution. To provide a better fit to
the data for pedestal levels 	60 dB SPL, the QCM model
that describes compression growth rate �CGR� was decreased
�by as much as 20%� in the presence of external noise. Esti-
mated parameter values are summarized in Table IV.

Figure 9 shows �L as a function of I1 �when d�=1� for
several values of I3 on the left and several values of �s on the
right. In the absence of external noise �lowest line in left
panel�, n0 determines threshold for pedestal levels below 30
dB SPL, while n1 determines threshold for pedestal levels
above 30 dB SPL. In the presence of external noise �upper
lines in left panel�, the main effect of decreasing parameter b
is to decrease threshold more rapidly for pedestal levels
above 60 dB SPL. Increment duration had less effect on
model threshold �right panel� than observed in the data.
Overall, the QCM model reproduces all of the major trends
observed in the data.
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Dugongs �Dugong dugon� were monitored using simultaneous passive acoustic methods and visual
observations in Thai waters during January 2008. Chirp and trill calls were detected by a towed
stereo hydrophone array system. Two teams of experienced observers conducted standard visual
observations on the same boat. Comparisons of detection probabilities of acoustic and visual
monitoring between two independent observers were calculated. Acoustic and visual detection
probabilities were 15.1% and 15.7%, respectively, employing a 300 s matching time interval. When
conspecific chirp calls were broadcast from an underwater speaker deployed on the side of the
observation boat, the detection probability of acoustic monitoring rose to 19.2%. The visual
detection probability was 12.5%. Vocal hot spots characterized by frequent acoustic detection of
calls were suggested by dispersion analysis, while dugongs were visually observed constantly
throughout the focal area �p�0.001�. Passive acoustic monitoring assisted the survey since
detection performance similar to that of experienced visual observers was shown. Playback of
conspecific chirps appeared to increase the detection probability, which could be beneficial for
future field surveys using passive acoustics in order to ensure the attendance of dugongs in the focal
area. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3203805�

PACS number�s�: 43.66.Gf, 43.80.Ev, 43.80.Ka, 43.80.Nd �WWA� Pages: 1954–1959

I. INTRODUCTION

Dugongs, Dugong dugon, are endangered herbivorous
marine mammals inhabiting tropical and subtropical shallow
waters that include the Indian and Pacific Oceans. Although
the world’s largest dugong population is found in Australian
waters, the local populations in many other locations are be-
coming endangered �e.g., Marsh et al., 2002; Preen, 1998;
Preen, 2004�. Dugongs feed on shallow sea grass beds,
spending 72% of their day in waters less than 3 m deep
�Chilvers et al., 2004; De Iongh et al., 2007�. Underwater
dugongs are visible in shallow areas such as feeding
grounds. Previously in Thailand, several visual surveys were
conducted to estimate the total population of about 120 ani-

mals in Trang Province �Hines et al., 2005�, and acoustic
observations of the dugongs suggested tidal and diel effect
on their acoustic activities �Ichikawa et al., 2006; Tsutsumi
et al., 2006�. Although those previous works provided impor-
tant information of the dugongs, the detection performances
of the visual and acoustic observation remain to be evalu-
ated.

Aerial surveys are an efficient method for surveying
dugongs �Pollock et al., 2006; Marsh et al., 2004; Hines
et al., 2005; Adulyanukosol et al., 2007� and are commonly
used because they are quick and cover a wide range. Aerial
surveys have some limitations. First, aerial observers can
miss dugongs in deep water areas; this could cause a depth-
dependent bias. Dugongs have often been observed offshore
where the bottom was not visible. Second, independent ob-
servations are difficult from small airplanes that prevent
g-zero estimation. g-zero is the detection probability of target

a�Author to whom correspondence should be addressed. Electronic mail:
ichikawa@bre.soc.i.kyoto-u.ac.jp
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species on a survey line and is commonly assumed to be 1
since most targets can be observed. For marine mammal ob-
servations, this assumption is not usually satisfied. To com-
pensate for this bias, g-zero can be estimated by comparing
primary and independent visual observations �Buckland
et al., 1993�. Third, habitats of dugongs are not always ac-
cessible by airplane. Thus, a long-term methodology that is
less costly is preferable in remote areas with little financial
support for research.

Ship-based visual observation is a standard method for
surveying surfaced marine mammals. These surveys can be
conducted in very deep waters since marine mammals must
return to the surface to breathe. Primary and independent
observers are commonly used to estimate abundance in ship-
based observations. Moreover, ship- or boat-based observa-
tion is well established and widely used even in remote ar-
eas. The problem with this method for surveying dugongs
lies in the difficulty in observing them from either land or
ship. They surface only once or twice at a time, exposing
only their nose and keeping the rest of their body underwater.
Their dive duration is approximately 150 s �Chilvers et al.,
2004�.

Over the past several years, passive acoustic methods
have been widely applied for monitoring dolphins �Philpott
et al., 2007�, porpoises �Wang et al., 2005�, baleen whales
�Stafford et al., 2007�, and even for sirenians such as mana-
tees �Phillips et al., 2004� and dugongs �Ichikawa et al.,
2006; Tsutsumi et al., 2006�. Dugongs produce several types
of sounds such as chirps, trills, and barks. Chirps are
frequency-modulated narrow-band sounds that are often pro-
duced in sequence �Anderson and Barclay, 1995; Ichikawa
et al., 2006�. Chirps start in an up-sweep and then turn into
down-sweeps within a couple of hundred milliseconds. Trill
sounds are long in duration and often last for more than 1 s,
with an up and down frequency modulation that sounds like
a vibration. Barks are a low frequency broadband sound that
is not observed as frequently as the other two vocalization
types. Chirp calls, which were the most frequent in the study
area, had an average frequency of 4521�1615 Hz and an
average duration of 126�87 ms �n=704�. Trill calls were
characterized by a frequency of 4152�1111 Hz and a du-
ration of 1737�1049 ms �n=74� �Ichikawa et al., 2003�.
Chirps and trills are appropriate targets for passive acoustic
monitoring methods for dugongs �Fig. 1�.

Data obtained from passive acoustics can be considered
to be independent from visual detection. Pollock et al. �2006�
compared visual detection of dugongs by two individual ob-
servers on the same platform and developed a model that
estimated detection probabilities. Identical observation con-
ditions resulted in overestimation of detection probability
due to high correlation between detection probabilities of the
two observers, thus resulting in an underestimation of the
population size. Acoustics can be used as an independent
observation method to estimate the detection probability of
dugongs. Simultaneous observation of porpoises with visual
and acoustic methods enables the calculation of detection
probabilities for both techniques when both types of detec-
tion occur simultaneously �Akamatsu et al., 2008�. It should
be noted that the constant vocalization as of the porpoises in
Akamatsu et al. �2008� enhances accurate calculation of the
detection probability. The authors modified this method for
low frequency tonal sounds of wild dugongs, compared the
detection probability to that of visual detection in Thai wa-
ters, and attempted to improve the detection probability by
using a playback of the dugong vocalizations. The authors
also evaluated constancy of both of the detections.

II. MATERIALS AND METHODS

A. Acoustic observations

A towed stereo hydrophone system �Towed Aquafeeler,
System Intech Co. Ltd., Japan� was operated off of Trang
Province, Thailand. The study area for the towed system was
from Muk Island �7, 12�.28�N, 99, 23�.56�E� to the south-
west end of Talibong island �7, 24�.31�N, 99, 20�.11�E� via
Hat Yao port �7, 18� .4�N, 99, 24� .0�E�. The authors oper-
ated a wooden boat �11.3 m in length and 2.4 m in width� for
daily trips around the focal area. The distance of this trip was
60 km and took 6 h a day at a towing speed of 10 km/h. The
cruise lines from north to south were separated by approxi-
mately 1 km in order to cover a wider range of the focal area,
specifically inshore and offshore lines. Each day, the authors
randomly selected either an inshore or offshore line to begin
surveys.

The Towed Aquafeeler consisted of a 10 m draw, a 4 m
flexible polyvinyl chloride rubber tube with two hydrophone
elements �100 Hz–100 kHz� inside, a 60 m towed electric
cable, a receiving unit, and a two-channel conditioning am-
plifier. The towed cable eliminated interfering noise from the
towing boat. The cable had a neutral buoyancy that enabled
towing even in shallow waters of 1 m depth, which is close
to the minimum depth of 0.8 m that dugong forage in �Tsut-
sumi et al., 2006�. The stereo hydrophone �two hydrophone
elements� was separated by 2 m from the preamplifier near
the hydrophone element. The receiving sensitivity of the hy-
drophone was �193 dB �re 1 V /�Pa�. The amplifier had a
variable high-pass filter �cutoff frequencies of 200 Hz, 1
kHz, and 4 kHz�. In the present study, the authors selected a
1 kHz high-pass filter to eliminate flow noise interference.
Stereo signals were recorded using a hard disk recorder �R-4
pro, Roland, Japan�.

Two experienced audio listeners �T.A. and T.S., authors
of this paper� monitored underwater sounds using head-

FIG. 1. A sonogram �bottom inset� and a wave form �upper inset� of typical
dugong calls including three chirp calls and a trill call recorded in the study
area. Chirp calls, which were the most frequent in the study area, had an
average frequency of 4521�1615 Hz and an average duration of
126�87 ms �n=704�. Trill calls were characterized by a frequency of
4152�1111 Hz and a duration of 1737�1049 ms �n=74� �Ichikawa et al.,
2003�.
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phones �MDR-Z600, SONY, Japan�. These listeners had ex-
perience in listening to several dozen hours of recorded
sounds and in identifying dugong vocalizations. The two lis-
teners took turns listening, alternating every 30 min. The
time at which dugong calls were received, with a 1 s reso-
lution, was recorded by the listener. Two successive chirps or
one long trill over a 1 s period were defined as a detection,
and if these sounds were not heard, no record was made.
Automatic track logging of the GPS �GPS 76s, Garmin,
USA� was used to assess the location with respect to the
detection time. Acoustic observers sat below the tower that
the visual observers surveyed from so that they were out of
sight of each other. Underwater sounds were amplified to a
volume that prevented the listener from hearing the voice of
the other observers on board. No exchange of cues between
acoustic and visual observers was permitted. Onboard detec-
tions were confirmed by off-line listening. T.A. checked the
recording of each detection with COOL EDIT PRO software
�Syntrillium Software Corp., AZ� by listening to the sound
and looking at the sonogram to exclude false positive detec-
tions. The detection threshold level was 90 dB rms re 1 �Pa
using a 1024-point fast Fourier transform.

Dugongs are known to call back to recorded conspecific
chirp sounds, as indicated in an unpublished reference. The
authors broadcasted the chirp sound from the observation
boat using an underwater speaker �U.S.300, FOSTEX, Ja-
pan�. Playback and non-playback experiments were con-
ducted every other day. Vocal rates of dugongs have been
suggested to be affected by the tidal cycle �Ichikawa
et al., 2006�. To control this effect, playback of the chirps
was continued for the whole day round trip from Muk Island
to Talibong Island. Playback sounds were recorded from
Talibong Island at the west end of the focal area of the
present study. A digital bandpass filter that passes all fre-
quency components between 2 and 5 kHz was applied to
reduce the noise of the test sound in advance of the playback.
The source level was set at 150 dB rms re 1 �Pa.

Ichikawa �2007� estimated the source level of dugong
calls to be approximately 141.6�4.6 dB with a mode value
of 138 dB using spherical spreading model assumption for
the transmission loss. Given the mode of the source level of
dugong calls and the detection threshold level, the acoustic
detection range was calculated to be 251.2 m.

B. Visual observations

Four experienced visual observers performed visual ob-
servations, conducted without magnification. Two were pro-
fessional dolphin watching guides, and the other two were
researchers who have been conducting visual observations of
dugongs in Thai waters for many years. Observers focused
on the sector 90° to the left of the bow during first 30 min
and then focused on the 90° sector on the right side for
another 30 min, followed by 1 h of rest. The order of the
observers was determined randomly every day. The observa-
tion platform was constructed on the boat and was 1.84 m in
height with a shade-providing roof to prevent dazzling. Ob-
servers recorded species, distance, the angle relative to the
bow, and the group size. The reference angle of 0° was pro-

vided by the direction of the bow, which is consistent with
the end fire direction of the towed hydrophone. Humpback
dolphins were occasionally observed in the study area, and
records of their presence were used to exclude contamination
by dolphin whistles in audio recordings. Dolphin whistles
did not show a regular sequence like the calls of dugongs.
Detection of non-sequential sounds corresponded with the
visual detection of dolphins. Therefore, the exclusion of dol-
phin sounds from the acoustic data was easy.

C. Calculation of detection probabilities

The authors applied the method of Akamatsu et al.
�2008� to estimate the detection probabilities by comparing
the detections by two individual observations. All detections
fell into a time interval ranging from 20 to 1000 s during the
entire observation period. If more than one vocal sequence
was detected within the time interval, that time interval was
categorized as acoustically positive. If any visual observation
of dugongs was made in a particular time interval, that time
interval was also categorized as being visually positive. The
acoustical detection probability �Pa� was defined as the ratio
between the number of acoustically positive intervals �Na�
and the number of intervals when the dugong was actually
present �N�. The latter factor N could not be measured di-
rectly. However, if the authors assume an entire set of the
visual detections �Nv� as another sampling population, detec-
tion probability of acoustic observations �Pa_estimate� can
be estimated from the number of both acoustically and visu-
ally positive detections �Nm� over the total number of visual
detections �Nv�. Based on the idea of sampling statistics, if
the distribution of individuals were completely uniform,
Pa_estimate would be equal to Pa. The detection probability
of visual observations �Pv_estimate� can also be obtained as
Nm divided by Na �Eqs. �1� and �2��; see details in Akamatsu
et al. �2008�,

Pa _ estimate = Nm/Nv �1�

and

Pv _ estimate = Nm/Na. �2�

D. Analysis of dispersion of detections

The accuracy of the estimation of the detection probabil-
ity depends on the distribution pattern of detections. The
authors segmented the transecting line into 833 m sample
blocks, equivalent to 300 s time intervals, and tallied both
acoustic and visual detections for each block. Analysis of
dispersion using an I�-index was performed to examine the
spatial distribution of locations where detections were made.
The I�-index was proposed by Morisita �1962� as a measure
of the dispersion of individuals in a population. The statisti-
cal significance of the index value was tested by F
�b–1,� ;0.01�. The index value and F value for a given
group of N individuals was computed as

I� = � xi�xi – 1�/N�N – 1�

and
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F = �I��N – 1� + b – N�/�b – 1� ,

where xi is the number of individuals in the ith sample block
of the total b blocks �i=1,2 ,3 ,4 , . . . ,b�. If the index is
greater �smaller� than 1, then the distribution is concentrated
�uniform�. An index equal to 1 indicates a random distribu-
tion.

III. RESULTS

Surveys were conducted for 12 days from January 11 to
23 in 2008. In total, 85 dugongs were observed visually. On
average, seven animals per day were observed along the 60
km cruise. The maximum detection distance of visual obser-
vations was 220 m from the observer to the animal. In addi-
tion, three dugongs were observed by off-duty observers.
These observations were not used for the analysis.

Acoustic surveys detected sequences of dugong vocal-
izations 237 times. Once a dugong started to vocalize, the
sequence of chirps and trills was recognized, which is con-
sistent with former observations in these waters. Unlike ob-
servations of finless porpoises by Akamatsu et al. �2008�,
counting of the number of animals was not possible because
the bearing angle of the sound source was not clear in most
cases due to a low signal to noise ratio.

A. Detection probability affected by playback

Observations with and without playbacks were con-
ducted for 5 and 7 days, respectively. The number of acous-
tically and visually positive time intervals depended on the
duration of the interval. Using control data without playback
sessions, the numbers of acoustically and visually positive
intervals were 111 and 54, respectively, when the duration of
the interval was 20 s. These values were reduced to 28 and
49 with a 1000-s interval because the total number of inter-
vals was reduced.

Estimated detection probabilities are shown in Fig. 2.
The estimated detection probability increased as the time in-
terval became longer. The detection probability of the pas-
sive acoustic method with a playback signal was about 1.3
times greater than that without a playback sound in any
given time interval �Fig. 2�a��. For both acoustic and visual
detection, comparisons of regression slopes with and without
playback showed statistical differences �p�0.01, t=10.32
and 6.36, n=50 for both, and two-tailed t test�.

B. Dispersion of detections

Areas surveyed with and without playbacks were seg-
mented into 33 and 34 sample blocks, respectively. Acousti-
cally positive intervals both with and without playback were
concentrated in two specific areas that were located on the
east side of Muk Island and on the south side of Talibong
Island �p�0.01, I�=2.73 and 3.52, F=6.88 and 21.08, and
n=33 and 34, respectively�. The distribution of visually posi-
tive intervals with playbacks was not significantly concen-
trated �p�0.05, I�=1.43, F=1.34, and n=33�, and intervals
without playback showed an almost random distribution �p
�0.05, I�=0.97, F=1.07, and n=34�. The I�-index of the
visual detections increased slightly during playback.

IV. DISCUSSION

Detection probabilities for both acoustic and visual ob-
servations of dugongs were estimated, with the detection
ranges of both observations being well-matched. Playback
significantly improved the acoustic detection probability. As
indicated in an unpublished reference, dugongs responded by
calling back to the playback of conspecific calls. The au-
thors’ result is consistent with the former experiment con-
ducted with stationary playbacks. Detection probabilities of
dugongs in the present study depended on the length of the
time interval. Longer time intervals provided a larger detec-
tion probability. In the present study, the appropriate time
interval was considered to be twice the average respiration
interval of dugongs. Using a 300 s time interval, the detec-
tion probabilities of acoustic and visual observations were
15.1% and 15.7%, respectively. These probabilities were
19.2% and 12.5% during playback sessions. Passive acoustic
methods and visual observations from experienced observers
showed similar performance, and the acoustic detections
were enhanced by the playback of conspecific calls.

Two major limitations should be noted for passive
acoustic surveys of dugongs. The first is the uncertain match-
ing of animals by visual and acoustic methods. There is also
the possibility that matching visual and acoustic detections
may not actually detect the same animal. The 300 s time
interval corresponds to an 833 m interval on the survey line

FIG. 2. Detection probabilities of �a� acoustic and �b� visual observations.
The solid and empty squares �triangles� indicate acoustic �visual� detection
probabilities with and without playback, respectively. For both acoustic and
visual observations, statistically significant differences were found between
the slopes of detection probabilities with and without playback �p�0.01�.
The playback of a conspecific chirp was effective for improving the perfor-
mance of acoustic detection.
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at a speed of 10 km/h Thus, detection within the 300 s time
interval used in the present study is interpreted as the prob-
ability that one or more dugongs are present in that 833 m of
space. If the authors considered a longer time interval of 6 h,
which was the entire observation duration of each day, the
detection probability would be 1 since they detected at least
one or more animals in a day during a 60 km cruise. Thus, at
least one or more dugongs were in the surveyed area. Using
acoustically/visually positive intervals is useful in discrimi-
nating absence or presence, which is equivalent to detecting
the presence of individuals within the interval. Unlike previ-
ous results with finless porpoises �Akamatsu et al., 2008�,
the authors could not count the number of animals using a
sound bearing angle due to the low signal to noise ratio. The
dugongs were found to call back to conspecific calls by an
unpublished reference. Then, because the vocalization rate of
an individual is not always constant, the number of detected
calls is not proportional to the number of individuals. There-
fore, acoustic detection only shows the presence of one or
more animals. To apply a system with low detection perfor-
mance, a relatively long section can be used to establish the
presence/absence of animals. In the present study, each 833
m section was used as the unit section and associated with
the presence or absence of dugongs as determined by acous-
tic or visual observation. Thus, the use of passive acoustic
surveys for dugongs was more suitable for assessing the
presence of animals rather than counting the number of ani-
mals in the focal area. Assessing presence or absence is the
first step in the conservation of highly endangered aquatic
animals. However, it should be noted that passive acoustic
surveys should not be used to confirm the absence of endan-
gered animals.

The second limitation of the passive acoustic method
used is the locality of acoustical detection. The analysis of
dispersion suggests distinctive vocal “hot spots” despite uni-
form visual detection �Fig. 3�. Pollock et al. �2006� noted
that the availability of animals for observation should be

taken into account. It should thus be noted that acoustic
availability may depend on the location, especially at the east
end of Talibong Island. The visual observers covered dis-
tances of up to 220 m from the cruise line, and the estimated
acoustic detection range was 251.2 m from the hydrophone.
Although the detection performance of both methods should
be low close to the limit of the observable range, the detec-
tion range of the acoustic method was likely wider than that
of visual observation.
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detections were not significantly concentrated �p�0.05� and were almost random when playbacks were not utilized.
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The perceptual integration of 250 Hz, 500 ms vibrotactile and auditory tones was studied in
detection experiments as a function of �1� relative phase and �2� temporal asynchrony of the tone
pulses. Vibrotactile stimuli were delivered through a single-channel vibrator to the left middle
fingertip and auditory stimuli were presented diotically through headphones in a background of 50
dB sound pressure level broadband noise. The vibrotactile and auditory stimulus levels used each
yielded 63%–77%-correct unimodal detection performance in a 2-I, 2-AFC task. Results for
combined vibrotactile and auditory detection indicated that �1� performance improved for
synchronous presentation, �2� performance was not affected by the relative phase of the auditory and
tactile sinusoidal stimuli, and �3� performance for non-overlapping stimuli improved only if the
tactile stimulus preceded the auditory. The results are generally more consistent with a “Pythagorean
Sum” model than with either an “Algebraic Sum” or an “Optimal Single-Channel” Model of
perceptual integration. Thus, certain combinations of auditory and tactile signals result in significant
integrative effects. The lack of phase effect suggests an envelope rather than fine-structure operation
for integration. The effects of asynchronous presentation of the auditory and tactile stimuli are
consistent with time constants deduced from single-modality masking experiments.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3204305�

PACS number�s�: 43.66.Lj, 43.66.Wv �RLF� Pages: 1960–1974

I. INTRODUCTION

Multisensory interactions commonly arise in everyday
exploration of the environment, and numerous examples can
be cited to demonstrate the influence of one sensory modality
over another. For example, the presence of an auditory signal
can alter judgments regarding the intensity, numerosity, and
motion of visual signals �Stein et al., 1996; Bhattacharya et
al., 2002; Sekuler et al., 1997�, and the location of a visual
stimulus can modify the perceived location of an auditory
signal �as in the ventriloquism effect; Woods and Recanzone,
2004�. In the area of speech perception, for example, the
McGurk effect �McGurk and MacDonald, 1976� provides a
powerful demonstration of the ability of visual cues derived
from lip-reading to influence the perception of auditory
speech cues. The current research is concerned with explor-
ing perceptual interactions between the senses of hearing and
touch and is motivated by recent results from anatomical and
physiological studies demonstrating significant interactions
between these two senses.

In anatomical research, recent studies indicate that areas
of the central nervous system that have traditionally been
thought to receive auditory-only inputs may also receive in-
puts from the somatosensory system. For example, in the
brainstem, the trigeminal nerve sends somatosensory input to
the cochlear nucleus of the guinea pig �Zhou and Shore,
2004�, while in the thalamus, somatosensory projections are
sent to non-primary areas of the auditory cortex of the
macaque monkey �Hackett et al., 2007�. Projections within
the cortex have been found from the secondary somatosen-
sory cortex to the primary auditory cortex of the marmoset

monkey �Cappe and Barone, 2005� as well as to non-primary
auditory cortical areas of the macaque monkey �Smiley et
al., 2007�. Additionally, recent physiological studies in hu-
mans �using non-invasive imaging� as well as in non-human
primates �using electrophysiology� suggest that the auditory
cortex is an active multisensory area, responding to soma-
tosensory input alone as well as to combined auditory and
tactile stimuli in a manner that is different from responses to
auditory-only stimulation �Schroeder et al., 2001; Foxe et
al., 2002; Fu et al., 2003; Caetano and Jousmaki, 2006; Kay-
ser et al., 2005; Schurmann et al., 2006; Lakatos et al.,
2007�.

Although there is increasing anatomical and physiologi-
cal evidence that tactile and auditory stimuli interact, there is
less direct perceptual evidence for this interaction. Previous
perceptual studies of auditory and tactile interactions can be
organized into two broad categories: the influence of tactile
stimulation on auditory perception and the influence of audi-
tory stimulation on tactile perception. In the first category,
experiments have shown that tactile stimuli can influence
auditory localization �Caclin et al., 2002� and auditory mo-
tion �Soto-Faraco et al., 2004�. Other perceptual studies have
examined the effects of tactile stimulation on the perceived
loudness or discriminability of auditory stimuli �Schurmann
et al., 2004; Schnupp et al., 2005; Gillmeister and Eimer,
2007; Yarrow et al., 2008�. These studies employed a variety
of experimental procedures �i.e., loudness matching, signal
detectability, and signal discriminability� and, under certain
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experimental conditions, have shown increased loudness or
discriminability for paired auditory-tactile stimuli compared
with the single-modality stimulus.

In the second category, auditory stimuli have been effec-
tive in influencing tactile perception, including such ex-
amples as changes in tactile threshold or tactile magnitude
when paired with an auditory stimulus �Gescheider et al.,
1969; Gescheider et al., 1974; Ro et al., 2009�. Other studies
have shown that changing the high-frequency components of
the auditory stimulus on a tactile task can affect the rough-
ness judgment of the tactile stimulus �Jousmaki and Hari,
1998; Guest et al., 2002� and that judgments of tactile nu-
merosity can be affected by the presence of competing audi-
tory signals �Bresciani et al., 2005�. In several of these stud-
ies �Soto-Faraco et al., 2004; Bresciani et al., 2005;
Gillmeister and Eimer, 2007�, temporal synchrony between
the auditory and tactile stimuli was an important factor in
eliciting interactive effects.

Further systematic and objective studies exploring the
perceptual characteristics of the auditory and tactile systems
are necessary for understanding the interactions between
these sensory systems. In addition, perceptual studies will
aid in interpreting the anatomical and neurophysiological
studies which demonstrate significant interactions between
the auditory and tactile sensory systems. The goal of the
current research was to obtain objective measurements of
auditory-tactile integration for near-threshold signals through
psychophysical experiments conducted within the framework
of signal-detection theory using d� �and percent correct� as a
measure of detectability. Our hypothesis �derived from a
general model proposed by Green �1958�� states that if the
auditory and tactile systems do integrate into a common neu-
ral pathway, then the detectability of the two sensory stimuli
presented simultaneously will be significantly greater than
the detectability of the individual sensory stimuli. Specifi-
cally, if the stimuli are judged independently of one another,
the resulting d� should equal the root-squared sum of the
individual sensory d� values. If, on the other hand, the
stimuli are integrated into a single percept before being pro-
cessed, the resulting d� should equal the sum of the indi-
vidual d� values.

The experiments reported here explore the perceptual
integration between auditory pure tones and vibrotactile
sinusoidal stimuli as a function of �1� phase and �2� stimulus-
onset asynchrony �SOA�. Manipulations of the relative phase
of the tactile and auditory tonal stimuli were conducted as a
means of exploring whether the interaction of the stimuli
occurs at the level of the fine structure or envelope of the
signals from the two separate sensory modalities. Manipula-
tions of SOA between the tactile and auditory signals were
conducted to explore the time course over which cross-
modal interactions may occur. Measurements of d� �and per-
cent correct� were obtained for auditory-alone, tactile-alone,
and combined auditory-tactile presentations. The observed
performance in the combined condition was then compared
to predictions of multi-modal performance derived from ob-
served measures of detectability within each of the two sepa-
rate sensory modalities.

II. METHODS

A. Stimuli

The auditory stimulus employed in all experimental con-
ditions was a 250-Hz pure tone presented in a background of
pulsed 50 dB SPL �sound pressure level� Gaussian broad-
band noise �bandwidth of 0.1–11.0 kHz�. The tactile stimulus
employed in all experimental conditions was a sinusoidal
vibration with a frequency of 250 Hz. The background noise
was utilized to mask possible auditory cues arising from the
tactile device and was present in all auditory �A�, tactile �T�,
and combined auditory plus tactile �A+T� test conditions.
The 250-Hz signals in both modalities were generated digi-
tally �using MATLAB 7.1 software� to have a total duration of
500 ms that included 20-ms raised cosine-squared rise/fall
times.

The digitized signals were played through a digital-
analog sound card �Lynx Studio Lynx One� with a sampling
frequency of 24 kHz and 24-bit resolution. The auditory sig-
nal was sent through channel 1 of the sound card to an at-
tenuator �TDT PA4� and headphone buffer �TDT HB6� be-
fore being presented diotically through headphones
�Sennheiser HD 580�. The tactile signal was passed through
channel 2 of the sound card to an attenuator �TDT PA4� and
amplifier �Crown D-75� before being delivered to an electro-
magnetic vibrator �Alpha-M Corporation model A V-6�. The
subject’s left middle fingertip made contact with the vibrator
�0.9 cm diameter�. A laser accelerometer was used to cali-
brate the tactile device.

B. Subjects

Eleven subjects ranging in age from 18 to 48 years �five
females� participated in this study. Audiological testing was
conducted on the first visit to the laboratory. Only those sub-
jects who met the criterion of normal audiometric thresholds
�20 dB hearing level or better at frequencies of 125, 250,
500, 1000, 2000, 4000, and 8000 Hz� were included in the
studies. All subjects were paid an hourly wage for their par-
ticipation in the experiments and signed an informed-consent
document prior to entry into the study. Six subjects partici-
pated in experiment 1 �S1, S2, S3, S4, S6, and S7�, four in
experiment 2A �S6, S8, S9, and S10�, four in experiment 2B
�S2, S4, S7, and S8�, and four in experiment 2C �S8, S10, S21,
and S24�. Six of the subjects participated in multiple experi-
ments �S2, S4, S6, S7, S8, and S10�.

An additional 11 subjects passed the audiometric criteria
and began participation in the study but were terminated
from the experiments on the basis of instability in their
threshold measurements over the course of the 2-h test ses-
sions. Further details of the criteria that were used for dis-
qualifying a subject from continued participation in the study
are provided below in Sec. II D.1

C. Experimental conditions

The experiments examined the perceptual integration of
250-Hz sinusoidal auditory and vibrotactile signals that were
each presented near the threshold of detection. Threshold
measurements were first obtained under each of the two
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single-modality conditions �A and T separately�. Then the
detectability of the combined auditory plus tactile �A+T�
signal was measured at levels established for threshold
within each of the two individual modalities. The experimen-
tal conditions examined the effects of relative phase �Experi-
ment 1� and SOA �Experiments 2A, 2B, and 2C� of the tac-
tile signal relative to the auditory signal.

A summary of the conditions employed in the two ex-
periments is provided in Table I. Throughout the experi-
ments, the stimuli were 250-Hz sinusoids of 500-ms duration
�including 20-ms rise/fall times�. The stimulus parameters
are described in terms of the starting phase of the auditory
�column 2� and tactile �column 3� stimuli and SOA �column
4�. Specifically, we define SOA to be: Onset Timetactile

−Onset Timeauditory. Thus, the SOA is positive when the au-
ditory stimulus precedes the tactile, 0 when the two stimuli
have simultaneous onsets, and negative when the tactile
stimulus precedes the auditory. Information concerning the

subjects and the number of repetitions of each experimental
condition is provided in the final two columns of Table I.

Baseline condition. A baseline condition employing
0-ms SOA and starting phase of 0° for both auditory and
tactile stimuli was included in each of the experiments �con-
ditions 1-1, 2A-1, 2B-1, and 2C-1 in Table I�. Performance
on this baseline condition was generally measured as the first
A+T condition in each test session for each subject under
each of the four experiments.

Experiment 1. Experiment 1 examined the effect of the
starting phase of the tactile relative to the auditory stimuli
and is described in Table I �conditions 1-1 through 1-4�. The
auditory starting phase was always 0°, while the tactile start-
ing phase took on four different values: 0°, 90°, 180°, and
270°. In each of these four conditions, the auditory and tac-
tile stimuli were temporally synchronous �0-ms SOA� and
thus had identical onset and offset times. This experiment
was conducted on six subjects; each completed six repeti-

TABLE I. Description of experimental conditions studied in Experiments 1, 2A, 2B, and 2C. In all experiments,
the frequency of the auditory and tactile stimulus was always 250 Hz with duration of 500 ms. SOA was defined
as SOA=Onset Timetactile−Onset Timeauditory.

Condition

Starting phase
�deg�

SOA
�ms� Subjects No. of repetitionsAuditory stimulus Tactile stimulus

Experiment 1: Variable studied: phase
1–1 0 0 0 S1 ,S2 ,S3 ,S4 ,S6 ,S7 6
1–2 0 90 0 S1 ,S2 ,S3 ,S4 ,S6 ,S7 6
1–3 0 180 0 S1 ,S2 ,S3 ,S4 ,S6 ,S7 6
1–4 0 270 0 S1 ,S2 ,S3 ,S4 ,S6 ,S7 6

Experiment 2: Variable studied: SOA
Experiment 2A: Auditory stimulus precedes tactile stimulus

2A-1 0 0 0 S6 ,S8 ,S9 ,S10 �4
2A-2 0 0 500 S6 ,S8 ,S9 ,S10 4
2A-3 0 0 550 S6 ,S8 ,S9 ,S10 4
2A-4 0 0 600 S6 ,S8 ,S9 ,S10 4
2A-5 0 0 650 S6 ,S8 ,S9 ,S10 4
2A-6 0 0 700 S6 ,S8 ,S9 ,S10 4
2A-7 0 0 750 S6 ,S8 ,S9 ,S10 4

Experiment 2B: Tactile stimulus precedes auditory stimulus, no temporal overlap
2B-1 0 0 0 S2 ,S4 ,S7 ,S8 �4
2B-2 0 0 �500 S2 ,S4 ,S7 ,S8 4
2B-3 0 0 �550 S2 ,S4 ,S7 ,S8 4
2B-4 0 0 �600 S2 ,S4 ,S7 ,S8 4
2B-5 0 0 �650 S2 ,S4 ,S7 ,S8 4
2B-6 0 0 �700 S2 ,S4 ,S7 ,S8 4
2B-7 0 0 �750 S2 ,S4 ,S7 ,S8 4

Experiment 2C: Tactile stimulus precedes auditory stimulus, with temporal overlap condition
2C-1 0 0 0 S8 ,S10,S21,S24 �4
2C-2 0 0 �250 S8 ,S10,S21,S24 4
2C-3 0 0 �500 S8 ,S10,S21,S24 4
2C-4 0 0 �550 S8 ,S10,S21,S24 4
2C-5 0 0 �600 S8 ,S10,S21,S24 4
2C-6 0 0 �650 S8 ,S10,S21,S24 4
2C-7 0 0 �700 S8 ,S10,S21,S24 4
2C-8 0 0 �750 S8 ,S10,S21,S24 4
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tions of each condition in six or seven test sessions. The
order of the four experimental conditions was randomized
within each replication for each subject.

Experiment 2. Experiment 2 examined the effect of
asynchronous presentation of the auditory and tactile stimuli
and is described in Table I �conditions 2A, 2B, and 2C�. The
starting phase of the auditory and tactile sinusoids was 0°
throughout all of the conditions of Experiment 2. The pre-
sentation order of the experimental conditions in Experi-
ments 2A, 2B, and 2C was randomized across sessions for
each of the subjects.

In Experiment 2A �Table I, conditions 2A-1 through 2A-
7�, the auditory stimulus preceded the tactile stimulus with
six values of SOA in the range of 500–750 ms �i.e., there was
never any temporal overlap between the two stimuli�.
Thresholds in the baseline condition �0-ms SOA� were also
measured for a total of seven conditions. Four subjects com-
pleted four replications of each of the non-zero SOA condi-
tions, while the 0-ms SOA condition was measured at the
start of each session �resulting in more than four measure-
ments of this condition for some subjects�. The number of
test sessions required to complete the experiment ranged
from 4 to 9 across subjects.

In Experiments 2B and 2C �Table I, conditions 2B-1
through 2B-7 and 2C-1 through 2C-8�, the tactile stimulus
preceded the auditory stimulus. In Experiment 2B, six values
of SOA were studied in the range of �500 to �750 ms
�there was no temporal overlap between the two stimuli�, in
addition to the baseline �0-ms SOA� condition. Four
subjects2,3 completed four replications of each of the six non-
zero SOA conditions, requiring four to nine test sessions. In
Experiment 2C, in addition to the conditions described above
for Experiment 2B, an SOA of �250 ms was included in
order to examine the effect of partial temporal overlap be-
tween the two stimuli. Four subjects each completed four
replications of the seven non-zero SOA conditions. In Ex-
periment 2C, one subject from Experiment 2B �S8� returned
to complete four repetitions of condition 2C-2 ��250–ms
SOA� and a partial subset of the remaining SOA values.
Three additional subjects �S10, S21, and S24� completed four
replications of the eight experimental conditions in five to
nine sessions.

D. Experimental procedures

For all experimental conditions, subjects were seated in
a sound-treated booth and were presented 50–dB SPL broad-
band noise diotically via headphones. For testing in condi-
tions that involved presentation of the tactile stimulus �T and
A+T�, the subject placed the left middle finger on a vibrator
which was housed inside a wooden box for visual shielding
and sound attenuation. A heating pad was placed inside the
box in order to keep the box and tactile device at a constant
temperature.

The following protocol was employed for testing within
each experimental session: �i� Thresholds for each single-
modality condition �A and T� were estimated adaptively
�Levitt, 1971�. �ii� Fixed-level testing was conducted for A
and T separately to establish a signal level for single-

modality performance in the range of 63%–77%-correct. �iii�
Fixed-level performance was measured for the baseline A
+T condition �0-ms SOA, 0° phase�. �iv� Fixed-level perfor-
mance was measured in the experimental A+T conditions.
�v� Single-modality fixed-level testing was repeated as in �ii�
except with an expanded acceptable performance range of
56%–84%-correct. �Data from the second set of single-
modality conditions were not otherwise used.� The number
of experimental A+T conditions that could be completed
within a given test session was dependent on the time re-
quired to establish signal levels that met the single-modality
performance criterion.

A test session typically lasted 2 h, during which perfor-
mance was measured in fixed-level experiments for the A
and T conditions and A+T conditions associated with a
given experiment. For each subject, three training sessions
identical to the experimental sessions were provided before
data were recorded. If a subject participated in multiple ex-
periments, the three training sessions were provided only
prior to the first experiment �i.e., subjects S2, S4, S6, S7, S8,
and S10 underwent only three training sessions even though
they participated in multiple experiments�. Attention to the
combined A+T stimulus was ensured by having subjects
count the number of times they perceived a signal. Each
experimental session lasted no more than 2 h on any given
day, and subjects took frequent breaks throughout the ses-
sion.

If the single-modality threshold re-tests at the end of a
given session were less than 56%-correct or greater than
84%-correct ��2 standard deviations assuming an original
score of 70%-correct�, the data for that session were dis-
carded. The number of sessions discarded per subject ranged
from 0 to 3 in Experiments 1 and 2A, 0–2 in Experiment 2B,
and 0 in Experiment 2C. Subjects were terminated from the
experiment if their scores shifted by more than 2 standard
deviations in three non-training sessions, resulting in the dis-
qualification of 11 subjects from participation in the study.
Typically, disqualification resulted from increased variability
in tactile threshold measurements. On average, the difference
between scores measured at the beginning and end of a test
session was 10.8 percentage points in the disqualified sub-
jects compared to �0.6 percentage points in the retained
subjects �with the differences in absolute values being 16.2
and 8.7 percentage points, respectively�. Differences be-
tween disqualified and retained subjects were not as great for
auditory scores: The corresponding differences were 4.8 and
3.0 percentage points �with the differences in absolute values
being 7.5 and 6.6 percentage points, respectively�.

2-I, 2-AFC fixed-level tests. The adaptive threshold esti-
mates under the single-modality A and T conditions were
employed in a 2-I, 2-AFC fixed-level procedure with 75 tri-
als per run. Stimulus levels were adjusted and runs were
repeated until scores of 63%–77%-correct were obtained.
These stimulus levels were then used in testing the combined
A+T conditions with the fixed-level 2-I, 2-AFC procedure.

On each presentation, the tone �auditory, tactile, or
auditory-tactile� was presented with equal a priori probabil-
ity in one of the two intervals. The interval duration was 1.15
s for Experiment 1 and 1.25 s for Experiment 2. Each inter-
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val was cued by visually highlighting a push-button on the
computer screen located in front of the subject. Noise was
presented diotically over headphones starting 500 ms before
the first interval and played continuously throughout a trial
�including the durations of the two intervals and the 500-ms
duration between intervals� before being turned off 500 ms
after the end of the second interval. Each trial had a fixed
duration of 3.8 s �Experiment 1� or 4 s �Experiment 2�, plus
the time it took subjects to respond. The onset of the stimulus
�A, T or combined A+T� was always coincident with the
onset of the observation interval in which it appeared. Sub-
jects responded between trials by selecting the interval in
which they thought the stimulus was presented �using either
a mouse or keyboard� and were provided with visual correct-
answer feedback.

E. Data analysis

A two-by-two stimulus-response confusion matrix was
constructed for each 75-trial experimental run and was used
to determine percent-correct scores and signal-detection
measures of sensitivity �d��. These measures were averaged
across the repetitions of each experimental condition within
a given subject. Statistical tests performed on the data in-
cluded analyses of variance �ANOVAs� on the arcsine trans-
formed percent-correct scores, with statistical significance
level defined for probability �p-values� less than or equal to
0.01. For statistically significant effects, a post hoc Tukey–
Kramer analysis was performed with alpha=0.05.

F. Models of integration

The results of the experiments were compared with three
different models of integration: the Optimal single-channel
model �OSCM�, the Pythagorean sum model �PSM�, and the
algebraic sum model �ASM�. The OSCM assumes that the
observers’ responses are based on the better of the tactile or
auditory input channels. The predicted DOSCM� 4 for the com-
bined A+T condition is the greater of the tactile �dT�� or
auditory �dA� �, DOSCM� =max�dT� ,dA� �. The PSM assumes that
integration occurs across channels �e.g., as in audio-visual
integration, Braida, 1991� and that the d� in the combined
auditory-tactile condition is the Pythagorean sum of the
d-primes for the separate channels, DPSM� =�dA�

2+dT�
2. The

ASM, on the other hand, assumes that integration occurs
within a given channel and that the combined d� is the linear
sum of the d-primes for the separate channels, DASM� =dA�
+dT� . For example, if the auditory dA� was 1.0 �69%-correct�
and the tactile dT� was 0.8 �66%-correct�, the OSCM would
predict a DOSCM� of 1.0 �69%-correct�, the PSM would pre-
dict a DPSM� of 1.28 �74%-correct�, and the ASM would pre-
dict a DASM� of 1.8 �82%-correct�. The OSCM prediction is
never greater than the PSM prediction, which in turn is never
greater than the prediction of the ASM.

Chi-squared goodness-of-fit calculations were employed
to compare observed with predicted values from each of the
three models. The predictions of the models were evaluated
as follows: First, d-prime values were determined for each
auditory �dA� � and tactile �dT�� experiment on the basis of 75
total trials. Second, predicted d-prime values were computed

for the three models according to the formulas given above.
Third, predicted percent correct scores were computed for
each of the models in the following manner: Percent
Correct=100��DA+T� /2�, where � is the cumulative of the
Gaussian distribution function and DA+T� is the predicted D�.
Fourth, the observed A+T confusion matrix was analyzed to
estimate dA+T� and the “no bias” estimate of percent correct
score was computed as %A+T=100��dA+T� /2�. This relatively
small adjustment �1.6 percentage points on average, 13
points maximum� was necessary because the predictions of
the models assumed that the observer is not biased. Predic-
tions �DOSCM� , DPSM� , and DASM� or %OSCM, %PSM, and %ASM�
were compared with observations �dA+T� or %A+T�. The pro-
portion of the observations that agreed with predictions was
judged by having a chi-squared value less than 3.841 �the
95% criterion� between predicted and observed scores �cor-
rected as discussed above� using a contingency table analysis
�Neville and Kennedy, 1964�. This analysis allows for errors
in both the observed score and the predicted score.

III. RESULTS

A. Signal levels employed in single-modality
conditions

Single-modality auditory and tactile thresholds were ob-
tained both at the beginning and at the ending of each indi-
vidual test session. The data reported here, however, are
based solely on the initial measurements. Analyses that used
the average of the beginning and ending single-modality
measurements were not significantly different from these.
Thus, we used the post-experiment measurements merely as
a tool for determining threshold stability.

Levels for auditory-alone conditions. The mean signal
levels in dB SPL established for performance in the range of
63%–77%-correct for a 250-Hz tone in 50-dB SPL broad-
band noise are shown in the upper panel of Fig. 1. Mean
levels of the tone are plotted for each individual subject in
each of the four experiments. Each data point depicted in the
plot is based on an average of at least 4 and as many as 11
measurements in the fixed-level 2-I, 2-AFC procedure �each
of which yielded performance in the range of 63%–77%-
correct�. Ten of the 11 subjects had average auditory masked
thresholds within a 2.1-dB range of 22.3–24.4 dB SPL. The
remaining subject �S10� had a value of 27.8 dB SPL, mea-
sured consistently across multiple sessions. Within a given
subject, tonal levels were highly stable for measurements
made within a given experiment and across experiments.
Values of �2 standard error of the mean �SEM� �accounting
for 96% of the measurements� ranged from 0.095 to 1.1 dB
across subjects and experiments.

These results are consistent with those obtained in pre-
vious studies of tonal detection in broadband noise. Critical
ratios were calculated for the tone-in-noise levels shown in
Fig. 1 by subtracting the spectrum level of the noise at 250
Hz �which was 7.4 dB/Hz� from the presentation levels of
the 250-Hz tone. Across subjects and experiments, mean
critical ratios ranged from 14.9 to 20.4 dB and are consistent
with the critical ratio value of 16.5 dB at 250 Hz reported by
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Hawkins and Stevens �1950�. Thus, these results indicate that
subjects were listening to the auditory tones in noise at levels
that were close to masked threshold.

Levels for tactile-alone conditions. The mean signal lev-
els established for performance in the range of 63%–77%-
correct for a 250-Hz sinusoidal vibration to the left middle
fingertip are shown in the lower panel of Fig. 1. All threshold
measurements were obtained in the presence of a diotic
50–dB SPL broadband noise presented over headphones.
Signal levels are plotted in decibel re 1 �m peak displace-
ment for individual subjects who participated in each of the
four experiments. Each mean level is based on 4–11 mea-
surements across individual subjects and experiments. Aver-
age signal levels employed in the tactile-alone conditions
ranged from �30 to �22 dB re 1�m peak. Within-subject
values of �2 SEM �accounting for 96% of the measure-
ments� ranged from 0 to 2.4 dB across subjects and experi-
ments. The Appendix discusses the unlikely possibility that

the tactile stimulus was detected auditorally via bone con-
duction.

The signal levels employed for the tactile-alone condi-
tions are generally consistent with previous results in the
literature for vibrotactile thresholds at 250 Hz obtained using
vibrators with contactor areas similar to that of the device
employed in the present study �roughly 80 mm2�. Investiga-
tors using contactor areas in the range of 28–150 mm2 have
reported mean thresholds in the range of �21 to �32 dB re
1�m peak �Verrillo et al., 1983; Lamore et al., 1986;
Rabinowitz et al., 1987�.

B. Baseline experiment

Results from the baseline experiment are shown for in-
dividual subjects in Experiments 1, 2A, 2B, and 2C in the
four panels of Fig. 2. The mean percent correct scores with
error bars depicting �2 SEM are plotted for the three con-
ditions of A-alone, T-alone, and A+T �SOA=0 ms, phase
=0°; see Table I, experimental conditions 1-1, 2A-1, 2B-1,
and 2C-1� for each subject within each experiment. Averages
across subjects are provided as the rightmost data bars within
each panel. Across the four experiments, there is a substan-
tial increase in the percent correct score when the auditory
and tactile stimuli are presented simultaneously compared
with the A- and T-alone conditions. Averaged over subjects,
the results indicate that scores for the A-alone and T-alone
condition were similar �ranging from 67.8% to 74.9%-
correct across experiments� and lower than the average
scores in the A+T conditions �which ranged from 75.2% to
88.8%-correct across the four experiments�. Variability was
generally low, with values of �2 SEM ranging from 0.6 to
15.1 percentage points across subjects and experiments with
all but one subject less than 7 percentage points.

A two-way ANOVA was performed on the results of the
baseline experiment to examine the main effects of Condi-
tion �A, T, A+T� and Subject �11 different subjects across
experiments�. These results indicate a significant main effect
for Condition �F�2,257�=91.44, p�0.01� but not Subject
�F�10,257�=1.00, p=0.035�, and a significant effect for their
interaction �F�20,257�=2.8, p�0.01�. A post hoc analysis of
the main effect of Condition showed that scores on the A
+T condition were significantly greater than on the A-alone
and T-alone conditions and that the A-alone and T-alone con-
ditions were not significantly different from one another. A
post hoc analysis of the Condition by Subject effect indicated
that all subjects were similar on the A-alone and T-alone
conditions but different on the A+T condition. Specifically,
of the 11 subjects tested, 8 had a significantly higher A+T
score compared with the A-alone and T-alone scores; two
subjects showed no significant increase in score �S8 and S24�;
and one subject �S21� had significantly greater A+T scores
compared to either A-alone or T-alone, but not to both.

C. Experiment 1: Effects of relative auditory-tactile
phase

The results of Experiment 1 are shown in Fig. 3.
Percent-correct scores averaged across six subjects and six
repetitions per condition are shown for each of the six ex-

FIG. 1. �Color online� Single-modality signal levels employed for indi-
vidual subjects tested in each of the four experiments. Auditory levels are
for detection of a 250-Hz pure tone in 50-dB SPL broadband noise. Tactile
levels are for detection of a 250-Hz sinusoidal vibration presented to the
fingertip. Different symbols represent results obtained in different experi-
ments. Some subjects participated in more than one experiment. Error bars
are 2 SEM.
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perimental conditions: A-alone, T-alone, and combined A
+T with four different values of the starting phase of the
tactile stimulus relative to that of the auditory stimulus �0°,
90°, 180°, and 270°�. Average scores were 71.2%-correct for
A-alone, 72.2%-correct for T-alone, and ranged from 83.2%-
to 84.6%-correct across the four combined A+T conditions.

The Appendix discusses the unlikely possibility that this
variation was caused by a bone-conducted interaction be-
tween the tactile and auditory stimuli. Variability in terms of
�2 SEM ranged from 2.0 to 2.5 percentage points across the
four phase conditions.

A two-way ANOVA was performed with main factors of
Condition �A, T, A+T: tactile phase� and Subject. The re-
sults of the ANOVA indicate a significant main effect for
factors of Condition �F�5,192�=44.93, p�0.01� and Subject
�F�5,192�=4.01, p�0.01� but not for their interaction
�F�25,192�=1.61, p=0.04�. The post hoc analysis on Con-
dition indicated that scores on the A-alone and T-alone con-
ditions were not significantly different from one another, that
scores for the four A+T combined conditions were not sig-
nificantly different from one another, and that the scores for
each of the four A+T conditions were significantly greater
than the A- and T-alone scores. The post hoc analysis on
subject indicated that the A+T scores for S6 were signifi-
cantly greater than those of S1 and S7, and that the scores for
S2 were significantly greater than those of S7.

D. Experiment 2: Effects of SOA

Experiment 2 explored the effect of SOA between the
auditory and tactile stimuli in three different experiments.
Experiment 2A tested conditions in which the auditory
stimulus preceded the tactile stimulus, and Experiments 2B
and 2C tested conditions in which the tactile stimulus pre-

FIG. 2. �Color online� Summary of results for baseline condition in Experiments 1, 2A, 2B, and 2C. Percent correct scores for the individual subjects in each
experiment are averaged across multiple repetitions per condition; number of repetitions varies by subject and is equal to or greater than 4 per subject. AVG
is an average across subjects and repetitions in each experiment. White bars represent A-alone conditions, gray bars represent T-alone conditions, and black
bars represent the A+T baseline condition with SOA=0 ms and phase=0°. Error bars are 2 SEM.

FIG. 3. �Color online� Summary of results for experiment 1. Percent correct
scores are averaged across six subjects with six sessions per condition.
Scores are shown for A-alone �white bar�, T-alone �light gray bar�, and
combined A+T condition �dark gray bars� as a function of starting phase �in
degrees� of the tactile stimulus relative to the auditory stimulus. Error bars
are 2 SEM.
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ceded the auditory stimulus. Percent-correct scores averaged
across four subjects and four repetitions of each non-zero
SOA condition in each of these experiments are shown in
Fig. 4. Error bars represent �2 SEM.

In Experiment 2A �Fig. 4, upper left panel�, scores for
the A-alone and T-alone conditions averaged 71.1%- and
71.8%-correct, respectively. For the combined A+T condi-
tions, average scores of the non-zero SOA conditions ranged
from 71.8%-correct �SOA=500 ms� to 75.1%-correct
�SOA=750 ms�. Variability, in terms of �2 SEM, ranged
from 3.2 percentage points �SOA=500 ms� to 4.3 percent-
age points �SOA=700 ms�. A two-way ANOVA was con-
ducted using main factors of Condition �A, T, and the seven
combined A+T conditions with different values of SOA�
and Subject. The results of the ANOVA indicate that both
main factors �Condition: �F�8,156�=6.16, p�0.01�; subject:
�F�3,156�=19.32, p�0.01��, as well as their interaction
�F�24,156�=2.3, p�0.01�, were significant. The post hoc
analysis revealed that only one A+T combined condition,
that of SOA=0 ms �i.e., the baseline condition�, produced a
score that was significantly greater than the A-alone or
T-alone score. The scores for the remaining SOA conditions
were not significantly greater than the scores in the A-alone

or T-alone conditions. The post hoc analysis of the subject
effect indicated that the scores for S10 were significantly dif-
ferent from those of the other three subjects. For the interac-
tion effect, S10 showed significantly greater A+T scores at
all SOA’s except 750 ms compared with A- and T-alone,
while none of the other subjects showed a significant differ-
ence between non-zero SOA and A-alone and T-alone scores.

In Experiment 2B �Fig. 4, upper right panel�, scores for
the A-alone and T-alone conditions averaged 70.5%- and
73.3%-correct, respectively. For the combined A+T condi-
tions, averaged scores of the non-zero SOA conditions
ranged from 75.7%-correct �SOA=−650 ms� to 82.5%-
correct �SOA=−600 ms�. Variability in terms of �2 SEM
ranged from 3.8 percentage points �SOA=−600 ms� to 6.7
points �SOA=−750 ms�. The results of a two-way ANOVA
indicated that the two main effects of condition and subject
were both significant �Condition: �F�8,139�=6.6, p�0.01�;
Subject: �F�3,139�=14.76, p�0.01��, but not their interac-
tion �F�24,139�=1.77, p=0.02�. A post hoc analysis indi-
cated that scores on the combined A+T conditions with
SOA values of 0, �500, �550, and �600 ms were signifi-
cantly greater than scores on the A-alone and T-alone condi-
tions. Scores on the combined A+T conditions with SOA

FIG. 4. �Color online� Summary of results for Experiment 2. In all panels, scores are shown for A-alone �white bars�, T-alone �light gray bars�, and combined
A+T condition �dark gray bars�. In the upper left panel �Experiment 2A: auditory precedes tactile�, percent correct scores are averaged across four subjects
with four sessions per condition �SOA=0 ms has more than four repetitions�. In the upper right panel �Experiment 2B: tactile precedes auditory�, percent
correct scores are averaged across four subjects with four sessions per condition �SOA=0 ms has more than four repetitions�. In the lower left panel
�Experiment 2C: tactile precedes auditory, with temporal overlap�, percent correct scores are averaged across four subjects with four sessions per condition
�SOA=0 ms has more than four repetitions�. The lower right panel �Experiment 2� provides a composite summary of percent correct scores averaged across
all subjects and repetitions from Experiments 2A, 2B, and 2C. In all panels, error bars are 2 SEM.
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values of �650, �700, and �750 ms, on the other hand,
were not significantly different from A-alone and T-alone
scores. A post hoc analysis of the subject effect indicated that
three of the four subjects demonstrated the main trends for
condition described above.

The results of Experiment 2C �Fig. 4, lower left panel�
were similar to those found in Experiment 2B. Average
scores for the A-alone and T-alone conditions were 71.9%-
and 72.7%-correct, respectively. Average scores on the com-
bined A+T conditions ranged from 77%-correct �SOA=
−700 ms� to 81%-correct �SOA=−600 and �750 ms�. Vari-
ability in terms of �2 SEM ranged from 4.5 percentage
points �SOA=−500 ms� to 8 points �SOA=−750 ms�. A
two-way ANOVA with main factors of condition and subject
indicated significant effects for both �Condition: �F�9,102�
=10.6, p�0.01�; Subject: �F�2,102�=91.57, p�0.01��, as
well as for their interaction �F�18,102�=4.69, p�0.01�. A
post hoc analysis of the condition effect indicated that the
scores in the combined A+T conditions for every value of
SOA were significantly higher than scores on the A-alone
and T-alone conditions. A post hoc analysis of the subject
effect showed that scores from all subjects tested were sig-
nificantly different from one another. The response pattern

for S10 as a function of condition differed from that of the
other three subjects.

E. Comparisons to model predictions

Chi-squared goodness-of-fit tests were performed in or-
der to examine which model, the OSCM, the PSM or the
ASM, best fits the measured percent correct scores �Sec.
II F�. The proportion of observations in agreement with pre-
dictions, i.e., having a chi-squared value less than 3.841, is
summarized in Table II and also shown in Fig. 5.

The baseline condition �synchronous presentation, 0°
tactile-auditory phase; Fig. 5, top row� was included in all
testing sessions and involved 103 comparisons. Of these, 63
�61%� of the predictions agreed with the OSCM, 82 �80%�
with the PSM, and 65 �63%� with the ASM. All three models
failed a simple binomial test for symmetry of error.

The results of the four phases of Experiment 1 had simi-
lar proportions in agreement with the predictions of the PSM
and ASM, indicating again that relative auditory-tactile
phase had no effect on integration. The middle three panels
of Fig. 5 show the predicted vs observed for all four phases
grouped together. Out of a total of 148 observations, 96

TABLE II. Chi-squared tests: predicted vs observed. This table enumerates the number of observations that have passed/failed the chi-squared goodness-of-fit
test for each of the three models �i.e., optimal single channel, Pythagorean sum, and algebraic sum�.

Experiment Condition Total

Optimal single channel Pythagorean sum Algebraic sum

Pass Fail Under-predict, fail Pass Fail Under-predict, fail Pass Fail Under-predict, fail

Baseline
1 Phase=0° 40 26 14 14 33 7 7 27 13 3

2A SOA=0 ms 26 17 9 7 20 6 3 14 12 2
2B & 2C SOA=0 ms 37 20 17 15 29 8 6 24 13 3

Totals 103 63 �61%� 40 36 �35%� 82 �80%� 21 16 �16%� 65 �63%� 38 8 �8%�

Phase
1 0° 40 26 14 14 33 7 7 27 13 3
1 90° 36 24 12 12 29 7 7 31 5 2
1 180° 37 25 12 12 33 4 4 29 8 1
1 270° 35 21 14 14 30 5 5 32 3 2

Totals 148 96 �65%� 52 52 �35%� 125 �84%� 24 23 �16%� 119 �80%� 29 7 �5%�

SOA
2A 500 ms 19 18 1 1 18 1 1 10 9 1
2A 550 ms 18 15 3 3 15 3 0 9 9 0
2A 600 ms 19 15 4 1 15 4 0 10 9 0
2A 650 ms 18 17 1 1 15 3 1 7 11 1
2A 700 ms 18 14 4 2 11 7 0 8 10 0
2A 750 ms 18 16 2 1 15 3 0 6 12 0

Totals 110 95 �86%� 15 9 �8%� 89 �81%� 21 2 �2%� 50 �45%� 60 2 �2%�

SOA
2B & 2C �250 ms 17 13 4 4 11 6 3 11 6 2
2B & 2C �500 ms 33 20 13 12 21 12 9 22 11 2
2B & 2C �550 ms 31 21 10 9 19 12 7 19 12 3
2B & 2C �600 ms 36 23 13 12 25 11 7 23 13 4
2B & 2C �650 ms 28 16 12 8 17 11 6 18 10 1
2B & 2C �700 ms 29 14 15 11 18 11 4 15 14 1
2B & 2C �750 ms 28 15 13 9 16 12 6 16 12 2

Totals 202 122 �60%� 80 65 �32%� 127 �63%� 75 42 �21%� 124 �61%� 78 15 �7%�
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�65%� agreed with the OSCM; 125 �85%� agreed with the
PSM; and 119 �80%� agreed with the ASM. It can be seen
that most of the data points that do not satisfy the chi-
squared test are higher than the predictions of the OSCM and
PSM �middle left and center panels, respectively� and lower
than those of the ASM �middle right panel�. The OSCM
failed the symmetry test for all four phases, the PSM passed
only 0 and 90°, and the ASM passed only 90°.

Discussion of the results of Experiment 2 �SOA, Fig. 5,
bottom row� will be restricted to non-zero SOA because the
case of zero SOA was considered above �baseline�. The bot-
tom three panels in Fig. 5 compare observed and predicted
scores in Experiment 2, segregated by sub-experiment �i.e.,
diamond symbols represent Experiment 2A, circles are ex-
periment 2B, and triangles are Experiment 2C�. The OSCM
�lower left panel� tends to under-predict the observed scores,
the PSM �lower center panel� tends to over- and under-

predict to a roughly equal degree, while the ASM �lower
right panel� tends to over-predict scores. Table II enumerates
the results of Experiment 2A separately and groups the re-
sults of Experiments 2B and C together.

For Experiment 2A, the symmetry test was performed
for each model and on all of the non-zero SOA values. The
OSCM passed all six non-zero SOA values; the PSM passed
all non-zero SOA values except 750 ms; and the ASM failed
all non-zero SOA values. The results of a chi-squared test
showed that the observed and predicted scores agreed 95 out
of 110 times �86%� for the OSCM, and 89 �81%� for the
PSM, while only 50 �45%� agreed with the ASM. Of the
cases that did not pass the chi-squared test, the OSCM pro-
duced roughly an equal number of under- �9� and over-
predictions �6�, while nearly all errors were over-predictions
for the PSM and ASM models.

In Experiments 2B and 2C, the OSCM passed the sym-

FIG. 5. �Color online� Predicted vs Observed values for the three models of integration: OSCM �far left column�, PSM �middle column�, and ASM �right
column�. The first row shows all values from the baseline experiment �SOA=0 ms, phase=0°�; data from each experiment are designated by a different shape
�see legend�. The second row shows values from all phases in experiment 1 �relative phase�. The third row shows all non-zero SOA values from experiment
2; each sub-experiment delineated by shape �see legend�. Open symbols indicate that the observed value failed the chi-squared test, and filled symbols indicate
that the observed value passed the chi-squared test.
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metry test for SOA values=−750, �700, and �650 ms; the
PSM passed the test for all non-zero SOA values; and the
ASM passed the test for only SOA=−500 ms. The results of
a chi-squared test showed that out of 202 observations
�across all non-zero SOA values�, 122 �60%� agreed with
predictions of the OSCM, 127 �63%� with the PSM, and 124
�61%� with the ASM. However, there was a change in pro-
portion of observations in agreement with model predictions
as a function of SOA. In the case of the OSCM, for SOA
values �600 or less, observations agreed with predictions
64%–76% of the time, while for SOA values greater than
�600 ms this fell to less than 58% of the time. In the case of
the PSM, observations agreed with predictions for all SOA
values except �750 ms �all between 61% and 69%� with the
lowest agreement with predictions for SOA of �750 ms
�57%�. In terms of the ASM, SOA values of �250, �500,
�550, �600, and �650 agreed with predictions 62%–67%
of the time, while SOA values of �700 and �750 ms agreed
52%–57% of the time.

These results could be due to within- or across-subject
factors. Confining attention to within-subject factors, it ap-
pears that the PSM predicted the results of 4 of 11 observers
in the baseline condition and two of the four observers in
experiment 1. The OSCM and PSM each made correct pre-
dictions for one observer in Experiment 2A and for two ob-
servers each in Experiments 2B and 2C ��500 to �600 and
�650 to �750 ms SOA�. The ASM made no correct predic-
tions for any subjects in Experiments 2A and 2B and made
correct predictions for one subject in Experiment 2C ��500
to �600 ms SOA range�.

Across subjects, the PSM predicted 80% of the results in
the baseline condition, while in Experiment 1 the PSM and
ASM predicted 85% and 80% of the results, respectively. For
experiment 2A, the OSCM predicted 86% of the results, the
PSM 81%, and the ASM 45%. The results for Experiments
2B and 2C did not differentiate among models, each model
predicting roughly 60% of the results. When applied to re-
sults from groups of observers, none of the models consid-
ered gave an accurate statistical description of all the data
�i.e., greater than 95% of measurements agreeing with the
predictions of a particular model�. Failures to satisfy the pre-
dictions of the models are of two types: over- and under-
prediction. Over-predictions relative to the OSCM accounted
for only roughly 5% of the failures for the baseline condi-
tion, Experiments 1, and 2A, and only 7% for Experiments
2B and 2C. Under-predictions relative to the ASM were 2%
and 5% for experiments 1 and 2A, and 8% and 7% for the
baseline condition and Experiments 2B and 2C, respectively.
The cause of the over-prediction failures may be the observ-
er’s use of the sub-optimal channel or simple inattention. The
cause of the under-prediction failures may be simple inatten-
tion in the single-channel presentation conditions.

IV. DISCUSSION

A. Phase and temporal asynchrony effects

Our finding of phase insensitivity leads to several impor-
tant interpretations regarding the facilitative effects found in
the A+T conditions. First, the lack of a phase effect on the

combined-modality scores strongly suggests that the auditory
background noise present in all testing was sufficient to mask
any possible acoustic artifacts arising from the sinusoidal
vibrations produced at the tactile device. If this had not been
the case, then the relative phase of the two signals would
have resulted in addition and cancellation effects, which
would improve or decrease their detection. A second possi-
bility that is ruled out by the present results is that of fine-
structure operations at the neural level.5 Instead, the similar
A+T scores, independent of the relative phase of the audi-
tory and tactile stimuli, suggest that the integration may op-
erate on the envelopes of these stimuli rather than their fine
structure. The response pattern measured in the current ex-
periment is consistent with an envelope interaction effect:
i.e., an overall increase in response but no change that is
correlated with changing relative auditory-tactile phase.

The asymmetry in response patterns for the auditory-
leading conditions compared to the tactile-leading conditions
found in Experiment 2 �see Fig. 4, lower right panel� is con-
sistent with differences in time constants between the audi-
tory and tactile systems. The auditory-first condition suggests
an integration window of no more than 50 ms, while the
tactile-first condition suggests a window of up to 150–200
ms.

These implications of a short auditory time constant are
consistent with results obtained in studies of auditory for-
ward masking �e.g., Robinson and Pollack, 1973; Vogten,
1978; Kidd and Feth, 1981; Jesteadt et al., 1982; Moore and
Glasberg, 1983; Moore et al., 1988; Plack and Oxenham,
1998�, which indicate time constants less than 50 ms. The
results reported in the current study suggest that the preced-
ing auditory stimulus was not effective in interacting with
the tactile stimulus at any SOA. In the single-modality case
of auditory forward masking, however, there is significant
interaction between the probe and masker at small time de-
lays. The relatively long �500 ms� signal durations of both
the auditory �“masker”� and the tactile �“probe”� stimuli may
be partially responsible for the shorter auditory time constant
observed here. Auditory studies typically employ brief �tens
of milliseconds� probes and strong effects have been demon-
strated for an increase in the amount of forward masking
with an increase in masker duration �Fastl, 1977; Kidd and
Feth, 1981�.

Our finding of a relatively long time constant for tactile
stimulation is consistent with results obtained in studies of
tactile-on-tactile forward masking �e.g., Hamer et al., 1983;
Gescheider et al., 1989; Gescheider et al., 1994; Gescheider
and Migel, 1995�. Using tactile maskers with durations on
the order of hundreds of milliseconds and tactile probes with
durations on the order of tens of milliseconds, previous in-
vestigators have reported significant amounts of threshold
shift for time delays between masker offset and probe onset
on the order of 150–200 ms. Such results suggest that the
tactile system maintains a persistent neural response even
after cessation of the stimulus �see Craig and Evans, 1987�.
Our results are consistent with the sensory effect of the tac-
tile stimulus persisting for at least 150–200 ms following its
offset and that this effect is capable of interacting with the
subsequent auditory stimulus to facilitate detection. For tac-
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tile offset times longer than 200 ms, the facilitatory effect
declined and performance on the A+T condition was similar
to that in the unimodal conditions.

B. Comparisons with previous multisensory work

The facilitatory effects obtained for simultaneous pre-
sentation of A+T signals in our baseline experiment, as well
as the effects of temporal asynchrony of the auditory and
tactile stimuli, are generally consistent with previous reports
in the literature. Facilitative interactions for synchronously
presented auditory and tactile stimuli were reported by
Schnupp et al. �2005� using objective techniques to measure
the discriminability of visual �V�, auditory �A�, and tactile
�T� stimuli in VA, VT, and AT combinations. Auditory
stimuli were 100–ms bursts of broadband noise presented at
a background reference �sound� level of 51 dB SPL. Tactile
stimuli were 100–ms bursts of 150–Hz sinusoidal vibrations
presented at background reference �force� levels of 16.2–
48.5 N. The stimulus on a given trial was a simultaneous pair
of either VA, VT, or AT bursts that ranged from 0% to 14%
�V and A� or from 0% to 35% �T� in 2% or 5% increments of
intensity relative to the background reference level. Observ-
ers were instructed to respond whether the background level
or an incremented level was presented. Data were analyzed
in terms of analogs of both the PSM and ASM. While 2 of 5
AT data sets could be adequately accounted for by the ASM
�Schnupp, 2009, personal communication with L.D. Braida�
and 5 of 17 data sets overall, all 17 could be accounted for
by the PSM.

Ro et al. �2009� measured the effect of presenting a
relatively intense �59 dB� 500-Hz, 200-ms tone on the detec-
tion of a near-threshold 0.3 ms square-wave electrocutaneous
stimulus that felt like a faint tap. They found that the presen-
tation of the auditory stimulus increased d-prime from 2.4 to
2.8. This result was interpreted as evidence that “a task-
irrelevant sound can enhance somatosensory perception.”

Facilitative interactions have also been observed using
subjective techniques such as loudness matching �Schur-
mann et al., 2004; Yarrow et al., 2008� and loudness magni-
tude estimation �Gillmeister and Eimer, 2007�. In the two
loudness-matching studies, the average intensity required to
produce equal loudness of an auditory reference tone was
12%–13% �roughly 0.5 dB� lower under the combined
auditory-tactile condition compared with the auditory-alone
condition, thus suggesting a facilitative interaction between
the auditory and tactile stimuli. Gillmeister and Eimer �2007�
found that magnitude estimates of an auditory tone presented
in a background of white noise were increased by simulta-
neous presentation of a tactile stimulus for near-threshold
auditory tones, but no loudness increase was observed either
for higher intensity tones or for non-simultaneous presenta-
tion of the tactile and auditory stimuli. It should be noted,
however, that based on the results of other experiments, Yar-
row et al. �2008� attribute the increase in loudness to a bias
effect. They conclude that the tactile stimulus “does not af-
fect auditory judgments in the same manner as a real tone.”

Other previous studies of auditory-tactile integration
have measured effects of temporal asynchrony between the

two stimuli and have also demonstrated dependence on the
order of stimulus presentation: Gescheider and Niblette
�1967� for inter-sensory masking and temporal-order judg-
ments and Bresciani et al. �2005� for judgments of auditory
numerosity. Consistent with the results of the current study,
higher levels of interaction between the two senses were ob-
tained for conditions in which the tactile stimulus is deliv-
ered before the auditory stimulus. One exception to this pat-
tern is found in the results of Gillmeister and Eimer �2007�.
While demonstrating effects of temporal synchrony on the
detectability of an auditory tone in the presence of a vibra-
tory pulse, they found no effects of stimulus order. Their
detectability results, however, are consistent with the results
of their loudness-estimation study.

While the experimental conditions used in these studies
differ from one another, they all suggest that temporal syn-
chrony is an important factor in showing facilitative
auditory-tactile interaction. The current study has shown in
greater detail the asymmetry in the temporal window in-
volved in auditory-tactile detection, such that when the tac-
tile stimulus precedes the auditory by up to 200 ms, a facili-
tative interaction significantly greater than the unimodal
levels is measured. This level of response is not seen when
the auditory stimulus precedes the tactile, however, as bimo-
dal responses at all asynchronous time periods are not differ-
ent from unimodal levels.

C. Implications of model results

The amount of integration measured in this study was
quantified by comparing performance with the predictions of
three models of the integration process: the OSCM, the PSM,
and the ASM. It should be noted that these models are not
mutually exclusive in the sense that observers need not base
their decisions exclusively on one model in all experiments.
If the auditory stimulus is presented before the tactile, it is
unlikely that the ASM would apply, while it might apply
when there is temporal overlap. Also, the predictions of more
than one model may fit the data equally well. For example, in
the hypothetical case considered in Sec. II F, based on 75
trials the score of 75%-correct would be within 2 standard
deviations of the predictions of all three models. Many of the
two-frequency results of Marrill �1956� can be accounted for
by two of these three models. It is only possible to distin-
guish among the three models based on more than one ex-
perimental result, i.e., several results from one observer or
the results of multiple observers. When performance exceeds
the predictions of the OSCM, this implies at least partial
integration of cues, and when performance exceeds predic-
tions of the PSM, this implies at least partial within-channel
integration.

In this study, the results show that measurements are
more often successfully modeled by the PSM approach than
by the OSCM or ASM approaches and are consistent with
those found previously in auditory-alone studies �Green,
1958�, tactile-alone studies �Bensmaia et al., 2005�, and in
multisensory studies �audio-visual and audio-visual-tactile:
Braida, 1991; visual-tactile: Ernst and Banks, 2002; discrimi-
nation of pairs of visual-auditory, visual-tactile, and audio-
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tactile stimuli: Schnupp et al., 2005�. Although most of these
studies did not attempt to model the observations with an
ASM, Schnupp �2009�, personal communication with L.D.
Braida, found that two of five audio-tactile discrimination
data sets could be fit by an ASM �all five were fit by a PSM�,
and we found in experiment 1 that nearly the same number
of experiments were accounted for by the ASM as by the
PSM.

Thus, we found, in accord with Schnupp et al. �2005�,
that overall the PSM best accounts for the improvement in
detectability when auditory and tactile stimuli are combined.
There are significant differences, however: The OSCM pro-
vides a slightly better account when auditory stimuli precede
tactile stimuli, and the ASM provides nearly as good an ac-
count of the �non-�effects of varying relative auditory-tactile
phase. One problem with this interpretation is that the differ-
ent models make predictions of detectability that are always
ordered: OSCM�PSM�ASM. Thus, for example, if an ob-
server behaves in accord with the ASM but makes a few
responses due to inattention, the PSM will tend to be fa-
vored. While we discarded data sets for which there were
indications that unimodal observer detection had decreased
during the course of a single session, it is likely that some
reduction in bimodal detection may have occurred as well.
Because Schnupp et al. �2005� collected data over two or
three sessions, it is also possible that criterion shifts may
have reduced apparent performance, thus favoring the PSM
over the ASM.

It is also possible that the PSM provides a better descrip-
tion of the data than the ASM when qualitatively different
stimuli are detected or discriminated. The traditional expla-
nation for the two-frequency detection results of Marrill
�1956� and Green �1958� is that the PSM provides a good
account of the detection of pairs of tones whose frequencies
lie in distinct critical bands while the ASM is appropriate for
tones whose frequencies lie in the same critical band. Wilson
et al. �2008�, who tested the detection of auditory and tactile
tones of varying frequency, found that performance generally
declined as the frequency difference increased. It is possible
that Schnupp et al. �2005� found that a PSM-like model ap-
plied to discrimination of auditory noise and a tactile tone for
this reason.

Stein and Meredith �1993� suggested that additive and
super-additive responses are a way of measuring facilitative
multisensory responses. The different models suggest differ-
ent mechanisms for integration, with the Pythagorean sum
modeling two independent pathways integrating the different
stimuli after each has been processed by its own sensory
system and the algebraic sum modeling stimuli that are inte-
grated before being processed, leading to a greater level of
integration overall. It is possible that both the results of
Schnupp et al. �2005� and our results, which show that sub-
jects can utilize both Pythagorean and algebraic approaches
to integration, suggest that the auditory and tactile sensory
systems are capable of integrating in both manners, and both
mechanisms are being employed during our experiment.

D. Relationship to neuroanatomy

One potential anatomical pathway for Pythagorean inte-
gration may be the ascending somatosensory inputs to the
somatosensory cortex, which then project to the auditory cor-
tex. Thus, two independent pathways are operating on input
from each of the modalities, and the multisensory stimuli are
processed only after the single-modality operations have
taken place. A different anatomical pathway that may ac-
count for algebraic integration comes from the ascending so-
matosensory inputs that target early auditory centers �i.e., in
the brainstem and thalamus� and thereby affect changes in
auditory-tactile integration before the combined signal
reaches the auditory cortex. The fact that we see observed
responses that are greater than the prediction of PSM sug-
gests that the auditory and somatosensory systems are work-
ing together in one multisensory area to process the stimuli.

V. CONCLUDING REMARKS

Our study has shown that certain combinations of audi-
tory and tactile signals result in a significant increase in de-
tectability above the levels when the stimuli are presented in
isolation. This is not due to changes in response bias �e.g.,
Yarrow et al., 2008�, as indicated by a detection theory
analysis. Specifically, we have shown significant increases in
detectability that are independent of relative auditory-tactile
phase when the auditory and tactile stimuli are presented
simultaneously, suggesting that the envelopes, and not the
fine structure, of the two signals interact in a facilitative
manner. Additionally, we have also shown asymmetric
changes in detectability when the two signals are presented
with temporal asynchrony: When the auditory signal is pre-
sented first, detectability is not significantly greater than in
A-alone or T-alone conditions, but when the tactile signal is
presented first, detectability is significantly greater for almost
all values of SOA employed. These differences are consistent
with the neural mechanics of auditory-on-auditory masking
and tactile-on-tactile masking.

Our results were compared with three models of integra-
tion. While it is not always possible to differentiate among
the models on the basis of a single experimental outcome,
the models sort themselves out if one combines results across
sessions and/or observers. If one assumes that all observers
use a single model in all experiments, then the PSM gives a
better fit to the data than the OSCM or the ASM.

Further research is being conducted to examine the ef-
fects of other stimulus parameters �including frequency and
intensity� on the perceptual aspects of auditory-tactile inte-
gration.
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APPENDIX: ESTIMATIONS OF BONE-CONDUCTED
SOUND LEVELS ARISING FROM VIBROTACTILE
STIMULATION AT 250 HZ

We consider two possibilities and show that they are
unlikely to be responsible for our results: �1� In baseline
conditions the vibratory stimulus is detected through the au-
ditory sense. �2� In Experiment 1, the phase dependent com-
bination of vibratory and acoustic stimuli is responsible for
the phase dependence of our results. Note that masking noise
was used in an attempt to ensure that the task is performed
solely through the sense of touch without spurious auditory
cues.

Consider first the possibility that bone-conducted sound
from vibratory stimulation was responsible for detection of
the tactile stimulus. In the measurements of Dirks et al.
�1976�, bone-conduction thresholds for normal listeners in
force and acceleration units indicate that the 250-Hz bone-
conduction threshold, when measured with a vibrator placed
on the mastoid, is 10 dB re 1 cm /s2 �acceleration units�. The
maximum displacement of our 250-Hz signal �roughly 5 dB
SL� corresponds to a peak displacement of �20 dB re 1 �m
peak and an acceleration of roughly 5 dB re 1 cm /s2,
roughly 5 dB less than the bone-conduction threshold for
mastoid stimulation. It is fairly safe to assume that stimula-
tion of the middle finger results in a highly attenuated bone-
conducted signal compared to stimulation of the mastoid.
The bone-conducted threshold at the forehead is 12 dB
higher than at the mastoid. The impedance mismatches cre-
ated by tissue and bone junctions from the fingertip to the
skull would lead to even higher thresholds, perhaps by 13
dB, than for the forehead. Thus, the highest signal reaching
the ear through bone-conducted sound at 250 Hz would be
�20 dB re 1 cm /s2. The bone-conducted threshold at 250Hz
is 10 dB cm /s2; thus, our bone-conducted stimulus would be
roughly �30 dB SL, that is, roughly 30 dB below the air-
conducted threshold of 18 dB SPL at 250 Hz �Houtsma,
2004� or equivalent to an acoustic stimulus of �12 dB SPL.
Such bone-conducted sound would be undetectable.

Assuming a critical ratio of 17.5 dB at 250 Hz and a
noise spectral level of 7.4 dB/Hz, the level of the acoustic
tone is roughly 25 dB SPL, and �as noted above� the equiva-
lent vibratory stimulus is �12 dB SPL, 37 dB below the
level of the acoustic tone. This would cause the 25 dB SPL
tone to vary at most from 24.9 to 25.1 dB SPL as the phase
is changed. To understand the effect of this phase change, we
make use of some unpublished data on the detection of au-
ditory stimuli of different amplitudes: 25 and 27 dB, which
correspond to detection rates in the 50 dB SPL noise of
70.9%- and 79.9%-correct, respectively, or about 4.5 per-
centage points per decibel. Thus, the combination of the
bone- and the air-conducted sound would cause the detection
rate to change from 70.3% to 71.5%. This is contrary to the
results of Experiment 1, which indicate that in the A+T con-
dition in scores varied between 83.2%- and 84.6%-correct
with standard errors of less than 1.3 percentage points. This
indicates that the effect of combining the vibratory and
acoustic stimuli cannot be accounted for by bone conduction
alone.

1Data collected from an additional two subjects �S5 in experiment 1 and S7

in experiment 2C� were discarded on the basis of abnormally low values
of thresholds for the tactile stimuli that were inconsistent with those of the
other subjects and with results in the literature.

2Three subjects �S2, S4, and S7� were also tested in two additional condi-
tions in experiment 1 �phase=0°, SOA=+600 ms, and SOA=−600 ms�
in addition to the four phase conditions. These subjects later participated
in experiment 2B, and SOA values of �600 ms were not repeated.

3Due to experimenter error, performance on the combined A+T �SOA
=0 ms� condition was not measured in several of the experiment 2B test
sessions for three subjects �S2, S4, and S7�, although performance on
A-alone and T-alone conditions was always established at the beginning of
each session.

4We denote d-primes that can be estimated directly from the data using
lower case �d��, d-primes that are predicted by models in upper case letters
�D��.

5Although both types of interactions might occur simultaneously and can-
cel, we regard this possibility as unlikely.
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The evidence that cochlear implant listeners routinely experience stream segregation is limited and
equivocal. Streaming in these listeners was explored using tone sequences matched to the center
frequencies of the implant’s 22 electrodes. Experiment 1 measured temporal discrimination for short
�ABA triplet� and longer �12 AB cycles� sequences �tone/silence durations � 60/40 ms�. Tone A
stimulated electrode 11; tone B stimulated one of 14 electrodes. On each trial, one sequence
remained isochronous, and tone B was delayed in the other; listeners had to identify the
anisochronous interval. The delay was introduced in the second half of the longer sequences. Prior
build-up of streaming should cause thresholds to rise more steeply with increasing electrode
separation, but no interaction with sequence length was found. Experiment 2 required listeners to
identify which of two target sequences was present when interleaved with distractors �tone/silence
durations � 120/80 ms�. Accuracy was high for isolated targets, but most listeners performed near
chance when loudness-matched distractors were added, even when remote from the target. Only a
substantial reduction in distractor level improved performance, and this effect did not interact with
target-distractor separation. These results indicate that implantees often do not achieve stream
segregation, even in relatively unchallenging tasks.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3203210�
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I. INTRODUCTION

Grouping together only those acoustic elements that
arise from a common source is an important function of the
auditory system, and the extent to which this is possible has
a major impact on one’s ability to recognize auditory objects
in complex listening environments. Normal-hearing �NH�
and cochlear implant �CI� listeners alike must solve this
scene analysis problem �Bregman, 1990�, but CI listeners are
much less well equipped for this challenge owing to the im-
poverished sensory information available via their implants
�e.g., Throckmorton and Collins, 2002; Fu and Nogaki,
2005�. However, relatively few studies have investigated au-
ditory grouping in CI listeners, and even fewer have used
accuracy of performance as a measure of perceptual organi-
zation with implant listening. The experiments reported here
used temporal discrimination and interleaved melody recog-
nition to measure the extent to which CI listeners typically
experience auditory stream segregation.

Bregman �1990� proposed two distinct processes in the
construction of auditory representations: “primitive” scene
analysis and schema-based selection. The first is driven by
the incoming acoustic data and is often assumed to be invol-
untary and pre-attentive. The latter is assumed to be volun-
tary and to involve, through selective attention, the “activa-
tion of stored knowledge of familiar patterns or schemas in
the acoustic environment and of a search for confirming

stimulation in the auditory input” �Bregman, 1990, page
397�. The distinction between these processes is reflected in
the findings of van Noorden �1975�. He examined the per-
ceptual organization of sequences comprising alternating
high- and low-frequency pure tones that differed in fre-
quency separation and presentation rate �tone onset-to-onset
time�. van Noorden �1975� distinguished between the tempo-
ral coherence boundary �TCB� and the fission boundary �FB�
by varying the instructions given to his participants, and
hence their listening “set.” He found that the sequence could
not be heard as a single stream above the TCB presumably
because of the obligatory operation of primitive stream seg-
regation, whereas it could not be heard as two streams below
the FB presumably because of the limits of attentional selec-
tion. The TCB was influenced by frequency separation and
rate; larger separations were required to induce streaming at
slower rates. In contrast, the FB showed little dependence on
rate; sounds could be selected voluntarily from a larger set if
their frequency separation was larger than a minimum criti-
cal value �a few semitones�.

A. Temporal discrimination as a streaming measure
in NH listeners

The perceptual properties of sound events are computed
within streams but not across them. Therefore, one approach
to measuring auditory stream segregation is to use a task for
which performance will be affected adversely if streaming
occurs. For example, performance is impaired in tasks that
require listeners to count or report the order of sequences of
pure tones if these sounds are heard to split into separate
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streams on the basis of frequency separation or rate �Warren
et al., 1969; Bregman and Campbell, 1971�. Similarly,
stream segregation increases thresholds for detecting changes
in rhythm arising from temporal asymmetries between se-
quentially presented tones �e.g., van Noorden, 1975; Vliegen
et al., 1999; Cusack and Roberts, 2000; Roberts et al., 2002�.
Given that listeners must attempt to hear the sequence as a
single stream to perform well in these tasks, the results
should indicate the limits of their ability to overcome primi-
tive stream segregation.

One important caveat regarding this approach merits
note. Even for two isolated pure tones, for which one would
expect little or no build-up in the tendency for stream segre-
gation �Bregman, 1978�, thresholds for detecting a temporal
gap between them rise for NH listeners as the frequency
separation increases �e.g., Grose et al., 2001�. Thus, the ef-
fects of frequency differences between tones on performance
in gap discrimination tasks do not always reflect increased
stream segregation. Indeed, gap detection thresholds have
been shown to rise in CI listeners as the physical separation
of stimulated electrode pairs is increased; Hanekom and Sh-
annon �1998� used this as a measure of electrode interaction,
not of streaming.1 Therefore, an increase in temporal-
discrimination thresholds with greater frequency separation
between two stimuli cannot in itself be taken as firm evi-
dence of stream segregation.

To demonstrate convincingly that changes in threshold
reflect changes in stream segregation, it is necessary to ob-
serve a greater dependence of temporal judgments on fre-
quency separation in situations where stream segregation is
expected to be greater, i.e., when there has been sufficient
time for the tendency for segregation to build up. This was
first demonstrated by van Noorden �1975�, who measured the
just perceptible displacement in time ��T� of the B tones
from the midpoint between neighboring A tones in long se-
quences of alternating AB tones and in short ABA “triplets.”
There was a very clear dependence of �T on the frequency
ratio between tones A and B for the long sequences, but there
was far less dependence of �T on the AB ratio for the trip-
lets.

B. Temporal discrimination as a streaming measure
in implant listeners

To date, the only published example of this approach
being applied to CI listeners is the study by Hong and Turner
�2006�. They used sequences of pure tones configured in the
same way as those described by Roberts et al. �2002�, where
the target stimulus began with an isochronous portion to al-
low significant build-up of the strength of stream segregation
before the anisochrony was introduced. Hence, the ability to
detect the irregular rhythm was taken to indicate an absence
of streaming. Stimuli were presented via a loudspeaker at 90
or 95 dB SPL �sound pressure level� to eight CI listeners,
who used their normal speech processors and “maps”
�speech processing strategies and stimulus levels�, and were
allowed to adjust their own volume or sensitivity settings if
desired. Tone A was set at 200, 800, or 2000 Hz, while the
frequency of tone B was set at a ratio ��B−A� /A� of 0 �i.e.,

A=B�, 0.01, 0.1, 0.5, 1.0, or 3.0. Using an adaptive two-
interval two-alternative forced-choice task, they measured
the threshold delay for tone B over this range of separations
from each “base frequency” for tone A. The results were
normalized relative to the threshold delay for the case where
the ratio was 0. Hong and Turner �2006� found considerable
variability in the slopes of the function relating threshold to
frequency separation for their CI listeners. The AB frequency
differences were converted into electrode separations based
on the frequency allocations to each electrode for the indi-
vidual CI listeners, and significant linear regressions were
found between the normalized threshold delays and electrode
separations for some �though not all� of the listeners.

In an attempt to determine whether the observed rela-
tionship between frequency �or electrode� separation and
threshold delay truly reflected stream segregation, they re-
peated the task with three NH and three CI listeners at two
ratios �0 and 0.5� using isolated ABA tone triplets �“short
rhythm task”� as well as the longer sequences �“streaming
task”�. For the three base frequencies, they found that the
normalized thresholds for the ratio of 0.5 were usually
greater for the longer sequences than for the triplets. In ef-
fect, they found an interaction between tone sequence length
and frequency separation, which they concluded was evi-
dence that the task was a genuine measure of stream segre-
gation. They went on to report correlations between normal-
ized thresholds in their streaming task and speech reception
thresholds in noise.

In contrast with Hong and Turner �2006�, Cooper and
Roberts �2007� argued that most CI listeners typically expe-
rience little or no auditory stream segregation. Listeners in
their task were required to report whether they heard one or
two streams when listening to sequences of alternating high
and low tones. A significant relationship was found between
electrode separation and reported segregation, but sequence
rate had essentially no effect on listeners’ judgments. In con-
trast, rate changes usually have a major effect on streaming
judgments by NH listeners �van Noorden, 1975�. Further-
more, there was little evidence of the perceptual instability
for intermediate electrode separations that would have been
predicted if stream segregation were occurring �Anstis and
Saida, 1985�. A similar effect of electrode separation on re-
ported segregation was observed by Chatterjee et al. �2006�,
but they did not explore the effect of changes in rate. Cooper
and Roberts �2007� concluded that their results probably re-
flected simple channel discrimination rather than streaming
judgments.

What might account for the discrepancy between the
findings of these two studies? One possibility concerns the
listening set of the participants in the study of Cooper and
Roberts �2007�, for which listeners were not instructed to try
and hear the stimuli in any particular way. However, as noted
by Cooper �2008�, while it is true that the dependence of
reported segregation on sequence rate may not be as strong
under neutral instructions as when listeners are asked to try
and hear a single stream, there is clear experimental evidence
of this dependence under neutral instructions in NH listeners
�e.g., Anstis and Saida, 1985, experiment 1�. Another possi-
bility concerns underlying differences between measures of
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streaming based on subjective report and on temporal dis-
crimination. Although these measures are often regarded as
closely related �e.g., Roberts et al., 2002�, there is recent
evidence of discrepancies between them �compare the results
of Roberts et al. �2008� with those of Rogers and Bregman
�1993, 1998��. However, so far these discrepancies appear to
be restricted to studies concerned specifically with the reset-
ting of the build-up of stream segregation, which does not
apply here.

The results reported by Hong and Turner �2006� should
be treated with some caution because there are a number of
caveats relating to their experimental methods. First, stimuli
were presented via loudspeaker rather than by direct stimu-
lation, and so the effects of each listener’s speech processing
strategy on the resulting patterns of electrical stimulation are
not entirely clear. Indeed, unlike our listeners, a mixture of
different implant systems and speech-coding strategies was
used among their participants, and they were allowed to ad-
just the volume or sensitivity levels of their speech proces-
sors. Therefore, the precise characteristics of the electrical
stimuli that were delivered are unknown. Second, frequency
separation was the experimental parameter directly manipu-
lated, and this was only converted into electrode separation
afterward. Again, this inevitably leads to some uncertainty
about the precise stimuli that were delivered to the electrodes
of the listeners’ implants. Finally, only three CI listeners �one
user of the 22-channel Nucleus implant and two users of the
16-channel Clarion implant� participated in their critical sec-
ond experiment, which compared longer sequences and trip-
lets, and only two frequency separations were tested �ratios
of 0 and 0.5�. As noted by Cooper and Roberts �2007�, re-
sults based on more precisely controlled stimuli for a wider
range of electrode separations, and from more participants,
would be required to provide convincing evidence of invol-
untary stream segregation in the majority of implant listen-
ers. Therefore, experiment 1 reported here revisited the use
of a temporal-discrimination task to explore stream segrega-
tion in CI listeners. The experiment was designed to avoid
some of the limitations associated with Hong and Turner’s
�2006� methods.

C. Interleaved melody recognition and schema-based
stream segregation

One example of a situation that would be expected to be
influenced by schema-based streaming is when the listener
has to select and recognize a familiar melody or pattern of
tones from a sequence containing interleaved interfering
sounds �distractors�. Dowling �1973� described a task of this
type, in which he played to NH listeners pairs of familiar
melodies �e.g., “Happy Birthday”� that were temporally in-
terleaved, i.e., where the tones of one melody alternated with
the tones of another. The listeners’ task was to name either of
the melodies. He found that their pitch ranges should not
overlap for identification to be successful.

Cusack and Roberts �2000� modified Dowling’s �1973�
task such that an arbitrary six-tone melody was heard once in
isolation, followed by two intervals in which the melody was
interleaved with distractors. The melody was identical to the
isolated version in one interval and was modified in the other

interval; the task was to identify the interval containing the
exact match. Differences between targets and distractors in
pitch range and in timbre �pure tones vs narrow-band noises�
both improved performance considerably. Bey and McAd-
ams �2002, 2003� have since used a similar/different task to
compare the case where an isolated arbitrary melody �com-
parison� is heard before or after the interleaved stimulus.
Listeners were better able to judge whether the interleaved
melody was identical to the comparison melody when the
comparison was presented beforehand, indicating that prior
knowledge of the melody to be extracted from the mixture
enabled a contribution from a schema-based process for seg-
regation. Thus, tasks requiring the recognition of interleaved
melodies have been effective in experimental studies of au-
ditory stream segregation in NH listeners. Such tasks are
likely to involve both primitive and schema-driven segrega-
tion processes but are probably dominated by the latter.

We are aware of only one study that has explored the
ability of CI listeners to select a subset of acoustic elements
from a longer sequence, and only a short summary of this
study has been published �Chatterjee and Galvin, 2002�.
These authors used repeating patterns of loudness-matched
stimuli that were composed of two or three different tones
�tone duration � 50 ms; inter-tone interval � 50 ms�, and the
tonotopic distance �electrode pair separation� between these
tones was varied. Before each test sequence, listeners heard a
“preview” sequence with a rhythm corresponding to a subset
of the tones and were asked to judge whether or not they
could hear this rhythm within the test sequence. The propor-
tion of positive responses was taken as evidence that the
subset of elements could be heard out as a separate percep-
tual stream. Chatterjee and Galvin �2002� found that this
proportion was very dependent on tonotopic distance, as
would be expected for NH listeners. Although their method
was described as a yes/no task, the preview was always con-
tained within the longer sequence, and so the task was sub-
jective in nature. Experiment 2 reported here used an inter-
leaved melody task to evaluate schema-based segregation in
CI listeners using an accuracy of performance measure, to
our knowledge for the first time.

II. EXPERIMENT 1

A. Overview

To investigate stream segregation in CI listeners using a
temporal-discrimination task, experiment 1 employed the
same task and stimulus sequence configurations used by
Roberts et al. �2002� and also used ABA tone triplets. In
contrast with Hong and Turner �2006�, the stimuli were pre-
sented via direct input to the listeners’ speech processors.
The frequencies of the tones used were such that they fell in
the center of the passband for the intended electrodes �see
Table I�. The speech processor was programed so that it
could deliver stimulation on only one channel at a time using
the advanced combination encoders �ACE� strategy and se-
lecting only one spectral peak. The precise pattern of electri-
cal stimulation was verified by routing the stimuli through an
experimental speech processor and by analyzing the output
using a “dummy” implant within the manufacturer’s com-
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puter interface. This allowed a frame-by-frame listing of the
output of the implant’s transmitter coil and the generation of
an “electrodogram,” which illustrates visually the output on
each electrode over the selected time window. This proce-
dure replaced checking with a test implant and oscilloscope.

All stimuli were presented at C level �maximum com-
fortable level� and were loudness balanced using a standard
clinical method of “sweeping” stimulation across the elec-

trode array; listeners had no control over the volume or sen-
sitivity. Thus, the relation between electrode separation and
temporal discrimination was measured directly across a wide
range of separations, both for the longer tone sequences and
the short triplets, in a group of CI listeners all using the same
type of Nucleus implant. An interaction between sequence
length and electrode separation, across a range of AB fre-
quency separations, would provide more convincing evi-
dence that stream segregation had indeed mediated the re-
sults; in this case, one would expect to see a steeper function
relating threshold to electrode separation for the longer tone
sequences than for the triplets.

B. Method

1. Stimuli and conditions

There were two conditions, one using longer sequences
of alternating tones A and B and the other using short ABA
triplets. The longer sequences had an identical configuration
to those used by Roberts et al. �2002� and by Hong and
Turner �2006�; each sequence lasted 2.4 s and consisted of 12
AB cycles of alternating pure tones. These sequences were
long enough to allow considerable build-up in the tendency
for stream segregation in NH listeners �see, e.g., Roberts et
al., 2008�. The duration of each tone was 60 ms, including
10-ms onset and offset ramps, and the standard inter-tone
interval was 40 ms, corresponding to an onset-to-onset time
of 100 ms between consecutive tones. The ABA triplets were
constructed in the same way; each triplet lasted 300 ms. The
frequency characteristics of the sequences were identical in
the two conditions. Table I illustrates the relationship be-

FIG. 1. Stimuli for experiment 1—schematic representation of the longer
test sequences used. Each tone is depicted by a short solid line; tones heard
as belonging to the same auditory stream are linked by dotted lines. The
upper and lower panels represent a sequence heard as integrated �one
stream� or segregated �two streams�, respectively. Reproduced with permis-
sion from Roberts et al. �2002�, p. 2078. Copyright 2002 by the Acoustical
Society of America.

TABLE I. Frequency characteristics of the tones used in experiments 1 and 2 and their relation to the implant’s 22 channels. Lower- and higher-numbered
electrodes correspond to more basal and more apical places, respectively. Rows shown in bold indicate the restricted set of electrodes used in experiment 1.
All electrode numbers were used in experiment 2.

Channel/electrode number
Lower frequency boundary

�Hz�
Upper frequency boundary

�Hz�

Channel center frequency and frequency
of the pure tone stimuli

�Hz�
1 �most basal� 6938 7938 7438

2 6063 6938 6500
3 5313 6063 5688
4 4688 5313 5000
5 4063 4688 4375
6 3563 4063 3813
7 3063 3563 3313
8 2688 3063 2875
9 2313 2688 2500
10 2063 2313 2188
11 1813 2063 1938
12 1563 1813 1688
13 1313 1563 1438
14 1188 1313 1250
15 1063 1188 1125
16 938 1063 1000
17 813 938 875
18 688 813 750
19 563 688 625
20 438 563 500
21 313 438 375

22 �most apical� 188 313 250
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tween the frequencies of the tones used and the electrodes
stimulated. Tone A was always at 1938 Hz and hence stimu-
lated electrode 11 �e11�. Tone B was at a frequency set to
stimulate either one of six electrodes more basal than e11
�e1, e3, e5, e7, e9, or e10�, or one of seven electrodes more
apical than e11 �e12, e13, e14, e15, e17, e19, or e21�, or e11
itself. As the task was time consuming, even-numbered elec-
trodes spatially distant from e11 were omitted, while every
electrode was included for the region of most interest �cen-
tered on e11�. The electrode used for tone B was selected
quasi-randomly from the test set between trials but was con-
stant within each sequence and did not vary within a trial.

In the longer-sequence condition, each tone B was pre-
sented at the exact midpoint in time between the preceding
and following tones A for the standard �isochronous� se-
quences. The structure of the test �anisochronous� sequences
is illustrated in Fig. 1. These sequences were configured in
the same way as the standard case for the first six AB cycles,
but tone B was delayed progressively in equal steps over the
next four cycles, and the cumulated delay was maintained for
the final two cycles. Hence, the rhythm was regular for the
first half of a test sequence but changed to irregular in the
second half. Cumulated delays of 10, 20, 30, or 40 ms were
used in quasi-random order for the test sequences across tri-
als; 40 ms was the maximum delay possible without tempo-
ral overlap between tones A and B. In the triplet condition,
the test sequences were created by applying a delay of 10,
20, 30, or 40 ms to the middle tone B of the standard case.
Thus, these test triplets were identical to the first three tones
comprising the final two cycles in their longer counterparts.
For all listeners, a constant pulse rate of 900 pps and a pulse
width of 25 �s were used; stimulation was monopolar
�MP1+2�, and pulses were interleaved across stimulated
electrodes.

2. Listeners

Listeners were six adult, post-lingually deafened, expe-
rienced users of the Nucleus CI24 implant system; all had
normal electrode insertions. Table II shows their demo-
graphic and other details.

3. Procedure

A two-interval, two-alternative, forced-choice procedure
was used. In both conditions, all possible combinations of
electrode pairings and onset delay for tone B were used in
quasi-random order. Thus, there were four possible delays
�10, 20, 30, or 40 ms� � 14 electrode pairings � 56 combi-
nations. Stimulus presentation was initiated by the listener
using a key press, and there was a 1-s silence between each
interval. In each trial block, the test sequence occurred at
random, once in the first interval and once in the second, for
each combination of delay and electrode pair, giving a total
of 112 presentations per block. A total of ten trial blocks was
completed, giving 20 presentations of each combination.

All stimuli were delivered via a computer-controlled
sound card �16-bit resolution, 20-kHz sampling frequency�
to the external input socket of the speech processor via an
electrically isolated adaptor cable supplied by the manufac-
turer for use with the Nucleus implant system. The method
of constant stimuli was used instead of an adaptive proce-
dure, as it was considered important that the CI listeners
regularly experienced trials in which they were able to per-
form reasonably well. Pilot work had shown that when the
task was consistently difficult, with frequent incorrect re-
sponses, listeners found it hard to maintain concentration and
remain “on task.”

The purpose of the experiment was explained to the lis-
teners; they were instructed both verbally and in writing.
Each listener was seated in front of a computer screen and
keyboard. They were instructed to listen to both sequences of
tones and to respond by pressing key 1 or 2 on the keyboard
to indicate which sequence, first or second, was irregular in
rhythm �i.e., to identify the anisochronous interval�. Feed-
back was provided on the computer screen as to whether the
response was correct or incorrect. All listeners received train-
ing and practice on both sequence lengths prior to the experi-
mental runs. Stimulus pairs expected to be most easily dis-
criminable were used, i.e., when tone B had the same
frequency as tone A and the delay on tone B was either 0 or
40 ms. Pilot work indicated that all CI listeners performed
well above chance in this case. Training was continued to
ensure that each listener understood the task and what to
listen for, responded confidently and appropriately, and

TABLE II. Demographic and other details for implant listeners in experiments 1 and 2.

Listener Age Gender Expt.
Open-set speech recognition score

�% correct for BKB sentences in quiet� Type of electrode array

Pulse rate in normal
daily use
�pulses/s�

Pulse width in normal
daily use

��s�

L1 42 F 2 80 Perimodiolar 1200 25
L2 48 F 1 76 Straight 250 25
L3 61 F 2 91 Straight 1200 25
L5 58 M 1 48 Straight 250 25
L6 25 M 1, 2 98 Straight 250 25
L9 46 M 1 99 Straight 1800 25
L11 45 M 1, 2 92 Straight 900 25
L12 69 F 1 93 Perimodiolar 1200 25
L13 51 F 2 100 Straight 1200 25
L14 25 F 2 90 Straight 250 25
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achieved good or near-perfect performance. Care was taken
to ensure that any task learning was essentially complete
before the experimental runs began.

C. Results

For each listener, the percentage of correct responses
�out of 20� was calculated for each combination of delay and
electrode separation. For each electrode separation, a thresh-
old delay was derived from these scores using a logistic
function to fit the data and to estimate the delay equivalent to
an accuracy of 75% correct. This approach provided a good
fit to the data in over 90% of cases. In cases of floor or
ceiling effects on performance, thresholds of 40 or 10 ms
were assumed, as appropriate.

The geometric mean thresholds for the six implant lis-
teners are shown in Fig. 2. Overall, a strong effect of elec-
trode number for tone B on threshold can be seen, with
higher thresholds associated with greater electrode separation
from e11, and this effect is broadly symmetrical. There is
also clear evidence of an overall tendency toward higher
thresholds for the triplets than for the longer sequences for
all electrode positions. A within-subjects analysis of variance
�ANOVA� performed using log-transformed threshold esti-
mates revealed a highly significant main effect of electrode
number for tone B �F�13,65�=15.056, p�0.001�. There
was also a significant main effect of sequence length
�F�1,5�=7.652, p=0.040�, but there was not a significant
interaction between electrode number and sequence length
�F�13,65�=1.104, p=0.372�. To reduce the possibility that
ceiling effects had distorted the outcomes of this analysis, the
ANOVA was repeated, excluding the data for electrodes 1, 3,
19, and 21, which are toward each end of the electrode array.
This analysis confirmed a significant effect of electrode num-
ber �F�9,45�=11.333, p�0.001� and of sequence length

�F�1,5�=9.025, p=0.030�. Again, there was no significant
interaction between sequence length and electrode number
�F�9,45�=1.109, p=0.376�

To explore further the relationship between threshold de-
lay and electrode separation �between tones A and B� sepa-
rately for the basal and apical directions �relative to e11�, the
ANOVA was repeated for each half of the electrode array.
The data for e11 were included in both analyses. In the apical
direction, there was a significant main effect of electrode
separation �F�6,30�=20.764, p�0.001� and of sequence
length �F�1,5�=12.233, p=0.017�, but no significant inter-
action between sequence length and electrode separation
�F�6,30�=0.761, p=0.606�. Indeed, the two curves are es-
sentially parallel. In the basal direction, there was again a
significant main effect of electrode separation �F�6,30�
=22.782, p�0.001�. Although there was no significant
main effect of sequence length �F�1,5�=3.682, p=0.113�, a
similar trend was apparent to that observed in the apical di-
rection. Again, there was no significant interaction between
sequence length and electrode separation �F�6,30�
=1.306, p=0.285�. The hint of a narrowing distance be-
tween the two curves for the greatest electrode separations in
the basal direction probably reflects ceiling effects on perfor-
mance in the triplet condition. Excluding the more extreme
electrode separations �e1 and e3 in the basal case; e19 and
e21 in the apical case� did not change the outcome of these
analyses.

Results for the six individual listeners are shown in Fig.
3. For the purposes of illustration, where threshold delays
were greater than the maximum delay used �40 ms�, a sym-
bol has been plotted at the 40-ms point on each graph with
an upward-pointing arrow. Similarly, where thresholds were
less than the shortest delay used �10 ms�, a symbol has been
inserted at the 10-ms point with a downward-pointing arrow.
Although variation is apparent in individual listeners’ results,
some common patterns are observable. The strong depen-
dence of threshold delay on electrode separation is obvious
for both the triplets and the longer sequences, with greater
separations of tone B from e11 in both apical �higher elec-
trode numbers� and basal directions �lower electrode num-
bers� generally associated with higher threshold delays. Also,
for most listeners, thresholds for the triplets were generally
worse than those for the longer sequences.

There were, however, some marked differences in per-
formance between individuals. For example, L2 showed
thresholds above 40 ms for the longer sequences on all the
electrode separations across the array, except when tone B
stimulated one of three central positions �e10, e11, and e12�,
and a similar pattern was apparent for the triplets. In contrast,
L11 had thresholds of 10 ms or better for the longer se-
quences on all the electrodes stimulated by tone B from e3
through e14, with only slightly higher thresholds for the
most basal and for the four most apical electrodes tested. For
the triplets, however, L11 generally showed much higher
thresholds with a clear dependence on electrode separation
�higher thresholds for greater separations from e11�.

FIG. 2. Results for experiment 1—geometric mean threshold delays for six
implant listeners in the triplets and the longer-sequence conditions �filled
and open squares, respectively�. For the calculation of means, thresholds
above the maximum of 40 ms or below the minimum of 10 ms have been
allocated values of 40 and 10 ms, respectively. Inter-subject standard errors
for each mean are shown by vertical lines. Means and error bars for the two
sequence lengths have been slightly displaced for clarity.
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D. Discussion

The main findings can be summarized as follows. First,
increased electrode separation between tones A and B is as-
sociated in all listeners with worse performance �higher
threshold delays for tone B� for both longer sequences and
triplets. Second, for most listeners, overall performance was
generally worse for the triplets than for the longer sequences.
Third, there was no interaction between sequence length and
electrode separation.

The first of these findings is consistent with reports of
temporal judgments for short sound sequences of different
frequencies in NH listeners �e.g., van Noorden, 1975; Grose
et al., 2001� or which stimulate different electrodes in CI
listeners �e.g., Hanekom and Shannon, 1998�. The results
demonstrate that CI listeners found judgments about the rela-
tive timing of sounds more difficult when they stimulated
electrodes that were more widely separated spatially. The
wider separation would have resulted in greater perceptual
differences between the sounds, particularly in pitch or tim-
bral brightness. The second finding, that performance was
generally worse with the triplets than with the 2.4-s long
sequences, tallies with anecdotal reports from our listeners
that they found the triplet condition significantly more taxing

and is fully consistent with the findings of Hong and Turner
�2006�. While better performance overall in the triplet con-
dition might have been expected as a result of a lack of
build-up of stream segregation, any such benefit was clearly
more than offset by the small number of tones available for
listeners to detect the relative timing of tones A and B.

The third finding, that there was no interaction between
electrode separation and sequence length, is very different
from the results reported by Hong and Turner �2006�. They
measured thresholds when the ratios of the frequencies of
tones A and B were 0 �1:1� and 0.5 �1:1.5�. Thresholds for
the latter case were reported as normalized values after di-
viding by the corresponding “baseline” performance in the
former case; these normalized thresholds were typically
much greater for the longer-sequence condition than for the
triplet condition. This suggests a much stronger dependence
of threshold on electrode separation for the longer sequences,
presumably reflecting the contribution of stream segregation.
The original thresholds from Hong and Turner’s �2006� data
for the ratio of 0.5 can be reconstructed from the normalized
values and the corresponding thresholds for the ratio 0. For
the three individuals that they tested, these values indicate
that the difference in thresholds between the triplets and
longer sequences was usually much smaller for the ratio of
0.5 than for the ratio of 0, and it was sometimes reversed
�i.e., crossovers were observed�.

With respect to e11 �centered on 1938 Hz�, frequencies
giving a ratio of 0.5 in the present experiment would be 2907
Hz �basal direction� and 1292 Hz �apical direction�. Table I
indicates that these values would be produced by positioning
tone B on e8 or e14, respectively. Given that the present
experiment included comparisons of thresholds for the two
sequence lengths across a much larger range of frequency
separations than ratios of 0 and 0.5, one would expect to see
crossovers in both the basal and apical directions for most, if
not all, individual listeners. Typically, our listeners did not
show any crossovers in their curves of threshold delay vs
electrode separation �aside from L6 for electrodes 1–9 and
L9 for electrodes 13–21�. While it is not possible to prove a
null hypothesis, it is worth noting that our ANOVA had suf-
ficient power to show significant effects for electrode sepa-
ration and sequence length. Indeed, as noted earlier, our
mean results show broadly parallel curves for the triplets and
longer-sequence conditions in both the basal and apical di-
rections. Overall, these results clearly differ from those of
Hong and Turner �2006�.

Another issue that merits comment is our use of a log
time scale to analyze the threshold estimates, following the
approach used by Roberts et al. �2002, 2008� and by Hong
and Turner �2006�. If we had used a linear time scale instead,
it is possible that a significant interaction between electrode
separation and sequence length would have emerged. How-
ever, this would have been in the opposite direction to that
predicted �i.e., steeper slopes for the triplets than for the
longer-sequence condition�. It should also be acknowledged
that we cannot rule out entirely the possibility that CI listen-
ers may require far longer sequences than do NH listeners
�i.e., much greater than 2.4 s� for substantial build-up to
occur. Note, however, that a much slower rate of build-up is

FIG. 3. Results for experiment 1—thresholds for six individual listeners in
the triplets and the longer-sequence conditions �filled and open squares,
respectively�. An upward-pointing arrow on a symbol plotted at 40 ms in-
dicates a threshold delay greater than the maximum tested. A downward-
pointing arrow on a symbol plotted at 10 ms indicates a threshold delay
lower than the minimum tested.
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likely to reflect a greatly reduced tendency for stream segre-
gation, most probably arising from the reduced effective
separation between stimulation at different frequencies for
CI listeners compared with NH listeners.

In summary, the results of experiment 1 did not provide
convincing evidence that CI listeners commonly experience
involuntary stream segregation. If the worse performance as-
sociated with greater electrode separations were providing an
indirect measure of increased involuntary stream segrega-
tion, then a stronger dependence of threshold on electrode
separation would have been expected for the 2.4-s long se-
quences than for the triplets. The latter were too brief to have
allowed any appreciable build-up in the tendency for stream
segregation to have occurred, and yet slopes for the function
relating electrode separation to threshold delay were seen
that were similar to those obtained with the longer se-
quences.

The results for experiment 1 support the conclusions of
Cooper and Roberts �2007� rather than those of Hong and
Turner �2006�. To explore the ability of CI listeners to
achieve voluntary stream segregation, for which selective at-
tention is an important factor, experiment 2 used a task re-
quiring the selection of a target pattern from a background of
distractors.

III. EXPERIMENT 2

A. Introduction

An interleaved melody task �Dowling, 1973; Hartmann
and Johnson, 1991; Cusack and Roberts, 2000� offers a po-
tentially useful approach to investigating stream segregation
in CI listeners �with the caveats outlined below�, but thus far
no published results are available from experiments of this
type. The ability of CI listeners to recognize melodies has
been evaluated as part of a wider interest in their apprecia-
tion of music. For example, Kong et al. �2004� used a
closed-set melody identification task with six CI and six NH
listeners. They pre-selected a set of 12 familiar songs and
presented them on a musical synthesizer in two conditions,
with or without rhythmic information �the latter case con-
tained only pitch information—the notes were of equal du-
ration with gaps between notes of equal duration�. The NH
listeners achieved near-perfect performance in melody recog-
nition in both the rhythm and no-rhythm conditions. In con-
trast, the CI listeners’ performance was around chance in the
no-rhythm condition and above chance but significantly
poorer than that for the NH listeners in the rhythm condition.

The design of any experiment based on interleaved
melody recognition in CI listeners must take into account the
findings of Kong et al. �2004�; even good implant users who
demonstrate high levels of open-set speech discrimination in
quiet are likely to be poor at melody recognition unless
rhythmic cues are available. Thus, in the absence of rhythmic
cues, target melodies used in such tasks with CI listeners
should be very simple, comprising few elements. Pitch dif-
ferences between successive notes should be as salient as
possible, bearing in mind the generally poor pitch perception
that CI listeners can achieve. Indeed, the percepts conveyed
by place of electrical stimulation via an implant may only be

defined loosely as pitch; timbral brightness is arguably a bet-
ter descriptor �Moore and Carlyon, 2005�. If discrimination
between two melodies is required, the difference between
them should be clear and obvious to the participants.

CI listeners can hear pitch differences when different
electrodes are stimulated, so they might be expected to be
able to select and recognize a simple melody from a back-
ground of distracting tones, provided that the distractors
sound sufficiently different from the tones contained in the
melody. This outcome would provide evidence that CI listen-
ers can use schema-based selection to hear out a subset of
acoustic elements from a sequence as a separate stream, even
in the absence of primitive stream segregation. Directing in-
terleaved distractor tones to electrodes spatially separated
along the array from the target tones should provide pitch �or
brightness� differences that can be used to segregate the
melody. If CI listeners can use such cues, their melody iden-
tification should be better when the distractors stimulate a
different and distinct part of the electrode array than when
they overlap with the part of the array stimulated by the
target tones. Also, performance should be better when a
loudness difference cue is additionally available. Note that
any improvement seen when distractors are reduced in level
cannot be accounted for by changes in energetic masking
because distractor and target tones are presented at different
times from one another.

In summary, two main predictions were tested in this
experiment. First, in a task requiring discrimination between
two simple tone sequences �melodies� interleaved with dis-
tractor tones, performance should be better when the distrac-
tors stimulate a spatially separate part of the electrode array
from the melodies, compared with when the electrode ranges
for the melodies and distractors overlap. Second, better per-
formance should be achieved when the loudness of the dis-
tractors is reduced relative to that of the melody tones, com-
pared with when they are at the same loudness.

B. Method

This experiment was a simplified version of the inter-
leaved melody identification task used by Cusack and Rob-
erts �2000�. Two simple “melodies” were created, each a
sequence of five pure tones, that were easy to distinguish
from one another and to memorize for most CI listeners.
Other details of the experimental set-up, including the con-
figuration of the speech processor, frequency allocations, the
mode of stimulation, and pulse characteristics, were identical
to those used in experiment 1. The effect on recognition of
interleaving the notes of the melody �target tones� with dis-
tractor tones was investigated for different target-distractor
electrode separations and for different distractor levels, rela-
tive to the targets.

1. Stimuli and conditions

Each melody was centered on the middle of the elec-
trode array; e9, e11, and e13 were stimulated. A spacing of
two electrodes was used between successive sounds in an
effort to provide a clear pitch �or brightness� contrast be-
tween them. The sequence of stimulation for melody 1 was
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e9, e11, e13, e11, and e9. This should lead to a falling pitch
followed by a rise, as higher-numbered electrodes are located
toward the apical end of the electrode array and therefore
should produce a lower pitch. For melody 2, the order was
e13, e11, e9, e11, and e13, thus giving a rising pitch followed
by a fall. No rhythm cues were available because all tones
were equal in duration and were presented at the same rate.

The target tones comprising the melodies were inter-
leaved with distractor tones, selected from one of five sets
corresponding to different electrode ranges. Distractor sets
whose ranges of electrode stimulation were spatially remote
from the central portion of the array �which encompassed the
target tones� were termed “distant,” and sets whose ranges
were adjacent to but did not overlap with the targets were
termed “neighboring.” The five sets and associated ranges
were as follows: �i� distant-basal �DB�, corresponding to e1–
e5; �ii� neighboring-basal �NB�, corresponding to e4–e8; �iii�
overlapping �OV�, corresponding to e9–e13 �same range as
for the target tones�; �iv� neighboring-apical �NA�, corre-
sponding to e14–e18; and �v� distant-apical �DA�, corre-
sponding to e18–e22. On each trial, six distractors from the
appropriate range were selected randomly, in steps of one-
electrode spacing, and were interleaved with the five targets
such that the whole sequence �11 tones in total� began and
ended with a distractor. This ensured that listeners could not
perform the task correctly simply by listening for the first or
last note.

As well as varying the region along the electrode array
that was stimulated by the distractor tones, their level was
systematically varied relative to that of the target tones.
Without careful loudness-balancing of all the stimuli relative
to one another, it is not possible to be sure of their precise
relative loudness. Hence, the loudness of the distractors was
expressed in terms of percentage of dynamic range. The
threshold �T� and maximum comfortable loudness �C� levels
for each electrode were measured using standard clinical
methods before running the experiment. Stimulus levels are
described in terms of stimulus units, which correspond to log
current level. The target tones comprising the melody were
always presented at C level. The stimulus level for the dis-
tractor tones was calculated from the dynamic range. For
example, if the measured T and C levels were 100 and 200
stimulus units, respectively, the dynamic range would be 100
stimulus units. In this case, the levels of stimulation on each
electrode would be 100% DR �100% of dynamic range�
� 200 stimulus units, i.e., C level; 75% DR � 175 stimulus
units; 50% DR � 150 stimulus units; and 25% DR � 125
stimulus units.

Individual stimuli comprising both the target melody
and distractor sequence were pure tones that were 120-ms
long, including 10-ms rise and fall times. The tone onset-to-
onset time in an interleaved sequence was 200 ms; i.e., there
was a silent interval of 80 ms between consecutive tones.
The total duration of an interleaved sequence was 2.2 s. As
before, the pure tones used were at frequencies equal to the
center frequencies of the channel allocations defined in the
experimental speech processor �see Table I�. Figure 4 shows

representative examples of electrodograms depicting se-
quences comprising the target tones of a melody interleaved
with distractors.

2. Listeners

Listeners were six experienced adult CI users of the
Nucleus CI24 device, all with normal electrode insertions
and pitch ranking. Demographic and other details are shown
in Table II. All listeners were screened to ensure that they
were able to discriminate reliably between the two target
melodies when presented in isolation �i.e., without distrac-
tors�. A criterion was set of obtaining 100% correct on at
least two successive experimental blocks �ten repetitions per
block� following practice runs. Several potential participants
screened in this way were rejected as they were unable to
perform above chance for the isolated melodies, even after
training.

3. Procedure

The experiment used a single-interval, two-alternative,
forced-choice design. In the main experiment, the stimulus
presented on each trial contained one or other of the target
melodies �1 or 2�, selected at random and interleaved with
distractors. Following practice runs without any distractors
present, the task was made progressively more difficult by
introducing the distractors and increasing their level in each
successive experimental block, in the sequence: 25%, 50%,
75%, and finally 100% DR. In the 100%-DR case, the dis-
tractors were presented at approximately equal loudness to
the target tones. Each block contained 100 presentations in a
quasi-random order �5 distractor sets � 2 target melodies
� 10 repetitions�, giving a total of 400 trials in the main
experiment �100 presentations � 4 distractor levels�. Every
repetition of a block had an equal number of presentations of
each melody, and a new randomization was used for the set
of stimuli tested.

FIG. 4. Stimuli for experiment 2—electrodograms showing examples of
interleaved sequences. The left panel shows target melody 1 �rise/fall in
pitch� interleaved with distractor tones in the OV condition, i.e., taken at
random from within the same electrode range as the target tones �e9–e13�.
The right panel shows target melody 2 �fall/rise in pitch� interleaved with
distractor tones in the DB condition, i.e., taken at random from the range e1
to e5. The filled rectangles illustrate when electrical stimulation was present
on each electrode. Black boxes show the target stimulation; gray boxes show
the distractors. The ordinate shows electrode number, and the abscissa
shows time elapsed in seconds. Only the range of electrode numbers that
encompasses those stimulated is illustrated.
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The purpose of the experiment was explained to the lis-
teners; they were instructed both verbally and in writing.
Listeners first received training in recognition of each
melody in the absence of any distractors and then practice on
the interleaved melody task prior to the main experimental
runs. Care was taken to ensure that all CI listeners under-
stood the task, that they were able to respond appropriately,
and that any task learning was essentially complete before
the experimental runs began. Each listener was seated in
front of a computer screen and keyboard. A visual represen-
tation of each melody was provided on screen as a reminder
of what to listen for. This illustrated the expected pitch
changes for each melody. Listeners were instructed to re-
spond after each trial by pressing either “1” or “2” on the
keyboard to indicate which of the two target melodies they
had heard. Feedback was provided on screen following each
response, displaying “correct” or “incorrect” as appropriate.

C. Results

Responses in each condition were analyzed in terms of
percentage correct responses; there was no evidence of bias
toward reporting one melody in preference to the other.
Mean results for all six CI listeners are shown in Fig. 5.
There is a clear and progressive improvement in performance
with decreasing distractor level. When averaged across dis-
tractor set, mean performance for distractor levels at 100%,
75%, 50%, and 25% DR was 55%, 62%, 92%, and 96%
correct, respectively. Note that overall performance was
close to chance for the 100%- and 75%-DR conditions but
very good for the 50%- and 25%-DR conditions.

Contrary to expectation, which distractor set was used
appeared to have little effect on performance. In particular,

there was no consistent evidence of poorer performance in
the OV condition. A within-subjects ANOVA showed a
highly significant effect of distractor level �F�3,15�
=16.56, p�0.001�, but there was no effect of distractor set
�F�4,20�=1.29, p=0.307�, and there was no interaction be-
tween distractor set and level �F�12,60�=1.15, p=0.338�.
As a precaution, to reduce heterogeneity of variance associ-
ated with percent correct scores, the ANOVA was repeated
using arcsine-transformed data �Y�=2 arcsin��Y�; see Keppel
and Wickens �2004�, p. 155�. The results confirmed the out-
come of the original analysis. Pairwise comparisons between
the means for different distractor levels were calculated us-
ing the restricted least-significant-difference test �Snedecor
and Cochran, 1967�. Four out of the six possible compari-
sons showed a significant difference �100% vs 50% DR: p
=0.004; 100% vs 25% DR: p=0.001; 75% vs 50% DR: p
=0.023; 75% vs 25% DR: p=0.005�. The difference between
the 100%- and 75%-DR cases was not significant �p
=0.472�, and the difference between the 50%- and 25%-DR
cases was marginal �p=0.053�.

Individual results for the six CI listeners are shown in
Fig. 6. Overall performance on this task in the 100%-DR
condition was generally close to chance, with no systematic

FIG. 5. Results for experiment 2—mean accuracy for six implant listeners.
Clustered columns show results for each of the five distractor sets. The
results for the four different distractor levels are shown by the differently
shaded columns �see inset�. Inter-subject standard errors for each mean are
shown by vertical lines. The horizontal dashed lines indicate chance �50%�
and perfect performance.

FIG. 6. Results for experiment 2—accuracy scores for six individual listen-
ers. Clustered columns show results for each distractor set; abbreviations for
these sets are as indicated in Fig. 5. The results for the four different dis-
tractor levels are shown by the differently shaded columns �see inset�. The
horizontal dashed lines indicate chance �50%� and perfect performance.
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difference between the different distractor sets. The only
clear exception was L13; she showed the best scores for the
two basally located distractor sets, DB and NB, both well
above chance �90% and 95% correct, respectively�, and the
worst score for the OV set. Surprisingly, she performed bet-
ter overall in the 100%-DR than in the 75%-DR condition.
This may reflect some form of cue learning, as the 100%-DR
condition was the last block run. Again, all but one of the CI
listeners �in this case, L11� showed performance close to
chance in the 75%-DR condition; whereas L11 showed strik-
ingly good performance, with 100% correct scores for three
of the five distractor sets and 95% correct for the other two
�including the OV set�. In general, the best performance was
seen for the two lowest levels of distractor, i.e., the 50%- and
25%-DR conditions.

D. Discussion

With some exceptions, individual performance on this
task was broadly consistent. Aside from one individual �L13�
for some of the distractor sets, CI listeners were not able to
identify reliably the target melodies when they were inter-
leaved with distractors of equal loudness �i.e., 100% DR�;
they responded at or near chance, irrespective of the elec-
trode range occupied by the distractors. When the distractors
were attenuated to 75% DR, performance was at �or only
slightly above� chance for five out of six listeners. However,
further attenuation of the distractors improved performance
considerably. At 50% DR, five out of six listeners were able
to demonstrate near-perfect performance, and when the dis-
tractors were reduced to 25% DR, all listeners showed
above-chance �and usually near-perfect� performance. Al-
though they do not provide any details, Chatterjee et al.
�2006� claimed on the basis of their pilot work that loudness
differences can be used to segregate sequences of stimuli.

The fact that the mean results for each distractor set did
not differ significantly from each other shows that these CI
listeners were not generally able �with the possible exception
of L13� to benefit from any pitch �or brightness� differences
between the target tones and distractors. In principle, the
inclusion of intermediate distractor levels �between 75% and
50%� might have allowed us to distinguish more effectively
between the impacts of different distractor sets. However,
even if this were true, a much smaller effect of distractor set
is implied than was anticipated. In contrast, three NH listen-
ers who completed a comparable task showed a strong de-
pendence of performance on distractor set. These listeners
were presented with pure-tone targets and distractors via
headphones �Sennheiser HD535� at equal levels �65 dB SPL�
in a sound-attenuating room. The frequencies of the tones
corresponded to those used for the CI listeners �see Table I�,
although it should be noted that the pitches evoked will have
differed between the NH and CI listeners owing to place
mis-matching that arises from the restricted insertion depth
characteristic of cochlear implantation. So long as the dis-
tractors were drawn from a different frequency range to the
target tones, all three NH listeners scored well above chance
�two with near-perfect performance�, even when the distrac-
tors were equal in level to the targets.

Thus, the performance of our CI listeners on this task
differs substantially from that obtained with NH listeners; of
the two predictions given earlier, only the second has been
upheld. Based on these results, it would seem that CI listen-
ers are generally not able to utilize differences in pitch or
timbral brightness between target sounds and distractors, re-
sulting from stimulation of different sections of the electrode
array, to segregate them and attend to the targets. This out-
come appears to be inconsistent with Chatterjee and Galvin’s
�2002� claim that electrode separation influences the ability
of listeners to hear a preview rhythm embedded in a larger
sequence, as that implies a form of pattern recognition simi-
lar to that needed to identify successfully an interleaved
melody. The reason for this discrepancy is unclear in the
absence of detailed information about their study, but it may
relate to their use of subjective ratings, in contrast with our
use of an accuracy measure. Nonetheless, our CI listeners
were able to ignore the distractors and successfully attend to
the target melodies, provided that the distractors were re-
duced in level on each electrode to 50% DR or below. This
would be equivalent to attending to sounds at the maximum
comfortable level while ignoring distracting sounds that are
clearly audible but softer. Of course, this finding does not
necessarily imply that CI listeners would be able to use the
level difference to attend to targets presented at 50% DR
when accompanied by distractors presented at C level, as the
relative audibility of the targets is also likely to be an impor-
tant factor affecting performance.

IV. GENERAL DISCUSSION

The results of experiment 1 suggest that our CI listeners
generally did not experience involuntary stream segregation
when making judgments of the relative timing of tones of
different frequency. This task was intended to provide an
objective measure of streaming; segregation into two streams
should lead to worse performance, despite the efforts of the
listeners. The results did show that increased electrode sepa-
ration between successive tones led to worse performance on
judgments about their relative timing, presumably as a result
of perceptual differences between them �i.e., differences in
pitch or brightness�. However, this effect was found for short
sequences �tone triplets� to about the same degree as for the
longer sequences, and it is therefore not possible to conclude
that the effect of electrode separation on temporal discrimi-
nation was mediated by stream segregation.

This outcome contrasts with the findings of Hong and
Turner �2006�. However, it is consistent with those of
Cooper and Roberts �2007�, who found that judgments by CI
listeners of whether a tonal sequence is heard as one stream
or two do not conform to the pattern seen in NH listeners.
Specifically, the effect of electrode separation on streaming
judgments did not depend on sequence rate and did not show
evidence of spontaneous flipping between alternative inter-
pretations �Anstis and Saida, 1985�. Chatterjee et al. �2006�
did not test the effect of sequence rate in their study of au-
ditory streaming in CI listeners. Cooper and Roberts �2007�
suggested that the perceptual space within which successive
sounds can differ from one another is much more limited for
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CI listeners than for NH listeners and that this in turn impairs
the ability of CI listeners to achieve stream segregation
�Moore and Gockel, 2002�. Cooper and Roberts �2007� con-
cluded that the judgments of their CI listeners were more
akin to a measure of channel discrimination �i.e., a measure
of how many pitches were heard� than to a genuine measure
of stream segregation.

When there are no effective cues for involuntary stream
segregation, CI listeners might, in principle, rely instead on
schema-based selection to hear out a subset of acoustic ele-
ments from a sequence as a separate stream. Such a reliance
on effortful attentional mechanisms would inevitably limit
the ability of CI listeners to cope with complex listening
environments, particularly given the fairly impoverished na-
ture of the sensory information they receive from their im-
plants. It is, therefore, noteworthy that stimulation of elec-
trodes in differing portions of the electrode array generally
did not enable CI listeners in experiment 2 to ignore the
distractors and attend to the target melody. At the very least,
one might have expected the benefits of differences in elec-
trode range and in level to have combined to enable schema-
based selection of the target melody from the distractors, but
no evidence of such an interaction was found.

The apparent absence of an effect of distractor set on
interleaved melody recognition suggests that that the percep-
tual differences between sensations evoked by stimulating
different places along the electrode array may not be great
enough even to support schema-based selection. This may
seem somewhat surprising, given that our CI listeners were
generally aware of pitch differences between stimulation on
different electrodes and were able to discriminate with al-
most perfect accuracy between our two simple melodies, in
the absence of any distractors. However, in NH listeners, the
frequency separation at the FB is usually about eight times
larger than the frequency difference limen �FDL� below 2
kHz �Rose and Moore, 2005�, indicating that the ability to
discriminate between two sounds is not in itself sufficient to
enable stream segregation by selecting voluntarily a subset
of tones from a larger sequence. Nonetheless, it must be
acknowledged that the relationship between stream segrega-
tion and frequency discrimination is a complex one. In par-
ticular, a much wider range of FB/FDL ratios is typical of
hearing-impaired listeners, and even in NH listeners this ra-
tio declines as the frequency is raised beyond 2 kHz �Rose
and Moore, 2005�.

In summary, differences in pitch �or timbre� resulting
from activation of different electrodes—even when they are
widely separated along the array—do not seem to be an ef-
fective cue for most CI listeners, either for involuntary or
schema-based segregation. Stimulation of different elec-
trodes does produce perceptual differences, but it appears
that these are generally insufficient to facilitate the percep-
tual grouping of sounds. Differences in level can be used to
select target tones interleaved with distractors, but even these
must be large to obtain above-chance performance in most
CI listeners. On the basis of these results, and of related
studies of simultaneous grouping in CI listeners �Carlyon et
al., 2007; Cooper, 2008�, one might speculate that the ability
of many CI listeners to perform well in speech recognition

tasks has very little to do with auditory grouping. The pro-
cessing strategies used in implants are optimized for speech
recognition. For example, the Nucleus devices used by all
our listeners employ the ACE strategy �n of m channels�,
which leads to the activation of only a subset of electrodes in
the array, specifically those associated with frequency bands
containing the largest spectral peaks. This approach is a ro-
bust way of representing the critical formant frequencies for
successful speech perception except under very adverse
signal-to-noise ratios.
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This work assessed relationships among intraoral pressure �IOP�, electropalatographic �EPG�
measures, and consonant sequence duration, in the following obstruents, clusters, and affricates of
German: /t/, /ʃ/, /ʃt/, and /�� /. The data showed significant correlations between IOP and percentage
of articulatory contact �PC� for all speakers, whereas duration and place of articulation �measured
by the EPG center of gravity� contributed less to IOP changes. Speakers differed in the strength of
this relationship, possibly reflecting differences in vocal tract morphology or degree of laryngeal
abduction. Single-point EPG and IOP measures in fricatives showed consistent correspondences
across consonantal contexts, but the relationships for the stops were more complex and reflected
positional effects. Temporal compression was observed for both members of the cluster, but only the
fricative portion of the affricate. Conversely, coarticulation was observed for both the stop and
fricative portion of the affricate, but only for the stop portion of the cluster, possibly reflecting
biomechanical constraints. No clear differences were observed in coarticulatory resistance for stops
and fricatives. These data contribute to a limited literature on articulatory-aerodynamic relationships
in voiceless consonants and consonant sequences, and will provide a baseline for considering longer
combinations of obstruents. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3180694�
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I. INTRODUCTION

The general goal of this work is to obtain a better un-
derstanding of how intraoral pressure �IOP� varies in ob-
struents and obstruent sequences in relation to articulatory
actions. A fuller description of IOP and articulatory variation
in consonant sequences can provide insight into laryngeal
and supralaryngeal control mechanisms in the rapidly-
changing aerodynamic conditions of running speech, and ul-
timately inform aerodynamic modeling of obstruents. The
specific purpose of this paper is to quantify the relationships
between IOP and lingua-palatal contact, obtained via electro-
palatography �EPG�, in a subset of voiceless stops, fricatives,
affricates, and clusters of German. The results will serve as a
foundation for future studies on longer obstruent sequences.

High values of IOP are a crucial feature of obstruents,
particularly voiceless ones. These sounds are typically
among the most affected, for example, by velopharyngeal
insufficiency or by loss of laryngeal valving in laryngectomy
�e.g., Edels, 1983; Rosenfield et al., 1991�. A variety of
mechanisms can contribute to high levels of IOP: Glottal
abduction, the presence of supralaryngeal closure or constric-
tion �assuming a closed velopharyngeal port�, and the dura-
tion of closures and constrictions. This work seeks to further
understand these mechanisms, focusing on the relationship
between IOP, supralaryngeal articulation, and duration.

Much past research has investigated acoustic and articu-
latory characteristics of consonants, clusters, and affricates,
but studies of IOP have mostly considered single stop con-
sonants, with less attention to other obstruents and obstruent
sequences. Further, experimental sample sizes have often
been limited by rather invasive methodological �viz., trans-
nasal� procedures. Clarifying how consonantal aerodynamics
reflect oral articulation in a wider variety of phonetic con-
texts and across speakers is important for several reasons.
First, the acoustic features of voiceless consonants require
specific aerodynamic conditions to be fulfilled �Howe and
McGowan, 2005; Krane, 2005; Mooshammer et al., 2006;
Shadle, 1990�, especially in the case of fricatives. Further,
pressure variations in the vocal tract affect phonatory behav-
ior �Koenig and Lucero, 2008; Müller and Brown, 1980;
Stevens, 1990; Westbury 1979, 1983�, for fricatives as well
as stops. Finally, evidence from both normal and clinical
populations indicates that speakers actively control certain
aspects of vocal tract aerodynamics, and some articulatory
actions serve aerodynamic requirements �Huber et al., 2004;
Müller and Brown, 1980; Prosek and House, 1975; Warren
et al., 1992; Westbury, 1983�. Yet little past work has explic-
itly compared IOP with simultaneously-collected supralaryn-
geal data. Characterizing how vocal tract aerodynamic pat-
terns relate to articulatory activity in consonant sequences is
particularly relevant for a language like German, which al-
lows long sequences of obstruents, both within and across
syllable boundaries. This work focuses specifically on articu-
latory contact, which affects supraglottal resistance, and, in
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turn, upper vocal tract pressure patterns. The combination of
EPG and IOP used here allows an assessment of the degree
to which changes in supraglottal conditions affect IOP in
running speech.

The current study analyzed EPG patterns and IOP in
utterance-internal, syllable-initial /t/, /ʃ/, /�� /, and /ʃt/ for
eight speakers of German to address the following questions:
�1� Most simply, to what degree does IOP vary as a function
of changes in articulatory contact? That is, how sensitive is
the IOP signal to supraglottal articulation as measured via
EPG? �2� How do affricates and fricative+stop clusters com-
pare to singleton stops and fricatives in aerodynamic and
articulatory contact patterns? �3� How do the affricate and
cluster compare in their coarticulatory patterns �viz., changes
in place of articulation as measured by EPG�, and how much
does IOP reflect such articulatory variation?

The following sections review the articulation and aero-
dynamics of voiceless consonants; coarticulatory patterns of
obstruents, especially comparing singleton stops and frica-
tives with their realization in clusters and affricates; and the
phonological representations of clusters and affricates.

A. Articulation and aerodynamics of voiceless
consonants, affricates, and clusters

In voiceless obstruents, laryngeal actions must be coor-
dinated with supralaryngeal constrictions. These actions and
their coordination vary depending on the acoustic and aero-
dynamic requirements of the sound in question. Direct laryn-
geal data on single stops and fricatives indicate that peak
glottal opening occurs near the time of oral release for aspi-
rated stops �as occur in German�, but earlier, during the tur-
bulent noise region, for fricatives �Hoole et al., 2003;
Löfqvist, 1992; Ridouane et al., 2006; Yoshioka et al., 1981�.
Voiceless affricates and tautosyllabic fricative+stop clusters
also tend to show peak abduction in the fricative region
�Hoole et al., 2003; Kagaya, 1974; Ridouane et al., 2006;
Yoshioka et al., 1981�. Finally, the degree of glottal abduc-
tion appears to be more extensive in fricatives than stops
�Hirose et al., 1978; Lindqvist, 1972; Lisker et al., 1969;
Löfqvist and Yoshioka, 1984; Ridouane et al., 2006�. Greater
abduction extents in fricatives and abduction timed to occur
within the fricative regions of obstruent sequences both sug-
gest that speakers are implicitly sensitive to the aerodynamic
requirements of fricatives, whereby sufficient airflow is
needed to generate turbulent noise �e.g., Scully et al., 1992�.
In other words, these studies provide evidence of articulatory
control of aerodynamic conditions.

Much previous work on speech aerodynamics has fo-
cused on IOP in single stop consonants differing in voicing
status �Lisker, 1970; Malécot, 1966; Miller and Daniloff,
1977; Müller and Brown, 1980; Svirsky et al., 1997; Warren
and Hall, 1973; Westbury, 1983�. From studies that investi-
gated differences among voiceless consonants, one compari-
son is particularly germane to the current work: that between
stops and fricatives. The presence of a complete closure in
stop consonants would lead one to expect higher IOP buildup
than in fricatives, but greater vocal-fold abduction in frica-
tives than stops could counteract this effect. Past investiga-

tions of voiceless stops and fricatives have usually reported
higher values in the stops �Arkebauer et al., 1967, Koenig
et al., 1995; Prosek and House, 1975; Subtelny et al., 1966�,
but there are some exceptions: Malécot �1968� found few
differences, and Malécot �1969� found higher pressures in
fricatives. Varying results across studies could result from a
number of methodological factors, including �a� whether and
how data were averaged across speakers and consonants, �b�
instrumental methods, �c� speaker characteristics, and/or �d�
differences in the speech materials, syllable position, elicita-
tion conditions, speaking style, or speech rate �see Malécot,
1968, 1969�. One possible effect of speech rate is that longer
closure or constriction durations allow pressure to build to
higher levels �at least until it reaches the maximum value of
subglottal pressure; see Miller and Daniloff, 1977�. The issue
of duration is also relevant in considering obstruent se-
quences. Subtelny et al. �1966� found slightly higher peak
pressures in affricates than in simple stops. This could be
accounted for by the combination of a longer obstruent in-
terval and extensive laryngeal abduction late in this interval,
during the fricative region. In this case, it appears that the
laryngeal actions affect IOP to a greater degree than the drop
in oral resistance associated with the release of the stop into
the fricative.

One might also hypothesize that place of articulation
would affect IOP: Specifically, a more posterior place of ar-
ticulation, or smaller back cavity, could contribute to a faster
rise of IOP up to the ceiling level of subglottal pressure. Past
authors have considered this possibility mainly for stop con-
sonants, again usually focusing on stop voicing �e.g., Ohala,
1983�. It is not clear how much such effects may hold for
voiceless consonants, however; the rapid increase in IOP as-
sociated with laryngeal abduction may simply outweigh su-
praglottal place effects. In fact, whereas Subtelny et al.
�1966� observed somewhat higher pressures in /d/ than /b/,
for /p/ and /t/ higher pressures were seen in the bilabials. The
situation is also considerably more complicated for fricatives
than for stops, since the cross-sectional area of the constric-
tion may covary with place of articulation. For example, the
larger constriction size of /ʃ/ should work against any differ-
ences that may arise as a function of placement or posterior
cavity size relative to more anterior sounds. The current
work assesses place of articulation �using the EPG center of
gravity �COG� index; see Sec. II C 2� as a possible contribu-
tor to IOP variation, but past literature does not lead to clear
predictions on this point for the sounds considered here.

B. Context effects in stops, fricatives, affricates, and
clusters

Acoustic studies have frequently observed a “compres-
sion effect,” whereby stops and fricatives tend to be shorter
in affricates and clusters than in singleton productions �Byrd,
1993; Crystal and House, 1988; Haggard, 1973; Hawkins,
1979; Klatt, 1974, 1976�. Reduced segment durations sug-
gest that the components of a cluster or affricate overlap, i.e.,
coarticulate. An expansive literature exists on the factors that
promote or constrain gestural overlap; this review will focus
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on work directly relevant to the current study, namely, com-
parisons between stops and fricatives and between lingual
consonants varying in place of articulation.

Several authors have suggested that fricatives, particu-
larly sibilants such as /s/ and /ʃ/, show limited context-
related variability �Nguyen et al., 1994; Recasens and
Espinosa, 2007; Recasens et al., 1997; Tabain, 2000�. This
could again reflect aerodynamic requirements: In a study of
consonant sequences, Byrd �1996� proposed that speakers
restrict coarticulatory overlap of fricatives with stops be-
cause such overlap could inhibit the airflow necessary for
fricative production. Other authors have emphasized the ar-
ticulators involved in forming the constriction. Recasens and
colleagues �Recasens 1984, 1985; Recasens et al., 1993,
1997� drew on EPG and acoustic data for alveolar,
postalveolar/alveopalatal,1 and palatal sounds in Italian and
Catalan to argue that alveolar sounds permit extensive coar-
ticulation as a function of phonetic context, whereas palatal
and alveopalatal sounds restrict coarticulation because they
place more constraints on tongue body position. A similar
prediction for alveolar vs velar places is suggested by
Butcher and Weiher’s �1976� EPG study of /t/ and /k/ in
German, as well as Bladon and Al-Bamerni’s �1976� acoustic
study of light �apical� vs dark �velar� /l/ in English. The
general notion that restrictions on the tongue body may limit
coarticulation dates from Öhman �1966�, who proposed that
the distinctively palatalized consonants of Russian led speak-
ers of that language to constrain vowel-to-vowel coarticula-
tion �measured by F2� as a general production strategy.

In the case of the cluster /ʃt/ and the affricate /�� /, these
considerations lead to the prediction that the stop should as-
similate in place to the fricative more than the other way
around. EPG studies of English speakers �Fletcher, 1989;
Liker et al., 2007� and a single Hindi speaker �Dixit and
Hoffman, 2004� have reported a posterior placement for /t/ in
/�� /, similar to that for /ʃ/, with minimal coarticulatory influ-
ence on the fricative portion of the affricate. The study of
Recasens and Espinosa �2007� on Valencian and Majorcan
dialects of Catalan found that, on average, stop regions in
/�� �� / had less anterior contact and more palatal contact than
in /ts� dz� /, but the differences were more extreme in Major-
can, and anteriority differences across the two places did not
reach statistical significance in Valencian. This example sug-
gests that there may be language-specific differences in the
degree of coarticulation within affricates.

C. Phonological representations of clusters and
affricates

A final consideration for affricates and clusters is their
linguistic representation, in particular, their status as a se-
quence of phonemes vs a phonetic sequence associated with
a single phonemic unit. Although there are some debates
about whether affricates are best treated as complex stops
�e.g., specified for the feature “strident”� or as a phoneme-
internal combination of stop and fricative features �e.g., a
“contour” segment�, phonologists do agree that affricates
hold a single segmental position �Clements, 1999; Jakobson
et al., 1951; Lombardi, 1990; Rubach, 1994; Sagey, 1986�.

Clusters are then differentiated from affricates in that they
represent two phonemes in sequence. Thus the present work
will treat the distinction between affricates and fricative
+stop clusters as the difference between a single phonologi-
cal unit vs a sequence. For simplicity, the notations /t/ and /ʃ/
will be used hereafter to refer to the stop and fricative re-
gions of the affricate as well as the individual stop and fri-
cative phonemes, produced as singletons or in a cluster.

D. Predictions

In light of the aerodynamic, articulatory, and phonologi-
cal considerations reviewed above, several specific predic-
tions were identified for the current work. These are grouped
into three categories to correspond to the three analysis sub-
sets below �Secs. II D 1–II D 3�.

�1� �a� Differences in oral aperture should lead to higher IOP
values in stops than fricatives. A mitigating consider-
ation is that, as noted above, laryngeal apertures may be
larger for fricatives than stops. �b� Pressure should reach
higher levels in longer consonantal sequences, at least so
long as IOP has not reached its ceiling level of the sub-
glottal pressure �see Miller and Daniloff, 1977; Subtelny
et al., 1966�.

�2� �a� Stop and fricative durations should be shorter in af-
fricates and clusters than in singleton consonants. �b�
Coarticulatory effects should yield articulatory and aero-
dynamic differences in the stop and fricative portions of
/�� / and /ʃt/ as compared to single stops and fricatives.

�3� In the affricate, articulatory constraints on the tongue
body and aeroacoustic requirements for fricatives should
yield greater accommodation of /t/ to /ʃ/ than vice versa.
The same prediction should also hold true for the cluster,
although one might expect less coarticulation in the clus-
ter given its phonological representation as a sequence of
two phonemes.

II. METHODS

A. Speakers and speech materials

Eight native speakers of Standard German, ranging in
age from 27–42 years, were recorded. Three were females
�F1–F3� and five were males �M1–M5�. All of them had
previously participated in EPG experiments, so they were
accustomed to speaking with the artificial palates. Speakers
also wore the palates for about 15 min before the recording
sessions to allow for adaptation.

The full corpus was designed to include a wide variety
of lingual obstruents and obstruent sequences of German. As
noted above, German is useful in this regard since it allows
lengthy obstruent combinations within and across syllable
boundaries. Real German words were chosen that included
the consonants/clusters/affricates of interest in minimal or
near-minimal pairs for both syllable onset and coda posi-
tions. These words were then placed into compounds and
carrier phrases where the target consonants or consonant
strings were adjacent to vowels or one or more consonants so
as to vary the length of the consonantal sequence. The result-
ing utterances were phonotactically legal in German, but
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mostly semantically nonsensical. The present work addresses
the small set of target words listed in Table I. Speakers read
the utterances from a printed, randomized list in which each
target utterance appeared ten times.

The words analyzed here were produced in the sentential
frame “Ich nasche �(ç nÄʃ.� ——” �“I nibble ——”�. The target
words listed in Table I all occurred as the first member of a
compound ending with Stelle �“place”�; thus, the full utter-
ance with the first word was “Ich nasche Taschenstelle.” �A
final -n is added to Tasche in the compound word.� The
analysis focuses on the V#CV or V#CCV sequences from the
final schwa of nasche through the first stressed syllable of
the target word. The current data therefore consist of single-
ton /t/ and /ʃ/, the cluster /ʃt/, and the affricate /�� / in syllable
onsets in the vocalic frame /.#�Ä/. As indicated by the tran-
scriptions in Table I, the singleton /t/ in German is aspirated
in this context, whereas /t/ in the fricative+stop cluster is
unaspirated.

B. Instrumentation

Electropalatography �Reading system, EPG 3� was used
to obtain articulatory contact information over time and in
lateral as well as midsagittal planes. This method can differ-
entiate between oral constrictions and closures and also re-
veals coarticulatory effects between adjacent stops and frica-
tives.

To record IOP, an experimental setup was designed
whereby a piezoresistive pressure transducer �Endevco
8507C-2� measuring about 2.4 mm in diameter and 12 mm
in length was affixed to the posterior end of the EPG palate
via a flexible plastic tube �see Fig. 1�. The sensor measures
the difference between intraoral and atmospheric pressure
�the latter obtained via a tube passed around the teeth�. This
arrangement offers several advantages: It permits simulta-
neous recording of EPG and IOP, it is not affected by saliva
blocking the tube, and it is more comfortable for speakers
than inserting a tube or catheter through the nose. As a result,
it was possible to carry out recording sessions lasting 2 h or
longer, and the recorded speech generally sounded quite
natural. The speakers’ past experience with EPG recordings
also contributed to natural-sounding speech.

Three signals were simultaneously recorded: Acoustics,
recorded to DAT at a sampling rate of 48 kHz; EPG, with a

sampling rate of 100 Hz; and IOP, recorded into PCQUIRER

with a sampling rate of 1859 Hz.2 The acoustic signal was
used to verify that the speaker produced the target utterance
accurately and to obtain durational measures. All other
analyses were performed in MATLAB �Mathworks, Natick,
MA� from the EPG and IOP signals.

C. Preliminary processing

1. Acoustics

Acoustic durations of stop, fricative, and burst or burst
+aspiration regions were made for all consonants and se-
quences in PRAAT �version 4.4.20; see Boersma and
Weenink, 2006� and used for subsequent extraction of EPG
data as well as to assess the degree of durational compression
in clusters and affricates. Measured examples of each sound
or sequence are shown in Fig. 2. The regions were defined as
follows: �a� The /t/ closure was measured from the offset of
the second formant �F2� in the preceding schwa to the acous-
tic burst. The /t/ aspiration was measured from the burst
onset to the offset of aspiration noise and beginning of voic-
ing. �b� The /ʃ/ was measured from the onset to the offset of
frication noise. �c� /ʃt/ was measured from the onset to offset
of frication noise, from the offset of frication noise to the end
of the stop closure, and then from the onset to the offset of
the burst. �d� /�� / was measured from the F2 offset of the
preceding vowel to the stop burst for /t/, and from the onset
to the offset of frication noise for /ʃ/. As shown in Fig. 2, the
burst and the frication noise were measured as a single unit
since they are typically acoustically inseparable.

2. EPG

To quantify the EPG contact patterns, two parameters
were extracted for each production within the acoustically-
defined stop and fricative regions: The percentage of tongue-
palate contacts �hereafter PC�, out of a possible 62, and the
COG, which represents a weighted index in the front-back
dimension �Hardcastle et al., 1991�. Formally, the indices
were defined as follows �where R corresponds to row�:

PC� % � =
total number of electrodes contacted � 100

62
, �1�

COG =
�0.5 � R8� + �1.5 � R7� + �2.5 � R6� + �3.5 � R5� + �4.5 � R4� + �5.5 � R3� + �6.5 � R2� + �7.5 � R1�

total number of contacts
. �2�

TABLE I. List of utterances.

Word
IPA of

target VCV English gloss

Tasche .#thÄ Pocket/bag
Schaf .#ʃÄ Sheep
Stachel .#ʃtÄ Spike
Tschad .#�� Ä Chad

FIG. 1. Equipment setup, showing placement of IOP sensor at posterior end
of the EPG palate.
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As indicated in Eq. �1�, PC values are calculated across the
entire EPG palate and are thus independent of the position of
the contact �that is, place of articulation�. COG, on the other
hand, weights each EPG row by a coefficient that increases
with anteriority and provides a measure of the place of ar-
ticulation. Since the front rows are multiplied by greater
weights, higher COG values correspond to a more anterior
place of articulation.

To obtain a general sense of how the EPG indices varied
over time, each index was ensemble averaged over all rep-
etitions �usually 10� of each target word per speaker, and
scaled to the average length of the sequence as determined
from the acoustics. Specifically, the data were linearly inter-
polated to a common length of 100 samples; the average and
standard deviation �SD� of the repetitions was obtained; and
these data were expressed over time as the average duration.
These average plots, �1 SD, were then compared to a plot of
the input tokens to verify that the average accurately repre-
sented the characteristics of most individual productions. The
similarity between the individual tokens and the ensemble
averages, as well as the lack of evident nonlinearities in the
data, indicated that more complex averaging procedures
�e.g., using functional data analysis� were not required. Ex-
amples of these average EPG trajectories are included as part
of Fig. 3, described in the next section.

3. IOP

The IOP data were smoothed using a kaiser window,
with 40 Hz passband and 100 Hz stopband edges, and a
damping factor of 50 dB, using the filtfilt function in MAT-

LAB to minimize time delays. These filtering specifications

eliminated most of the oscillations associated with phona-
tion, and yielded minimal distortion in regions of rapid pres-
sure change �such as at stop releases�. Consonantal regions
from the smoothed IOP signal were then extracted to corre-
spond with the consonantal regions as defined in the EPG
signals. To correct for baseline drift in the pressure signal
over the course of the recording session, a pressure minimum
was obtained in the vowels preceding and following each
target consonant or consonant string, and the minimum of
these two values was subtracted off each extracted token.
This effectively set the minimum pressure in each token to
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approximately zero. The IOP values presented here thus re-
flect the pressure change in the consonant�s� relative to this
baseline. Finally, the data were ensemble averaged in a man-
ner analogous to that used for the EPG trajectories.

Figure 3 shows an example of the average ��1 SD�
EPG and IOP data for a typical speaker �F2�. The lines indi-
cate the measurement points used for statistical analysis �ex-
plained below in Sec. II D 2�. This figure demonstrates some
general characteristics of the data that are relevant for sub-
sequent aspects of the methods as well as for interpreting the
results. First, the two EPG measures are highly correlated
over time, and the IOP trajectory generally follows the EPG
patterns for the single stop, single fricative, and the cluster.
Relationships between EPG and IOP are more complex for
the affricate. Second, the EPG and IOP data typically do not
show distinct stop and fricative regions for either the cluster
or the affricate.

D. Analyses

To address the questions identified in Sec. I, three meth-
ods of analysis were carried out. Briefly, the first assessed the
degree to which IOP changes across the entire consonant or
consonant sequence could be predicted from changes in EPG
measures and overall duration. The second investigated EPG
and IOP differences between singletons vs clusters and affri-
cates, considering the stop and fricative regions separately
and assessing the relationships between IOP and EPG
changes. The third investigated temporal compression and
place coarticulation in the members of the cluster and affri-
cate as compared to singleton stops and fricatives. The fol-
lowing methods sections �II D 1–II D 3� correspond to the
three sections in the results �III A–III C�.

1. Predicting variation in IOP

To obtain a global picture of how IOP varied as a func-
tion of articulatory contact and consonant duration, differ-
ences between the maximum and minimum PC, COG, and
IOP values �henceforth PCdiff, COGdiff, and IOPdiff� were
obtained over the whole consonantal sequence as defined
from the acoustics. Together with the acoustic durations,
these data were entered into a linear stepwise regression
analysis using SPSS �version 15.0� with IOPdiff as the depen-
dent variable and PCdiff, COGdiff, and duration as the pre-
dictor variables. This procedure determines how much vari-
ance is explained by different numerical models. Data were
split by speaker, but not by word, because the rather small
number of repetitions �9–10 per word per speaker� would
have resulted in unacceptably low statistical power.

2. IOP and EPG patterns across consonantal contexts

To permit statistical comparisons of single /t/ and /ʃ/
with the stop and fricative regions of the clusters and affri-
cates, IOP, PC, and COG values were obtained at single time
points for each individual token �shown schematically for the
average signals in Fig. 3�. The time points were chosen to
represent reliable features of stop and fricative production,
taking into account the lack of clear fricative and stop re-
gions in the EPG and IOP noted above for /ʃt/ and /�� /. For

the fricatives, measures were taken at the temporal midpoint
of the fricative noise, whether the fricative occurred alone or
in a cluster or an affricate. As shown in Fig. 3, the EPG
indices were fairly stable at these timepoints. For the stop
regions, slightly different criteria were used in the affricate
as compared to the cluster and single stop. In the affricate,
the IOP value was taken at the time of the acoustic burst. For
the closures in /t/ and /ʃt/, the IOP and EPG values were
taken at the time of the IOP peak, which consistently oc-
curred immediately prior to the oral release of the stop, i.e.,
the burst. The peak IOP values rather than the acoustic burst
were used in the latter cases because there was usually an
abrupt pressure drop after the burst, so that a temporal error
in burst location of just a few milliseconds could have
yielded greatly reduced pressure values. In the affricate,
however, pressure did not peak at the end of the closure, so
the burst served as the most reliable indication of the high
pressure value associated with the stop.

The single-point EPG and IOP values, along with the
acoustic durations �described above in Sec. II C 1� were sub-
mitted to repeated-measures analyses of variance �ANOVAs�
using the R �version 2.7.0� function aov with error terms for
speaker and repetitions,3 following Johnson �2008�, and in-
dependent variables of consonant environment: The stop re-
gion in the singleton vs cluster vs affricate, and the fricative
region in the singleton vs cluster vs affricate. Since eight
independent ANOVAs were being run �/t/ and /ʃ/ values for
duration, IOP, PC, and COG�, a rather conservative
�-criterion was used for establishing statistical significance:
0.05 /8=0.00625.

3. Clusters and affricates: Compression and
coarticulation

The acoustic durations were assessed to determine the
degree of compression of /t/ and /ʃ/ portions of the cluster
and the affricate relative to the singleton productions. To
evaluate the degree of place coarticulation in the stop and the
fricative regions of the affricate and cluster, the means of the
COG indices for each speaker’s single /t/ and /ʃ/ were taken
as reference values and set to 100%. The averages for the
speaker’s cluster and affricate were then expressed relative to
this reference value. For example, in speaker F1, the mean
COG value for single /ʃ/ was 4.11, whereas her /ʃ/ in /�� / had
a mean COG value of 4.24. This yields a ratio of
4.24 /4.11=103%, meaning that /ʃ/ was about 3% more an-
terior in the affricate than the single fricative for this speaker.

III. RESULTS

A. IOP variation as a function of changes in
articulatory contact and consonant sequence duration

This analysis �see Sec. II D 1� used stepwise regression
analysis to assess how well the IOP change over the entire
consonantal interval �IOPdiff� could be predicted from
changes in the percentage of contact, center of gravity
�PCdiff, COGdiff�, and consonant sequence duration �Dur�.
The results of the regression, given in Table II, indicate that
PCdiff had the strongest relationship with IOPdiff for all
speakers, explaining 37%–82% of the variance. For five
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speakers �F1, M2, M3, M4, and M5�, including duration in
the model explained an additional 7%-12% of the variance.
Changes in place of articulation, as assessed by COGdiff,
yielded a slightly better fit than PCdiff alone for speakers F2,
M2, and M5. Across speakers, the best-fit solutions ex-
plained, on average, 64% of the variance.

The simple linear correlations between IOPdiff and
PCdiff �the strongest predictor of IOP according to the step-
wise regression� are shown for all speakers in Fig. 4. The
relationship was positive �and highly significant� for all
speakers, but they differed in the degree of scatter around the

regression line, with r-values ranging from 0.609–0.903.
Speakers also showed considerable variation in their regres-
sion slopes �with values ranging from 2.9–7.0�, indicating
that the magnitude of IOP change could be quite different
across speakers given comparable changes in articulatory
contact. Similar slope variation was observed for COGdiff
�values 36.9–71.9� and duration �0.8–2.5�; that is, slopes
could be about two to three times higher in some speakers
than in others.

Although the data were not split by consonant for statis-
tical purposes, Fig. 4 permits a qualitative assessment of how
well the correlation coefficients reflected within- vs cross-
consonant effects. On the whole, the relationships between
IOPdiff and PCdiff appear to arise from differences among
the four consonant types more than token-to-token variation
for an individual target sequence. �Note, for example, the
vertical orientation of the repetitions of /ʃ/ �circles� and /ʃt/
�triangles� for speaker F2.� Thus, the positive slopes in Fig. 4
indicate that changes in IOP and lingua-palatal contact were
lowest in the single fricative, somewhat higher in the cluster,
and highest in the stop and affricate. Inspection of corre-
sponding plots for IOPdiff vs COGdiff and duration sug-
gested that these correlations also mostly reflected cross-
context differences.

B. Differences in IOP and EPG across consonantal
contexts

As described in Sec. II D 2, single-point /t/ and /ʃ/ re-
gions in the EPG and IOP data were defined in the stop,
fricative, cluster, and affricate to permit statistical compari-
sons across the consonantal contexts. The acoustic durations
were also considered in assessing which factors influence
IOP. The significance results of the repeated-measures
ANOVAs for the four dependent measures �IOP, PC, COG,
and Duration� are given in Table III. These correspond to the
data shown in Figs. 6–8 and 11.

TABLE II. Results of the stepwise linear regression �showing solutions
significant at p�0.001�.

Speaker Model R2 F

F1 PCdiff 0.44 29.0
PCdiff and Dur 0.51 19.0

F2 PCdiff 0.48 32.8
PCdiff and COGdiff 0.61 27.4

F3 PCdiff 0.82 163.9

M1 PCdiff 0.58 51.4

M2 PCdiff 0.59 53.4

PCdiff and COGdiff 0.64 32.3
PCdiff and COGdiff and Dur 0.74 33.1
COGdiff and Dur 0.74 50.5

M3 PCdiff 0.37 21.9
PCdiff and Dur 0.49 17.1

M4 PCdiff 0.49 35.1
PCdiff and Dur 0.59 26.1

M5 PCdiff 0.62 58.8
PCdiff and Dur 0.73 48.4
PCdiff and COGdiff and Dur 0.78 39.9
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FIG. 4. Correlations for difference in percentage of articulatory contact �PCdiff� through the whole sequence interval against the change in intraoral pressure
�IOPdiff� for each of the eight speakers, split by consonant type. Speakers F1–F3 are the females; M1–M5 are the males.
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The acoustic durations of closure, frication, and burst or
burst+aspiration for the four consonant strings are shown for
the eight speakers in Fig. 5. These will be relevant in inter-
preting the IOP data. Of note is a general tendency for the
affricate to be the longest of the four consonant sequences
�the difference was statistically significant for speakers F2,
F3, M2, M4; speaker M5 is the exception�. The relative du-
rations of stop and fricative regions within the affricate differ
across speakers, however. For example, speaker F2 has a
rather long stop portion in her affricate, whereas speaker M2
has a rather long fricative portion in his.

The average IOP data are presented in Fig. 6. The main
effect of context for the fricatives was significant; for the
stops the overall ANOVA did not meet significance using the
conservative criterion ��=0.00625�, but one of the post hoc
tests did �single /t/ vs /t/ in the cluster�. The general pattern is
that both stops and fricatives have the highest IOP values
when they appear as the last member of an obstruent se-
quence �i.e., when they are durationally later, giving IOP
more time to build�. Thus, IOP is higher during the fricative
of /�� / than in single /ʃ/ or in /ʃt/, and higher during the stop
of /ʃt/ than during single /t/. Although one might expect IOP

TABLE III. ANOVA results �p-values� for measures of IOP, PC, COG, and Duration �Dur�, for /t/ and /ʃ/, alone
and in clusters and affricates. Values in bold indicate that the effect of context �singleton, cluster, affricate� was
significant at p�0.00625. Spkr=Speaker; Repn=Repetition; W / in=Within.

Overall
ANOVA: /t/

Pairwise comparisons
Overall

ANOVA: /ʃ/

Pairwise comparisons

/t/-/ʃt/ /t/-/�� / /ʃt/-/�� / /ʃ/-/ʃt/ /ʃ/-/�� / /ʃt/-/�� /

IOP
Spkr 0.210 0.825 0.275 0.114 0.072 0.084 0.031 0.237
Repn 0.598 0.936 0.045 0.420 0.707 0.715 0.484 0.902
W/in 0.007 0.005 0.687 0.019 �0.001 0.415 0.001 �0.001

PC
Spkr 0.154 0.733 0.148 0.051 0.027 0.293 0.003 0.016
Repn 0.518 0.711 0.078 0.124 0.414 0.277 0.935 0.402
W/in �0.001 �0.001 �0.001 �0.001 �0.001 0.042 �0.001 �0.001

COG
Spkr 0.398 0.82 0.176 0.303 0.615 0.879 0.273 0.334
Repn 0.001 0.019 0.087 0.002 0.979 0.841 0.990 0.108
W/in �0.001 �0.001 �0.001 0.037 �0.001 �0.001 �0.001 �0.001

Dur
Spkr 0.634 0.855 0.376 0.450 0.419 0.614 0.209 0.752
Repn 0.010 0.001 0.173 0.001 0.003 0.048 �0.001 0.014
W/in �0.001 �0.001 0.007 �0.001 �0.001 �0.001 �0.001 �0.001

FIG. 5. Acoustic durations for individual speakers, averaged over all repetitions of a sequence. As in Fig. 2, black indicates /t/ closure; white represents /ʃ/;
gray indicates burst �for /ʃt/� or burst+aspiration �for /t/�. The x-axis is time in ms.
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to reach a ceiling value early in a voiceless stop, the current
data show that IOP continues to rise slowly after its rapid
initial increase, reaching slightly higher values in /�� / than /t/
�about 7% on average�, as seen in Fig. 3 above.

Figures 7 and 8 present the results for the average EPG
indices. To assist in interpreting these indices, Fig. 9 shows
EPG contact frequencies across all productions of the four
targets/target sequences in all speakers. The single time
frame shown for each production is the same as that used to
obtain the PC and COG indices.

As noted above �see Fig. 3�, the percentage of contact
and COG measures tend to show similar patterns. The higher
PC and COG values for /t/ than /ʃ/ simply indicate that /t/ is
articulated with complete closure at a more anterior place of
articulation �refer to the EPG contact patterns in Fig. 9�. Of
more interest is how the stop and fricative regions in the
clusters and affricates compare to the single stops and frica-
tives, and how the contact patterns relate to IOP.

The data for PC �Fig. 7� show that /t/ was articulated
with the least contact in the cluster and the most in the affri-
cate. The fricative also had the most contact in the affricate,
but there was no significant difference between the fricative
portions of the singleton and cluster. The EPG frequency plot
�Fig. 9� indicates that the higher value of PC in the affricate
mostly reflected greater lateral contact and/or a more anterior
place of articulation. For COG �Fig. 8�, the ANOVA showed
lower values �a retracted place of articulation� for /t/ in the
affricate and cluster as compared to single /t/, indicating
coarticulation with /ʃ/. Conversely, /ʃ/ in the affricate had
higher COG values than single /ʃ/, suggesting coarticulatory
influence from /t/. Unexpectedly, /ʃ/ in the cluster was pro-
duced most posteriorly; i.e., it did not show more anterior
placement under the influence of the upcoming /t/. The EPG
frequency plot shows that this effect, although statistically
significant, was rather small in magnitude. A more posterior
placement in the cluster may reflect biomechanical con-
straints. Specifically, a more posterior fricative articulation
could allow for greater tongue-tip flexibility for producing
the apical stop.

A comparison of the EPG and IOP data in Figs. 6–8
reveals some general correspondences among the three mea-
sures for the fricatives. The posterior place of articulation
�low COG values� for /ʃ/ in the cluster co-occurs with a
reduced percentage of contact. As the tongue moves off the
back end of the EPG palate, PC typically decreases. Less
articulatory contact, in turn, corresponds to lower IOP val-
ues. The results for /t/ are more complex. In the cluster, the
preceding fricative retracts the /t/ occlusion �lower COG�,
with corresponding reduction in PC as seen for the fricative.
The high IOP value in this context can be attributed to the
positional effect noted above �higher pressure in the second
member of a sequence�. In the affricate, the retracted place of
articulation can again be explained as place assimilation to
/ʃ/. The high PC value appears to reflect lateral tongue con-
tact in preparation for /ʃ/. Although speakers varied some-
what in their IOP patterns for affricates, the peak IOPs in the
affricate were generally as high as, or higher than, those in
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FIG. 6. Average IOP data for single /t/ and /ʃ/ compared with the stop and
fricative regions of the cluster and affricate.

FIG. 7. Average PC data for single /t/ and /ʃ/ compared with the stop and
fricative regions of the cluster and affricate.

FIG. 8. Average COG data for single /t/ and /ʃ/ compared with the stop and
fricative regions of the cluster and affricate.
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the single stop, possibly resulting from small supraglottal
apertures throughout the course of the affricate combined
with a longer duration of IOP buildup.

Some speaker differences were also evident in the rela-
tionships among EPG and IOP for these single-point mea-
sures. Examples of IOP and PC data from two speakers are

shown in Fig. 10. For speaker F2 �left plot�, PC was only
slightly higher in the stop portion of the affricate than the
cluster, whereas speaker M2 �right plot� had a much larger
difference. Despite this difference in articulatory contact,
both speakers had a similar, slight drop in IOP in the /t/
portion of the affricate compared to the cluster. Further, F2
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FIG. 9. EPG contact frequency in all repetitions of each sound for all speakers. White squares: Contact occurred in 0%–25% of productions. Light gray
squares: Contact occurred in 26%–50% of productions. Dark gray squares: Contact occurred in 51%–75% of productions. Black squares: Contact occurred in
76%–100% of productions.
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had a slight drop in PC for the fricative portion of the cluster
compared to single /ʃ/, with approximately equal IOP in the
two contexts; in contrast, M2 had increased PC in the cluster
but lower IOP values.

C. Differences between clusters and affricates in
compression and coarticulation

Figure 11 shows the average durational data, dividing
out the stop and fricative portions of the cluster and affricate
for comparison with the single stop and fricative. Of interest
here is how the occlusion and frication phases of the affricate
and cluster compare with the single consonants, i.e., the ex-
tent to which there is a compression effect in the two types of
consonantal sequences.

The ANOVA revealed all consonant effects to be signifi-
cant. In the cluster, both the stop and the fricative regions
were shorter than in the single consonants. In the affricate,
the closure duration was about the same as for the single
stop, whereas the fricative region was shorter than in the

singleton. Thus, compression was observed for both seg-
ments in the cluster, but only for the fricative portion of the
affricate.

To assess the degree to which stop and fricative place-
ment changed in the cluster and affricate compared to their
single productions for each speaker, proportional changes in
COG were obtained as described in Sec. II D 3. Positive val-
ues indicate COG proportions greater than 100%, or more
anterior placement in the cluster/affricate than the singleton.
Negative values indicate lower COG and more posterior
placement. These individual speaker values supplement the
average data shown above in Fig. 8, and speak to the ques-
tion of whether the fricative and stop show similar degrees of
coarticulatory influence �or resistance� in these consonant se-
quences.

The results, presented in Table IV, indicate that /t/ was
8%–11% more posterior when produced in combination with
/ʃ/ than when produced alone. This retraction was a bit more
extensive in the cluster than the affricate on average, but
three of the eight speakers showed the reverse pattern �F3,
M1, and M3�. Compared to the single fricative, /ʃ/ in the
affricate was on average 6% more anterior, but 11% more

TABLE IV. Relative amount of coarticulation in articulatory place, mea-
sured as a percentage of COG. Negative values indicate more posterior
places of articulation in the cluster or affricate as compared to the single
stop or fricative.

Speaker
/ʃ/-/ʃt/

diff.
/ʃ/-/�� /

diff.
/t/-/ʃt/

diff.
/t/-/�� /

diff.

F1 −4 3 −4 0
F2 −9 3 −14 −8
F3 −10 6 −3 −8
M1 0 32 3 −9
M2 −6 9 −24 −15
M3 −5 8 −1 −7
M4 −1 9 −28 −10
M5 −15 15 −15 −6
Mean −6 11 −11 −8
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FIG. 10. IOP and PC data for single /t/ and /ʃ/ compared with the stop and fricative regions of the cluster and affricate, showing differences between two
speakers.

FIG. 11. Average acoustic durations for single /t/ and /ʃ/ compared with the
stop and fricative regions of the cluster and affricate.
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posterior in the cluster. Although /ʃ/ demonstrated less coar-
ticulatory change on average than /t/, the difference was very
small, and not all speakers showed this pattern. For example,
speaker M1 had much larger coarticulatory changes for the
fricative than for the stop portion of /�� /. Speaker-specific
differences in placement of the single consonants may have
contributed to some of this variability. For example, the three
speakers who had the most posterior movement of /ʃ/ in the
cluster �F2, F3, and M5� were among those who had the
most anterior articulation of the single fricative �COG values
3.5–3.6, within the range of 2.19–4.11 for all eight speakers�.
Thus, these speakers may have retracted their /ʃ/ articulation
so as to allow more tongue-tip movement toward the /t/.

IV. DISCUSSION

A. Influences on IOP changes

The first question in this study was the extent to which
IOP variation could be predicted from articulatory contact
patterns �PC, COG� and constriction duration. Results from
the stepwise regression indicated that the EPG indices and
overall consonant durations explained, on average, about
64% of the variance. These rather strong relationships were
obtained despite the fact that the EPG indices used here pro-
vide fairly global information on articulation. For all speak-
ers, changes in PC �i.e., PCdiff� accounted for most of the
IOP variation in consonant sequences. Differences in place
of articulation, as reflected by the COGdiff values, contrib-
uted little to IOP variation. The general pattern for PC and
IOP was /ʃ / � /ʃt / � / t/, /�� /. The differences between the
single stop and fricative were in accord with the expectations
laid out in the Introduction.

Considerable interspeaker variation was observed in the
strength of these relationships, however. One way to quantify
this variation is to consider the slopes for the simple corre-
lations. As indicated in Sec. III A, slope values for PC
ranged from 2.9 �speaker M1� to 7.0 �speaker F2�. Given
these slopes and the associated intercept values, a pressure
change of 100 Pa corresponded to a PC difference of 35%
for M1 vs 14% for F2. In terms of electrode activation, this
reflects about 21 electrodes contacted for M1 vs about 9 for
F2. There are at least two likely sources for this variation.
One is the magnitude and, possibly, timing of glottal area
changes for the voiceless consonant targets. More extreme
changes in glottal opening could offset less extreme changes
in oral constriction areas to yield a similar IOP increase
across speakers. Another is individual variation in oral
anatomy. Recent EPG studies have obtained high correla-
tions between measures of palatal doming and percentage of
articulatory contact �Brunner et al., 2009; Fuchs and Toda,
2008�. The combination of EPG and IOP data may ultimately
help clarify how individual speakers achieve aerodynamic
conditions in obstruents despite morphological variation.

B. Aerodynamics and articulatory contact in stops,
fricatives, clusters, and affricates, with
particular focus on affricates

The average IOP data showed that both stops and frica-
tives had the highest values when they were the last member

of a consonant sequence, suggesting that duration contributes
to the IOP value obtained in a cluster or affricate. Miller and
Daniloff �1977�, observing poorer correlations between du-
ration and IOP in voiceless stops than in voiced ones, pro-
posed that IOP rapidly reaches a ceiling level in the voiceless
stops, reducing such correlations. In the current data, pres-
sure typically rose quickly early in the stop, but it did not
always quickly reach a plateau. Further, IOP could increase
throughout most of the duration of an affricate for some
speakers, and indeed reached a slightly higher peak, on av-
erage, in the affricate than in the plain stop. Subtelny et al.
�1966� also found higher pressures in /�� / than in /t/ for Eng-
lish: 7.1 vs 6.8 cm H2O, respectively. This corresponds to a
difference of about 300 Pa, or 4% over the value for single
/t/. This appears to be consistent with the 7% difference
found here between /�� / and /t/. An extended plateau of IOP
was observed during the affricate for some speakers; other
speakers had a steadily rising pattern. Both of these indicate
that pressure is not vented rapidly after the release of the
occlusion phase. In a modeling study of affricates, Stevens
�1993� obtained good fits with acoustic data using a rela-
tively constant constriction area for about 50 ms following
stop burst, combined with large glottal areas. Oral airflow
data in that study also showed a rather gradual increase fol-
lowing affricate release. Again, the current data appear to be
consistent with this past work. Stevens �1993� also noted that
rates of constriction release may vary considerably across
speakers, which would account for the varying IOP profiles
seen across the eight speakers recorded here.

C. Compression and coarticulation: Clusters vs
affricates

Several past studies have reported durational data for
clusters and affricates. Since the degree of temporal com-
pression in such sequences may vary as a function of the
articulatory place of the consonants involved �Borden and
Gay, 1979; Haggard, 1973; O’Shaughnessy, 1981�, compari-
sons with the present results will be limited to alveolar stops
combined with alveolar or postalveolar �sibilant� fricatives.
The shortening of stops and fricatives seen here in clusters is
consistent with most past work �Haggard, 1973; Hawkins,
1979; Klatt, 1974, 1976�, although Crystal and House �1988�
found compression of fricatives but not stops in clusters.
Data on compression in the affricate has mostly been limited
to measures of the stop portion, and findings here are con-
flicting. Some authors have observed compression of the oc-
clusion phase �Byrd, 1993; Hoelterhoff and Reetz, 2007�, but
Liker et al. �2007� found, as in the current data, that stop
regions did not shorten in affricates.

An assessment of the degree of coarticulatory place
change as a proportion of the COG value for the singleton
did not reveal clear differences between /t/ and /ʃ/ in the
context of an affricate or cluster. Values for the fricative var-
ied less on average than those of the stop, but the difference
was very small and inconsistent across speakers. In the affri-
cate, both the stop and the fricative portions showed coar-
ticulatory effects. This contrasts with previous work that has
observed retracted placement of /t/ in the affricate, but a
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fricative similar in place to single /ʃ/ �Dixit and Hoffman,
2004; Fletcher, 1989; Liker et al., 2007�. The data therefore
did not support predictions of greater coarticulatory resis-
tance �more stable placement� for /ʃ/ given its postalveolar
place of articulation and the necessity of a precisely shaped
constriction for the fricative �Recasens, 1984, 1985; Recas-
ens et al., 1993, 1997�. Such differences across studies may
arise from variation in measurement methods or possibly
from cross-linguistic differences in coarticulatory behavior
�Recasens and Espinosa, 2007�. Another possibility is that
some speakers may increase lip rounding to achieve frequen-
cies appropriate for /ʃ/ in the context of a somewhat fronted
articulation. That is, speakers may accomplish some aspects
of the acoustic characteristics of /ʃ/ using articulators other
than the tongue. Finally, recent work suggests that /t/ is sub-
ject to some restrictions on coarticulation as well; Moosham-
mer et al. �2006� argued that apical stops had to maintain an
anterior place of articulation in order to ensure appropriately
high frequencies in the release burst. Thus, a variety of fac-
tors may come into play in determining coarticulatory behav-
ior in addition to coarticulatory resistance: speaker-specific
differences in anatomy and speech sound production,
language-specific characteristics, the extent to which motor
equivalence yields multiple possibilities for achieving a
sound’s characteristic acoustics, and biomechanical con-
straints on articulatory activities for sequential sound produc-
tion.

The phonological distinction between affricates and
clusters, namely, a difference between one segment and two,
could suggest that compression and/or coarticulation should
be more extreme in the affricate than the cluster. The current
data do not show either of these effects. The affricate was
usually durationally longer than the cluster, so temporal com-
pression was not more extensive. It was the case that the
affricate showed coarticulatory effects for both the stop and
the fricative regions, whereas only the stop portion of the
cluster showed a place change relative to the singleton. One
might argue that finding coarticulatory processes for both
stop and fricative portions of the affricate provides some
support for greater phonological unity in the affricate. More
likely, however, is that the lack of coarticulation seen for the
/ʃ/ portion of the cluster simply reflects biomechanical con-
straints on articulating an apical stop when the body of the
tongue is elevated for a postalveolar fricative.

D. Conclusions

There have essentially been no previous studies compar-
ing IOP and EPG in obstruents; thus this work was some-
what exploratory. The results indicate that much of the vari-
ance in overall IOP change in an obstruent sequence can be
predicted simply from consideration of changes in articula-
tory contact, with little influence of articulatory place, at
least for the small consonant set investigated here. Both EPG
and IOP data showed that stop and fricative regions in clus-
ters and affricates differed from singleton productions in
ways that reflected coarticulatory behavior as well as dura-
tional effects and biomechanical effects. The data did not
support expectations of greater coarticulatory resistance in

/ʃ/ vs /t/, or greater cohesion within an affricate than a clus-
ter. These data will provide baseline information for consid-
ering more complex consonantal strings in the full corpus,
and provide input to future modeling of low-frequency con-
sonantal aerodynamics in running speech.
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1For Italian and Catalan, Recasens and colleagues use the term alveopalatal
to characterize /F/ and /R/ as well as /ʃ/. The fricative /ʃ/ and affricate /�� /
in German are traditionally characterized as postalveolar �Pompino-
Marschall, 2003�. The main point in the present context is that /ʃ/, having
more posterior articulation, involves the tongue body to a greater extent
than /t/.
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The purpose of this study was to identify, using computational models, the vocal fold parameters
which are most influential in determining the vibratory characteristics of the vocal folds. The
sensitivities of vocal folds modal frequencies to variations model parameters were used to determine
the most influential parameters. A detailed finite element model of the human vocal fold was created.
The model was defined by eight geometric and six material parameters. The model included
transitional boundary regions to idealize the complex physiological structure of real human subjects.
Parameters were simultaneously varied over ranges representative of actual human vocal folds.
Three separate statistical analysis techniques were used to identify the most and least sensitive
model parameters with respect to modal frequency. The results from all three methods consistently
suggest that a set of five parameters are most influential in determining the vibratory characteristics
of the vocal folds. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3183592�
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I. INTRODUCTION

Highly detailed numerical models of human voice pro-
duction are powerful tools for phonation research. Such
models have been used, for example, to predict mechanical
stresses and strains in vocal fold tissue �Gunter, 2003; Tao
et al., 2006; Tao and Jiang, 2007�. Computational models are
becoming more accurate and more realistic. It is anticipated
that detailed finite element models, in conjunction with labo-
ratory experiments, may yield a better understanding of the
formation of polyps and nodules, vocal fold damage, and
healing. Models may also be useful in evaluating potential
prosthetic devices and in improving articulatory models for
voice synthesis.

It is well known that vocal fold vibrations are highly
affected by the elastic constants used to characterize the me-
chanical deformation of the vocal folds in detailed models
�Alipour-Haghihi and Titze, 1985�. Numerical simulations of
phonation have demonstrated that variations in elastic con-
stants can lead to chaos �Berry et al., 1994� or biphonation
�Tao and Jiang, 2006�. The mechanical properties of vocal
fold tissue may vary by orders of magnitude between sub-
jects �Kakita et al., 1981, Chan and Titze, 1999, Zhang et al.,
2006�. Vocal fold geometry is similarly variable. Uncertainty
in tissue and geometric parameters does contribute to overall
model errors. A recent literature review of studies involving

computational vocal fold models revealed that ad hoc esti-
mates have been used for the majority of tissue parameter
inputs in computational vocal fold models �Cook, 2009�.
Many tissue parameter estimates are used repeatedly
throughout the literature with no rigorous verification. For
example, one ad hoc estimate of the longitudinal shear
modulus of the vocal ligament �40 kPa� has been used in
most, if not all, previous studies. Considering the previously
mentioned variability in vocal fold tissue parameter values, it
is unlikely that this particular parameter has a unique value.

In general, the effects of tissue parameter uncertainty
have not been investigated over the full range of plausible
values in vocal fold models. While parametric methods have
been used occasionally �Berry and Titze, 1996; Cook and
Mongeau, 2007�, this approach has not been widely adopted.
Perhaps one reason is because systematic parametric studies
are often prohibitively expensive, especially when fluid-
structure interactions are modeled.

The purpose of the present study was to investigate the
vibration response of a vocal fold model across a broad range
of model parameters. The approach was based on principles
of stochastic modeling: Parameter ranges were used rather
than discrete values in order to obtain a broader understand-
ing of the influence of structural parameters on vocal folds
resonance frequencies. The objective was to identify the
most and least sensitive model parameters. The underlying
general hypothesis is that vocal fold models are insensitive to
certain model parameters, moderately sensitive to others, and
highly sensitive to a select group of parameters. Identifica-

a�Author to whom correspondence should be addressed. Electronic mail:
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tion and ranking of these parameters may provide valuable
information for future model creation and may guide re-
search in other areas where model complexity must be re-
duced. By focusing on the most sensitive parameters �and
neglecting the least sensitive parameters�, models may be
created that are accurate and efficient while minimizing un-
certainty. Furthermore, a priori confidence in such models
may be enhanced when accounting for uncertainty over the
broad parameter ranges found in vocal fold tissues.

II. VOCAL FOLD MODEL

A. Geometry

A three-dimensional body-cover model of the vocal
folds was created after the two-layer models proposed by
Hirano et al. �1981� and Story and Titze �1995�. The vocal
ligament was not assigned a distinct region but was assumed
to be included as part of the cover. The model geometry was
based on the two-dimensional M5 profile defined by Scherer
et al. �2001�. The cover was assumed to have a constant
thickness over the medial, inferior, and superior surfaces.
The two-dimensional coronal geometry �see Fig. 1�a�� was
extruded in the anterior/posterior direction to obtain a three-
dimensional geometry, as shown in Fig. 1�b�. The depth �D�
of the vocal fold decreased linearly from the anterior to the
posterior ends to approximate the anterior/posterior asymme-
try of the human vocal folds.

Vocal fold tissue has been reported to increase in stiff-
ness toward the cartilage attachment points �Hirano et al.,
1987; Sataloff, 2005�. Nearly all finite element vocal fold
models �93%� have utilized the rigid rectangular boundary
conditions of Titze and Strong �1975�, with vocal fold tissue
properties held constant throughout the structure. Hunter
et al. �2004� questioned the accuracy of the rigid rectangular
boundary conditions and used more realistic boundary con-
ditions to investigate posturing of the vocal folds. Based on
similar ideas, transitional boundary regions were added to
both posterior and anterior of the vocal fold boundaries. The
widths of these regions are labeled as W1, W2, and W3 in
Fig. 1.

The paraglottic region �connective tissue lateral to the
thyroarytenoid muscle and medial to the laryngeal cartilage
�Hirano and Sato, 1993� was included in the model through
the addition of an isotropic region at the base of the body
region �indicated as “base” in Fig. 1�a��. Rigid boundary
conditions were applied on the anterior, posterior, and lateral
faces, representative of the interface between the cartilages
of the larynx and soft tissues of the vocal folds.

B. Material parameters

All tissues were modeled as incompressible. This ap-
proximation is commonly applied in vocal fold models and
has been shown to introduce only minor errors in modal
analysis �Cook et al., 2008�. The incompressibility assump-
tion reduces the number of independent material parameters
required to define the elastic properties of each tissue region.
All tissues were assumed to be linearly elastic for the same
reasons set forth in the previous reference.

The behavior of isotropic tissues is entirely defined by
Young’s modulus, E. Incompressible transversely isotropic
tissues are defined by three material parameters: the trans-
verse Young’s modulus �E�, the longitudinal Young’s modu-
lus �E��, and the longitudinal shear modulus �G��. The same
density was assumed for all tissue types.

The vocal fold model was divided into seven regions,
each with distinct material parameters. The vocal fold body
and cover included anterior, mid-membranous, and posterior
regions for a total of six regions. The seventh region was the
paraglottic region. The cover regions and the paraglottic re-
gion were modeled as isotropic, with the body regions mod-
eled as transversely isotropic.

All parameter values were assumed to be constant
within the mid-membranous regions. Tissue parameters were
assumed to vary continuously between the mid-membranous
region and anterior or posterior faces. Although the cartilage
was not explicitly modeled, the tissue property values at an-
terior and posterior faces of the model were representative of
cartilage tissue. The spatial variation in all independent tis-
sue parameters was determined as

Sx/ant = Sx/mid + �Scart − Sx/mid�� x − L − w2

w1
�P

, �1�

Sx/pos = Sx/mid + �Scart − Sx/mid��w2 − x

w2
�P

. �2�

In these equations, Sx/ant and Sx/pos represent the varied
parameter Sx in the anterior and posterior boundary regions,
respectively. The corresponding cartilage value is Scart, and
the parameter value at the mid-membranous region is Sx/mid.
The equation for the variation of the cover stiffness in the
anterior region was

Ec/ant = Ec + �Ecart − Ec�� x − L − w2

w1
�P

. �3�

A similar relation was used for other material parameters: Ec,
Eb, E�, and G�.

FIG. 1. Vocal fold model geometry: �a� coronal cross-
section at the center of the mid-membranous region, �b�
isometric view, and �c� superior view. Geometric sym-
bol descriptions are listed in Table I.
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For all isotropic regions, Poisson’s ratio was held con-
stant, v= 1

2 , and the shear modulus varied as a function of
local stiffness. For example, in the case of cover shear modu-
lus,

Gc/ant =
Ec/ant

2�1 + ��
, �4�

Gc/pos =
Ec/pos

2�1 + ��
. �5�

For transversely isotropic regions, the shear modulus
varied as a function of �local� longitudinal and transverse
Young’s modulus values,

� =
EbE�

4E� − Eb
. �6�

The Poisson’s ratios also varied spatially according to
the following equations:

�� = 1
2 , �7�

�+ =
E

2E�
, �8�

� = 1 −
E

2E�
. �9�

The above methods allowed the tissue stiffness, Pois-
son’s ratios, and shear moduli to vary continuously between
the mid-membranous region and the cartilage values at the
anterior and posterior surfaces. The independent parameters
governing these transitions were the mid-membranous mate-
rial parameters �Ec ,Eb ,E� ,G��, the cartilage tissue parameter
�Ecart�, and the exponent P which controlled the rate of tran-
sition between regions.

1. Parameter ranges

The vocal fold model described above is defined by
eight geometric and seven material �tissue� parameters. To

obtain a robust description of the vocal fold structure, param-
eter ranges were established for all independent parameters
based upon available measured data or ad hoc estimates. The
guiding principle in the range selection was to encompass
approximately 75% of human vocal fold values.

For example, the medial/lateral thickness of the vocal
folds was reported by Titze �2006� as having a mean value of
9.34 mm with a standard deviation of 1.63 mm. Assuming a
normal distribution, 75% of vocal fold thicknesses should lie
between 5.87 and 8.81 mm. When mean and standard devia-
tion values were not available, ad hoc estimates based on
experimental data from measurements of similar tissues or
previous vocal fold models were used.

Vocal fold tissues are known to exhibit nonlinear stress-
strain relationships �Chan and Titze, 1999; Zhang et al.,
2006�. Nonlinear relations are available for only a few of the
parameters identified in Sec. II B. The use of nonlinear con-
stitutive models requires additional model parameters, most
of which are extremely difficult or impossible to estimate.
This problem was addressed by choosing linear material pa-
rameters over ranges that were sufficiently broad to encom-
pass both zero strain and moderate �i.e., 10%–15%� strain
parameter values. All geometric and material parameters,
with their associated ranges, are listed in Table I.

C. Numerical implementation

This study employed more than 2000 unique vocal fold
models. The commercial finite element software COMSOL,
along with MATLAB Version 3.4 was used. A custom subrou-
tine created each finite element model based on unique sets
of 14 parameters �Table I�. For each set of parameters, a
vocal fold geometry was defined, tissue properties were as-
signed, a finite element mesh was created, boundary condi-
tions were imposed, and modal analysis was performed. The
output consisted of eight unique eigenvectors and eight as-
sociated eigenvalues or resonance frequencies. Eigenvectors
contained the x-, y-, and z-displacement values for each
node.

TABLE I. Parameter descriptions, symbols, ranges, and references. The first eight parameters refer to the model
geometry; the last seven refer to material properties.

Parameters Symbol Range Reference

Length L 6.8–10.2 mm Friederich et al., 1993; Titze, 2006
Depth D 7–10 mm Estimated
Thickness T 5.9–8.8 mm Titze, 2006
Cover thickness t 0.84–1.26 mm Titze, 2006; Stiblar-Martincic, 1997
Angle � 0°–28° Estimated
Length of W 1 W1 3.6–5.4 mm Friederich et al., 1993
Length of W 2 W2 1.0–1.6 mm Friederich et al., 1993
Depth of W 3 W3 1.6–2.4 mm Inferred from Hirano and Sato, 1993
Cover stiffness Ec 4–50 kPa Zhang et al., 2006
Transverse Young’s modulus Eb 1–30 kPa de Vries et al., 1999; Gunter, 2003
Longitudinal Young’s modulus E� Eb−Ecart Eb and Ecart

Stiffness of W3 Ebase 50–1000 kPa Estimated
Longitudinal shear modulus G� 5–100 kPa Rosa et al., 2003; Berry and Titze, 1996
Degree of transition function P 1–66 Estimated
Cartilage Young’s modulus Ecart 10 MPa �fixed� Rains et al., 1992; Roberts et al., 1998
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For each vocal fold model, the mesh consisted of ap-
proximately 1500 quadratic finite elements with over 28 000
degrees of freedom. A mesh refinement study was performed
to verify spatial convergence. The model was validated
through comparisons with measured data for a synthetic
physical model of the vocal folds �Chen et al., 2008�. The
synthetic model geometry was similar to that of the model
described above, with a single isotropic layer and no transi-
tional boundary regions. Due to high damping in the syn-
thetic model, experimental modal analysis results were ob-
tained for only the first mode of vibration. Computational
modal analysis was also performed using the commercial
software package ABAQUS. The experimental studies and
ABAQUS simulations were performed independently. Table II
provides comparisons between these methods. Very good
agreement was found between the COMSOL and ABAQUS

models, both of which adequately predicted the experiment.

III. DATA ANALYSIS TECHNIQUES

Three different techniques were applied in the analysis
of the output data. The first was a screening method, as set
forth by Cotter �1979�. The second examined the correlation
between parameter values and modal frequencies. The final
method was based on descriptive statistics of 100 local sen-
sitivity simulations. These methods are described in Secs.
III A–III C.

A. Cotter’s method

So-called screening methods are one class of methods
used to perform sensitivity analysis �Saltelli et al., 2000�.
Screening methods provide a ranking of model parameters
based on the importance or influence of each parameter on
the overall model response. Screening methods utilize a lim-
ited number of simulations to reduce computational cost but
occasionally fail to identify key parameters and cannot pre-
cisely quantify the contribution of each parameter. These
methods yield essentially first-order estimates of each param-
eter’s importance.

The method proposed by Cotter �1979� involves 2n+2
total simulations, where n is the number of model param-
eters. A two-level factorial design was used with all param-
eter values set to their highest or lowest value. The first
simulation �case zero� is performed with all parameters set to
low values. The final simulation is performed with all param-

eters set to high values. Cases 1 through n are based on the
zero case with all parameters at their lowest values and with
one parameter at a time set to its highest value. Cases �n
+1� through 2n are variations of the final case with one
parameter at a time set to its lowest value.

Cotter provided a method for estimating the importance
of each factor based on the 2n+2 simulation outputs desig-
nated as yi. The relative importance of the jth parameter,
M�j�, is given by

M�j� = �y2n+1 − yn−j + yj − y0� + �y2n+1 − yn+j − yj − y0� .

�10�

The leftmost absolute value term quantifies the effect of
varying only one parameter at a time. The second �right�
absolute value term accounts for interaction effects.

B. Correlation between modal frequencies and model
parameters

The ranges given in Table I were used to define uniform
probability density functions �PDFs� for each parameter. Vo-
cal fold models were created by randomly selecting each
parameter from its corresponding distribution. A total of 100
vocal fold models were created in this fashion �n=100�.
Pearson correlations were used to determine possible rela-
tionships between simulation outputs �modal frequencies�
and each of the input parameters. The correlation coefficient,
rij, was calculated for each of the first eight modal frequen-
cies �subscript i� and for each of the 14 input parameters
�subscript j�. This yielded 112 total correlation values. The
coefficient of determination �r2� was also calculated. Finally,
p-values were obtained via a hypothesis test. The null hy-
pothesis �H0� was that no relationship existed between modal
frequencies and parameter values �H0 :r=0�. The alternative
hypothesis is that modal frequencies and model parameters
were correlated with an r-value greater than or equal to each
respective rij-value �HA :r�rij�. The test statistic was t= �n
−2�r2 / �1−r2�1/2, which follows a standard t-distribution.
Since the alternative hypothesis was that r�rij, a one-sided
t-distribution was used for determination of p-values.

TABLE II. Modal analysis comparisons for three different methods. Rightmost column indicates the maximum
percent difference between COMSOL predictions and the remaining two methods.

Mode Mode shapea

Modal frequency
�Hz�

Maximum differenceExperimental ABAQUS COMSOL

1 z-10 75 74.17 74.52 �6.9%
2 z-20 ¯ 106.55 107.08 0.50%
3 y-10 ¯ 125.57 125.67 0.08%
4 x-10 ¯ 133.99 134.63 0.48%
5 x-11 ¯ 150.38 150.91 0.35%
6 x-20 ¯ 151.32 152.08 0.50%

aMode shape convention: Berry et al. �1994�.
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C. Local sensitivity analysis

The final analysis method involved computing local sen-
sitivity values for each mode and parameter. The local sen-
sitivity of each modal frequency, Mi, to each parameter, Xj,
was defined as the partial derivative,

Sij =
�Mi

�Xj
. �11�

The sensitivity, Sij, was evaluated using a finite difference
approximation. First, a nominal case, Mnom, was randomly
selected, and its modal frequencies were calculated. Next,
each parameter Xj was increased slightly, with all other pa-
rameters held at their nominal values. Finally, the sensitivity
to each modal frequency was computed as

Sij =
�Mi

�Xj
�

Mi� − Mi
nom

Xj� − Xj
nom , �12�

where the nom superscript refers to nominal values and the
primed quantities are associated with incremented Xj values.

The units of the sensitivity depend upon the parameter
of interest. To allow comparison between sensitivities of dif-
ferent parameters, each parameter was non-dimensionalized
as follows:

Xj
� =

Xj

Rj
, �13�

where Rj refers to the range of parameter j. Using Pj
�, the

sensitivity was expressed as

Sij =
�Mi

�Xj
� �

Mi� − Mi
nom

�Xj� − Xj
nom�/Rj

. �14�

This sensitivity can be interpreted as the change in
modal frequency due to a unit percent change in parameter j.
This approach was used to obtain 112 total sensitivities for
each nominal case. The sample of 100 vocal fold models
used for correlation analysis was used as the nominal set,
with sensitivities calculated for each unique model. This pro-
cess required the creation of 1500 individual vocal fold mod-
els �100 nominal cases, with 1400 additional cases required
for sensitivity calculations�. The computational time was ap-
proximately 16 h using two �dual� 2.2 GHz XEON proces-
sors with 1 Gbyte random access memory.

IV. RESULTS

A. Cotter’s method

Cotter’s method yields a single importance value for
each parameter-mode pair for a total of 112 importance val-
ues. Importance values were observed to depend primarily
on each parameter, with no apparent dependence on modal
frequency. Importance value statistics are presented in Table
III for each parameter, with distributions of importance val-
ues indicated by their standard deviation as well as their
maximum and minimum values.

Cotter’s method identified the cover stiffness, Ec, as the
most important parameter, followed by P, G�, Eb, and L. The
five least important parameters were identified as W1, t, �,
W2, and W3. The importance values for individual modes

were remarkably consistent among the five most important
parameters. In fact, 85% of individual importance values
from the lead group were greater than the highest importance
value found in the remaining nine parameters. A similar con-
sistency was found among the five least important param-
eters.

B. Correlation results

For a sample size of 100 models, Pearson correlation
coefficients, rij, coefficients of determination, �rij�2, and
p-values were calculated. A total of 112 values were obtained
for each of these three statistical coefficients. The results
were again primarily dependent on parameter values, with
little dependence on mode number. Means, standard devia-
tion, maximum, and minimum values are reported for the
data corresponding to each parameter in Table IV. The Pear-
son correlation coefficients ranged from r3,14=−0.45 to
r8,12=0.60. The absolute values of correlation coefficients
ranged from r4,7=0.0047 to r8,12=0.60. The mean and stan-
dard deviations of r-values for all modes are given in Table
IV. Positive r-values indicate that the parameters are posi-
tively correlated with modal frequency, while negative val-
ues indicate negative correlations. Although r-values were
much lower than typically encountered in engineering ex-
periments, statistical significance was due to a large number
of degrees of freedom �df=99�.

The five most correlated with model frequency were Ec,
Eb, P, G�, and L. The five parameters least correlated with
modal frequency were �, E�, t, W2, and W1. As expected,
tissue stiffness parameters typically showed a positive corre-
lation with modal frequency, while geometric parameters
tended to have a negative correlation. Some exceptions to
these generalizations included E�, which had a weak nega-
tive correlation, as well as T and t, which exhibited weakly
positive correlations.

The r2-values can be interpreted as the percentage of
variation in modal frequency associated with each parameter.

TABLE III. Importance values obtained from Cotter’s method. Each row
based upon eight parameter-modal frequency pairs �n=8�.

Parameter

Importance value statistics

RankMean �st. dev� Max/min

L 21.03 �5.40� 31.5/16.1 5
D 19.23 �1.63� 21.9/17.6 6
T 8.85 �2.53� 13.0/3.8 9
t 5.99 �2.54� 9.9/2.7 11
� 5.15 �2.05� 9.4/2.9 12
W1 7.47 �2.58� 12.0/4.2 10
W2 2.93 �0.70� 4.0/2.2 13
W3 1.79 �0.41� 2.7/1.4 14

Ec 54.14 �14.9� 74.9/33.1 1
Eb 31.07 �8.17� 40.2/15.8 4
E� 13.62 �6.30� 23.6/3.4 7
Ebase 9.09 �2.48� 12.6/5.8 8
G� 33.20 �6.21� 42.5/24.6 3
P 35.56 �5.84� 44.7/30.2 2
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This suggests that approximately 30% of the modal fre-
quency variation is due to Ec, with Eb, P, G�, and L contrib-
uting 20%, 15%, 9%, and 8%, respectively.

p-values were also calculated to test the null hypothesis
that no relationship existed between parameters and modal
frequencies. Seven parameters possessed p-values lower than
0.025, with the majority of p-values in this group lower than
0.001. For these parameters, the null hypothesis was rejected
in favor of the alternative hypothesis. Several parameters had
p-values greater than 0.025, indicating a non-negligible pos-
sibility that the null hypothesis may be true. These param-
eters included T, t, �, W1, W2, E�, and Ebase.

C. Local sensitivity results

As described in Sec. III C, a total of 11 200 total local
sensitivities were calculated. These sensitivities were then
grouped into 800 sensitivities for each parameter. The abso-
lute value of the 10% trimmed mean was chosen to rank
parameter influence since this value is more moderate than
either the mean or median. The most sensitive parameters
were P, Ec, G�, Eb, and L. The least sensitive parameters
were T, Ebase, W2, �, and W3.

The model parameters are grouped into geometric �L, D,
T, t, �, W1, W2, and W3� and tissue parameters �Ec, Eb, E�,
Ebase, and G��. The signs of the 10% trimmed mean values
reveal some expected characteristics of the model. For tissue
parameters, all mean sensitivity values were positive, and
99.8% of all sensitivities associated with these parameters
were also positive. This is in agreement with expectations
that an increase in stiffness increases modal frequency. Geo-
metric parameters typically exhibited negative local sensi-
tivities, as expected, with 80% of geometric sensitivities be-
low zero. Although increased mass typically reduces modal
frequencies, geometric parameters also influence the model
stiffness through boundary conditions. Tradeoffs between
added mass and added boundary area vary, thus causing
some geometric parameters such as thickness and extrusion
angle to have positive trimmed means. The same effect is

responsible for the slight positive �but insignificant� correla-
tions observed for certain geometric parameters �see Table
IV�.

A high sensitivity to the rate of transition in the transi-
tional boundary regions �P� was observed. Low values of P
caused the boundary effects to extend further inward from
each fixed boundary. For high values, the boundary regions
act as extensions of the mid-membranous region, thus effec-
tively lengthening the vibrating length of the vocal folds.

D. Comparison between methods

The three methods utilized are not directly comparable.
Each relies upon different assumptions, incorporates differ-
ent amounts of data, and produces different rankings. How-
ever, the methods can be compared in a relative sense. To
this end, the results of each method were normalized by the
sum of all primary results. This approach preserves relative
importance within each method while allowing the various
rankings to be compared with each other. For example, the
trimmed mean values of Table V were summed, after which
each individual value was divided by the sum. Similar ap-
proaches were used for the mean values of Table III and the
r-values of Table IV. The results are shown graphically in
Fig. 2 below. The parameters were ordered along the ordi-
nate axis according to the average of each parameter’s three
normalized values.

As seen in Fig. 2, the three methods are in general agree-
ment, but they do not always agree. The most obvious dif-
ferences are observed for P and W3. The P parameter was
consistently ranked among the top 5 but exhibited an unusu-
ally high value from the local sensitivity method. This seems
due to the fact that the model was observed to be extremely
sensitive to low values of P �i.e., 1–5�, and less sensitive to
values above 5. The third transitional boundary region �W3�
was identified as the sixth most influential parameter by the
correlation method, whereas both Cotter’s method and the
local sensitivity approach ranked this parameter among the
least sensitive parameters. These discrepancies may be due

TABLE IV. Statistics of r, r2, and p-values. Means and standard deviations were based on the eight modal frequency values for each parameter. Values in bold
highlights the r, rr, and p-values of significantly correlated parameters.

Parameters

r-values r2-values p-values

RankMean �st. dev� Max/min Mean �st. dev� Max/min Mean �st. dev� Max/min

L �0.27 �0.03� �0.24/�0.31 0.08 �0.02� 0.10/0.06 0.004 �0.00� 0.007/0.001 5
D �0.20 �0.02� �0.17/�0.22 0.04 �0.01� 0.05 /0.03 0.027 �0.01� 0.044/0.013 7
T 0.09 �0.05� 0.15/0.02 0.01 �0.01� 0.02 /0.00 0.211 �0.13� 0.412/0.070 10
t 0.04 �0.03� 0.07/�0.01 0.00 �0.00� 0.01 /0.00 0.354 �0.09� 0.477/0.234 12
� �0.09 �0.03� �0.05/�0.13 0.01 �0.01� 0.02 /0.00 0.198 �0.08� 0.296/0.094 9
W1 0.00 �0.01� 0.02/�0.01 0.00 �0.00� 0.00 /0.00 0.458 �0.03� 0.498/0.430 14
W2 0.02 �0.01� 0.03/0.00 0.00 �0.00� 0.00 /0.00 0.429 �0.04� 0.482/0.375 13
W3 �0.23 �0.02� �0.20/�0.26 0.05 �0.01� 0.07 /0.04 0.012 �0.00� 0.020/0.005 6
Ec 0.55 �0.04� 0.60/0.50 0.30 �0.04� 0.36 /0.25 0.000 �0.00� 0.000/0.000 1
Eb 0.44 �0.05� 0.54/0.38 0.20 �0.05� 0.29 /0.14 0.000 �0.00� 0.000/0.000 2
E� �0.07 �0.02� �0.05/�0.09 0.01 �0.00� 0.01 /0.00 0.245 �0.06� 0.324/0.181 11
Ebase 0.11 �0.02� 0.13/0.08 0.01 �0.00� 0.02 /0.01 0.141 �0.04� 0.202/0.095 8
G� 0.31 �0.03� 0.35/0.27 0.09 �0.02� 0.13 /0.07 0.001 �0.00� 0.003/0.000 4
P �0.38 �0.04� �0.35/�0.45 0.15 �0.03� 0.20 /0.12 0.000 �0.00� 0.000/0.000 3
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to sample size, the choice of parameter ranges, or unidenti-
fied interaction effects with other parameters. The general
agreement between methods, especially concerning the most
sensitive parameters, was judged to be more compelling than
the discrepancies.

V. DISCUSSION

A. Difficulty in mode shape identification

The mode shapes of the human vocal folds are often
described using the x-10, x-11 nomenclature of Titze and
Strong �1975�. These mode shapes take on different modal
frequencies depending upon model parameters, and modal
frequencies have been shown to cross as model parameters
are varied �see Berry and Titze �1996�, Fig. 3�. Because ei-
genvalue solvers generally order results according to increas-
ing modal frequency, eigenvectors �mode shapes� are not im-
mediately differentiable based on modal frequencies alone.
For example, the x-11 mode might appear as the third eigen-

vector for one set of model parameters but as the fourth
eigenvector for a different set of model parameters.

With hundreds of distinct models created over the course
of this study, mode shape identification was a major chal-
lenge. Simultaneous variation in all model parameters over
broad ranges exacerbated this problem, leading to high vari-
ance in modal frequencies. It was observed that the PDF of
modal frequencies for any given mode shape exhibited sub-
stantial overlap with the PDFs of other mode shapes. An
analogous situation was also observed in the eigenvector
space. Although all finite element models had the same mesh
�to allow eigenvector comparisons�, eigenvectors exhibited a
high level of variance, making mode shape identification dif-
ficult. Several comparative schemes were attempted but pro-
duced unacceptable rates of false-positive and/or false-
negative identifications.

Because of this difficulty, the modal frequencies were
analyzed as obtained from the eigenvalue solver �i.e., or-
dered by modal frequency�. It was anticipated that this ap-
proach would have a moderating effect on analysis outcomes
since highly sensitive mode shapes would occasionally be
combined with less sensitive ones, and vice versa. For the
purposes of identifying the most and least sensitive param-
eters at first-order accuracy, this shortcoming was deemed
acceptable. The general agreement between the three analy-
sis methods suggests that this approach was justified.

B. Variation in model parameters in relation to
previous models

Cook �2009� reported that the average number of param-
eters for vocal fold models was 20 with an average of three
parameters varied in each study. Of the tissue parameters
used in this study �Ec, Eb, E�, and G��, an average of five
unique parameter values have been reported in the literature
�Cook, 2009�. While this figure is certainly an underestimate
�many values were found to be unreported�, the present study
utilized over 100 unique values for each of 14 parameters.
All parameters were varied simultaneously, thus allowing for
a broader sampling of the entire parameter space than can be
obtained by varying one parameter at a time as is typically

TABLE V. Statistics for local sensitivity values. Each row is based upon
local sensitivity values �n=800�.

Parameters

Local sensitivity statistics

RankMean �st. dev�
Trimmed

mean Median

L �48.63 �20.3� �50.7 �51.6 5
D �13.10 �9.64� �14.1 �14.9 6
T 7.17 �10.9� 7.0 6.8 10
t �6.30 �11.0� �7.1 �7.9 9
� 1.55 �57.3� 2.4 4.6 13
W1 �11.70 �6.97� �12.0 �12.3 7
W2 �3.51 �4.15� �3.6 �3.8 12
W3 �0.92 �3.91� �1.1 �1.4 14

Ec 75.66 �58.7� 81.3 85.3 2
Eb 47.38 �97.9� 55.4 61.9 4
E� 4.18 �159.� 8.4 29.0 8
Ebase 2.88 �48.9� 5.0 8.1 11
G� 49.33 �82.0� 60.4 65.2 3
P �310.9 �387� �362.7 �395.6 1

FIG. 2. Normalized ranking values for comparison be-
tween methods.
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done. As such, the models described in this study account for
more variation in vocal fold structure than all previous com-
putational vocal fold studies combined.

C. Discussion of results

The reliability of the results presented above is partially
dependent on the number of data points utilized by each
method. Cotter’s method relied upon 240 total modal fre-
quency values, while the correlation and local sensitivity ap-
proaches utilized 800 and 11 200 modal frequencies, respec-
tively. From this perspective, the latter two approaches are
more reliable since they provide more comprehensive de-
scriptions of how the model behaves across the entire spec-
trum of possible parameter combinations.

The most striking feature observed in the application of
these three methods was the consistency with which the lead
group of parameters, consisting of Ec, P, Eb, G�, and L, were
identified as influential on modal frequencies. Four of these
parameters are related to tissue properties, and only one pa-
rameter �L� is a geometric parameter. There are two reasons
for identifying these five parameters as the most sensitive.
First, each of these parameters was ranked within the top five
by each of the three methods of analysis. Second, certain
parameters known from prior research to strongly influence
vocal fold vibration should be expected to appear among the
group of most sensitive parameters. Such parameters in-
cluded the stiffness of the vocal fold cover �Ec� and vocal
fold length �L�. The mechanical properties of the cover are
known to be a dominant factor in healthy phonation �Chan
and Titze, 1999�. Vocal fold length has been attributed to the
difference between male and female fundamental frequencies
of phonation �Friederich et al., 1993; Perkins and Kent,
1986�. Finally, the presence of Ec and L among the most
sensitive parameters indicates the importance of the remain-
ing parameters, all of which were observed to be more influ-
ential than the vocal fold length.

The least sensitive parameter ratings were less consistent
than the most sensitive parameters. The parameters W1, W2,
and t appeared among the five least sensitive parameters for
each method. The vocal fold thickness �T� was ranked 9th,
10th, and 10th by the three respective methods. The longitu-
dinal body stiffness �E�� was ranked as 11th by both regres-
sion and correlation methods but was ranked 7th by Cotter’s
method. Both T and E� were included with the least sensitive
parameters based on their consistently low ranking by both
correlation and local sensitivity approaches. Thus, the five
least sensitive parameters were found to be T, E�, t, W1, and
W2.

It is difficult to make any definitive statement about the
remaining parameters �D, W3, Ebase, and ��. Some of these
parameters �such as D� may have a substantial influence on
the dynamic response of the vocal folds, while others �such
as Ebase� may have little influence. More advanced analysis,
involving fluid loading of the vocal fold structure and/or
sorting of modal frequency data, will be required to provide
a more accurate ranking of these parameters.

D. Application of results

The above results have several interrelated applications.
First, these results can be used to guide the experimental
measurement of vocal fold tissues. The measurement of
highly sensitive parameters should be prioritized over the
measurement of less sensitive parameters. Furthermore, sen-
sitive parameters require both more accurate and more com-
prehensive measurements than less sensitive parameters. In
other words, the ranges, distributions, and gender- and age-
dependent relationships of highly sensitive parameters
should be characterized with greater detail.

Second, the identification of the most and least sensitive
model parameters has great importance for computational
models of phonation. Models should be created with all pa-
rameter sensitivities in mind. This is a double-edged issue.
On one hand, the identification of non-influential parameters
allows those parameter values to be chosen with relative im-
punity since these choices will have little effect of model
response. On the other hand, a great deal of care and atten-
tion must be paid to highly sensitive model parameters,
many of which have not yet been characterized in sufficient
detail. In fact, previous models of phonation have typically
utilized ad hoc estimates for several of the most sensitive
material parameters �Cook et al., 2009� in review, supple-
mental document�. Highly sensitive parameters should either
be based on experimental data or varied parametrically to
account for uncertainty until more such data are available.

Third, the ranking of model parameters may be useful in
the creation of patient-specific models of phonation and �in-
directly� in the evaluation of individuals suffering from voice
disorders. Based on the ranking presented above, the least
sensitive parameters would be based on general population
trends, and even some moderately sensitive parameters could
be estimated. However, a sufficiently accurate patient-
specific model would require patient-specific data for the
most sensitive vocal fold parameters. The achievement of
patient-specific models will undoubtedly require a great deal
of research focused on methods for obtaining in vivo mea-
surement of the most sensitive parameter values. The ranking
of model parameters provides some guidance on this front,
suggesting which parameters should be targeted initially.
This issue is related to the characterization of parameter dis-
tributions. For example, detailed experimental characteriza-
tion of vocal fold parameters may reveal that certain param-
eters �such as P�, although highly influential, exhibit
relatively narrow distributions and thus may be estimated
without introducing a great deal of error in the analysis.

Finally, the identification of several highly influential
parameters may suggest new approaches for treating certain
voice disorders, especially thyroplasty implants and injec-
tions. For example, vocal fold medialization implant designs
could be improved to mimic the most influential human vo-
cal fold characteristics as reported above. New medialization
injection materials could also be developed to exhibit sensi-
tivities similar to those of the actual human vocal folds. Both
approaches would utilize a more complete understanding of
the human vocal fold structure to create treatments that re-
store functionality of the human voice.
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VI. CONCLUSIONS

The application of three separate methods was used to
identify the most and least sensitive parameters of a vocal
fold model. All three methods identified the following pa-
rameters as most sensitive: the stiffness of the cover �Ec�, the
stiffness of the body �Eb�, the rate of transition between mid-
membranous and cartilage stiffness �P�, the longitudinal
shear stiffness of the body �G��, and the vocal fold length
�L�. The least sensitive model parameters included the fol-
lowing �in descending order�: E�, T, t, W1, and W2. Moder-
ately sensitive parameters were identified as D, W3, Ebase,
and �. Such ranking of vocal fold parameters is useful to
guide �a� experimental measurements and characterization of
vocal fold parameters, �b� the creation of accurate computa-
tional models of phonation in general, �c� the development of
techniques for obtaining patient-specific models of phona-
tion, and �d� further improvements in the treatment of voice
disorders.
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A method for mapping between simultaneously measured articulatory and acoustic data is proposed.
The method uses principal components analysis on the articulatory and acoustic variables, and
mapping between the domains by locally weighted linear regression, or loess �Cleveland, W. S.
�1979�. J. Am. Stat. Assoc. 74, 829–836�. The latter method permits local variation in the slopes of
the linear regression, assuming that the function being approximated is smooth. The methodology is
applied to vowels of four speakers in the Wisconsin X-ray Microbeam Speech Production Database,
with formant analysis. Results are examined in terms of �1� examples of forward
�articulation-to-acoustics� mappings and inverse mappings, �2� distributions of local slopes and
constants, �3� examples of correlations among slopes and constants, �4� root-mean-square error, and
�5� sensitivity of formant frequencies to articulatory change. It is shown that the results are
qualitatively correct and that loess performs better than global regression. The forward mappings
show different root-mean-square error properties than the inverse mappings indicating that this
method is better suited for the forward mappings than the inverse mappings, at least for the data
chosen for the current study. Some preliminary results on sensitivity of the first two formant
frequencies to the two most important articulatory principal components are presented.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3184581�

PACS number�s�: 43.70.Bk �DAB� Pages: 2011–2032

I. INTRODUCTION

The acoustic response to articulatory behavior is deter-
mined by physical law. Given the physical state of the vocal
tract, it is possible to predict the acoustic output using deter-
ministic equations, which may be considered mappings from
articulation to acoustic output. Further, these mappings can
be inverted with optimization procedures to predict articula-
tory configuration from acoustics, possibly in a non-unique
way.

Articulatory-acoustic models, based on physics, as
simple as four-tube models �e.g., Fant, 1960; Badin et al.,
1990; Stevens, 1998; McGowan, 2006� and as sophisticated
as an articulatory synthesizer �e.g., Mermelstein, 1973;
Maeda, 1982, 1990� can be employed to understand the law-
ful variations between articulation and formant frequencies.
As much as such models are useful for conceptual under-
standing of speech production, they are not direct measures
of the articulatory-acoustic relations and are not sufficient for
a complete understanding of human articulatory behavior
and output acoustics.

An empirical approach is taken here to determine map-
pings between articulation and output acoustics during vowel
production. This approach has the virtues of being based on

actual human behavior, of not relying on simplified models
of the vocal tract acoustics, and of not relying on published
parameters based on measurements of various individuals for
which simultaneous articulatory-acoustic data have not been
obtained. The empirical approach in this paper relies solely
on a corpus of simultaneous acoustic recordings and articu-
latory measurements.

Several techniques may be used to generate continuous
articulatory measurements. These include flesh point mea-
surements such as electromagnetic articulography and X-ray
microbeam, and imaging techniques such as magnetic reso-
nance imaging �MRI� and ultrasound. Three-dimensional
�3D� MRI �e.g., Engwall and Badin, 1999� can be employed
to generate detailed vocal tract shapes that provide much of
the information necessary to determine the output acoustics,
although additional properties would need to be provided
before the output could be accounted for completely, such as
vocal tract wall impedance, nasal tract properties, glottal
configuration, and sub-glottal properties.

Instead of using three-dimensional imaging by MRI, less
comprehensive articulatory data in the form of flesh point
data are commonly employed �e.g., Kiritani, 1986; Perkell
et al., 1992�. One reason for this is the fact that flesh point
data are most often recorded simultaneously with acoustic
output, whereas MRI data are generally not recorded simul-
taneously with acoustic output �see, however, Bresch et al.,
2006�. Further, MRI technology has relatively low temporal
resolution, whereas flesh point technologies are faster. This
means that the MRI data sets are generally small, but with
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point measure technologies the data sets can be larger and
contain more natural running speech. In the present work, the
point measures in the University of Wisconsin X-ray Micro-
beam Speech Production Database �XRMB-SPD� �Westbury,
1994� were chosen because of the magnitude of the data set
and variety of utterances, and the fact that acoustic signals
were recorded simultaneously.

Because the XRMB-SPD only tracks midsagittal flesh
points, the articulatory data are impoverished in the sense
that acoustic output cannot be determined from these data
using the physical theory of acoustics. Midsagittal shape
does not determine an area function and output acoustics.
Furthermore, even the midsagittal shape of the vocal tract is
not completely measured in the XRMB-SPD: the most pos-
terior pellet is located on the tongue dorsum. While it is
possible to infer aspects of the midsagittal shape from the
points that are measured, such as pharyngeal cross dimension
�Whalen et al., 1999; Jackson and McGowan, 2008�, other
aspects are not determined by the point measures, such as
larynx height. On the other hand, it is generally assumed that
there is a regular, if non-unique, relationship between mid-
sagittal configuration and area function, and hence formant
frequencies.

The intent of the present work is to construct
mappings—forward mappings from articulation to acoustics,
and inverse mappings from acoustics to articulation—for in-
dividual speakers in the XRMB-SPD. The forward mappings
are empirically determined analogs to Fant’s nomograms,
which were derived from mathematical tube models �Fant,
1960, pp. 76–77 and 82–84�. Instead of tube lengths and
areas, variables derived from flesh point positions will serve
as independent variables in the forward mappings in the cur-
rent work. The nomograms tell us the specific response of
formant frequencies to changes in tube parameters, and thus,
the variations in sensitivity of the acoustic output to changes
in tube geometry. These sensitivities �i.e., magnitudes of
slopes in the nomograms� vary across the tube parameter
space because the mapping between tube geometry and for-
mant frequency is non-linear. Non-linearity, or changes in
sensitivity, can be expected in the mappings between articu-
latory parameters derived from flesh point data and acoustic
output. Thus, one of the goals of this study is to quantify the
sensitivity of acoustic parameters to changes in articulatory
parameters. This is an important consideration in phonetics,
as, for instance, in Stevens’ quantal theory �Stevens, 1972,
1989; Wood, 1979�.

Another major area of research in the speech sciences is
in the speech inverse problem: inferring articulatory informa-
tion from speech acoustics in an algorithmic manner �e.g.,
Atal et al., 1978; McGowan and Cushing, 1999; Hogden
et al., 2007�. The inverse mappings derived in the present
work provide a data-driven model to predict acoustics from
articulation. They also provide a means of checking the pre-
dictions of models that are not derived from simultaneously
recorded articulatory and acoustic data.

Our choices in methodology for building empirical map-
pings are informed by previous related work in speech and
mathematical statistics. The two most important parts of the
methodology are �1� a method for ordering the importance of

independent variables, both acoustic and articulatory, and re-
ducing the number of articulatory degrees-of-freedom from
Cartesian pellet coordinates to some smaller, but essential,
number; and �2� a least-squares method for approximating a
smooth mapping between articulation and acoustics given
simultaneously recorded articulatory and acoustic data
points. The first element can be a form of function or data
decomposition, and the latter element is a form of math-
ematical regression. The following is a review of previous
work on articulatory-acoustic relations that employ one or
both of these elements.

Principal components analysis �PCA�, factor analysis, or
other forms of function or data decomposition in the articu-
latory domain have become widely used when mapping be-
tween articulatory parameters and acoustics �Mermelstein,
1967; Shirai and Honda, 1976; Ladefoged et al., 1978;
Maeda, 1990; Yehia and Itakura, 1996; Story and Titze,
1998; Mokhtari et al., 2007; and Story, 2007�. These analy-
ses reduce the number of articulatory parameters from an
initially large number. This is particularly important when
there are a limited number of acoustic parameters, such as
three formant frequencies.

Mermelstein �1967� proposed using a Fourier cosine ex-
pansion of the log-area function in a largely theoretical study
of the relation between area function and formant frequen-
cies. He concluded that if the log-area function is spatially
band-limited, then a unique area function can be determined
from admittance function poles and zeros. However, while
the poles correspond to resonance frequencies when the
mouth is open, the zeros correspond to resonance when the
vocal tract is closed. The latter are not observable during
speech production. Building on Mermelstein’s �1967� study,
Yehia and Itakura �1996� decomposed the log-area function
with a Fourier cosine series. In their mapping from formant
frequencies to area functions they employed morphological
and “least effort” constraints to alleviate ambiguities in the
mapping. They tested their method for inferring area func-
tion from formant frequencies on data derived from X-rays
of one speaker’s 12 French vowels.

Shirai and Honda �1976� measured articulatory param-
eters taken from X-ray cineradiography of a speaker of Japa-
nese, such as tongue shape, lip position, and jaw angle. The
tongue shape was decomposed with PCA, and they related
the first two PCA components and other articulatory mea-
sures to the first two formant frequencies. They were able to
approximately recover the articulation of vowels from the
first two formant frequencies using a non-linear regression
technique, where the mapping was fitted on a set of 300
simultaneous articulatory and acoustic data frames of the
speaker.

Ladefoged et al. �1978� used parallel factor analysis
�PARAFAC� to decompose two-dimensional tongue shapes
measured from X-rays of five speakers’ pronunciation of ten
American English vowels. They extracted two components
for tongue position in the middle of vowels—front raising
and back raising—and went on to use multiple regression to
specify the two factors in terms of ratios among pairs of the
three formant frequencies. Reasonable tongue positions
could be inferred from formant frequencies using this
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method. The study evaluated the predicted tongue positions
in terms of correlations with original midsagittal shapes and
in terms of root-mean-square error �RMSE�.

Maeda �1990� took the approach of subtracting off im-
portant factors in articulatory movement, such as jaw move-
ment, before performing PCA on tongue movement. He
termed this “arbitrary factor analysis.” In this way, it was
easier to assign specific articulatory movements to changes
in observed acoustic output than it would have been had
PCA been applied to all the data without factoring out certain
articulatory movement.

Story and Titze �1998� measured area functions of a
single speaker’s American English vowels with MRI and de-
composed them into principal components, or what they
termed “empirical orthogonal modes.” They were able to ob-
tain a mapping between the two modes that accounted for
most of the variance in the area function and the first two
formant frequencies in the form of a two-dimensional grid of
iso-coefficient curves �coefficients of the two area function
modes� in the formant plane. While ten points in the grid
were determined from human empirical data, the remaining
data, with 2500 grid intersections, were determined from
area function modes by acoustic perturbation theory
�Schroeder, 1967�.

The recent work of Mokhtari et al. �2007� used human
subjects for MRI full-volume scans during Japanese vowel
production. Because of the noise of the machine, the acoustic
recordings were taken separately from the MRI imaging.
Also, the linear regressions between formant frequencies and
principal components of human area functions were based on
less than 40 samples of transitions between the vowels.

Story �2007� used pellet data from four speakers in the
XRMB-SPD producing both static vowels and vowel-to-
vowel transitions to find two principal components of the
cross distances in the front of the mouth of each talker.
“Cross distances” are the distances between, say, the tongue
and the palate in the midsagittal plane. The amount of data
per speaker was greater than the data used by any of Lade-
foged et al. �1978�, Story and Titze �1998�, or Mokhtari et al.
�2007�, and it was shown that two PCA components were
sufficient to characterize the data set. These components
could be mapped to the first two formant frequencies in a
largely unambiguous manner. However, the formants were
calculated from a normalized area function and the two ar-
ticulatory PCA components were not directly mapped to the
formant data. Further, even this data set is limited and does
not account for the sonorant portions of consonant-vowel
transitions.

In order to obtain a robust mapping for each individual
speaker, between 10 000 and 20 000 data points per speaker
for four speakers were taken for the present work. These
were simultaneous XRMB-SPD pellet positions and speech
acoustic data that included all portions of vowels, including
consonant-vowel transitions. PCA was chosen as the method
of data decomposition, providing a set of independent vari-
ables ordered by the amount of variance accounted for in the
data. Thus PCA can reduce the number of independent vari-

ables when the higher order components are neglected. For
global linear regression, PCA alleviates problems in partial
correlation in the independent variables.

Some of the work reviewed above relates articulatory
and acoustic parameters using regression �e.g., Shirai and
Honda, 1976; Ladefoged et al., 1978; Mokhtari et al., 2007�.
A form of regression was used in the present work to map
both from articulatory coordinates to acoustic coordinates
and vice-versa. The regression technique employed here is
an adaptation of a method known as locally weighted regres-
sion, or “loess” �Cleveland, 1979; Cleveland and Devlin,
1988; Cleveland et al., 1988�, which produces a regression
that is locally linear but globally non-parametric and non-
linear. �Both Mermelstein �1967� and Yehia and Itakua
�1996� used the property of local linearity between acoustics
and articulation to obtain the inverse mapping.� In standard
loess, least-squares regression is performed many times—
indeed, for every point in the independent variable space at
which we want to evaluate the mapping. For each point be-
ing evaluated the data are weighted differently, where the
weight assigned to each data point is inversely related to its
Euclidean distance to the point under evaluation. This pro-
vides a rational method for performing regression when the
form of the function relating the independent and dependent
variables is not specified, but the variation in local regression
parameters can be presumed to be smooth.

The remainder of this paper is as follows. Section II
details the procedures of speech segmentation, formant
analysis, PCA applied to both pellet and formant data for
each speaker, and loess. The loess method is described in
some detail because it is novel to studies of speech produc-
tion. Its particular implementation for constructing forward
and inverse mappings, including optimization of loess pa-
rameters, is outlined. Section III presents the results of these
analyses, starting with the articulatory principal components
and their relation to well-known articulatory degrees-of-
freedom. The rest of the results pertain to the optimum for-
ward and inverse mappings found for each speaker, and ex-
amples of these mappings are shown. The causes of error and
the differences in error between the forward and inverse
mappings are examined. The sensitivities of formant fre-
quencies to articulatory parameter changes are presented.
Section IV provides a discussion focusing on the articulatory
PCA, error, and sensitivity before final conclusions are
drawn in Sec. V.

II. METHOD

A. Data

Simultaneously recorded acoustic and articulatory data
from the XRMB-SPD �Westbury, 1994� were used. The da-
tabase consists of time-aligned audio and midsagittal pellet
position recordings from 57 adult American English speak-
ers, comprising about 15 h of recorded speech. Speech tasks
include reading of citation words, sentences, paragraphs,
number sequences, and vowel sequences, with some tasks
performed at deliberately slower or faster speaking rates.

Pellet coordinates are referenced to a speaker-specific
Cartesian coordinate system whose axes are based on ana-
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tomical features in the speaker’s head. �See Westbury �1994�
for the definition of the coordinate system.� Each speaker’s
time-varying articulatory data contains horizontal and verti-
cal coordinates in the midsagittal plane for each of eight
moving pellets. There are four pellets approximately evenly
spaced along the tongue centerline; the most anterior tongue
pellet is close to the tongue tip and the most posterior is the
furthest back the pellet could be placed without inducing a
gag reflex. The other four pellets include one pellet on the
upper lip and one on the lower lip, and two on the mandible.
These pellets give a partial representation of the vocal tract;
no information is available about lateral tongue or jaw move-
ment, the velum, or the posterior vocal tract �e.g., pharyngeal
dimensions or larynx height�, factors that also affect acoustic
output. Pellet positions were originally measured at variable
rates between 20 and 160 samples /s, but in the database all
pellet positions are resampled at an equal rate of
160 samples /s �Westbury, 1994, p. 57�.

In the present study only the positions of the six pellets
on the tongue and lips were used, resulting in a total of
12 degrees of freedom. We examined four speakers, two
males �JW11 and JW18� and two females �JW14 and JW16�.

B. Segmentation

All vowel tokens were included in the analysis except
those adjacent to nasal, lateral, or rhotic consonants. Also,
very short reduced vowels that had little or no formant struc-
ture were excluded. Vowels in the context of nasals and lat-
erals were excluded because velar or lateral movement dur-
ing these vowels would not be captured by any pellet; hence
the acoustic changes would not be matched by any articula-
tory changes. Vowels in rhotic contexts were excluded be-
cause the relatively rare but extreme retroflex articulations
could potentially complicate reduction in the dimensionality
of the articulatory data as well as the acoustic-articulatory
regression analysis.

The audio recordings were manually annotated to seg-
ment and label the vowels not excluded by the criteria above
using PRAAT TextGrids �Boersma and Weenink, 2007�. The
acoustic and articulatory data within the demarcated vowel
intervals formed the basis of the study. The following con-
ventions were used for the placement of interval boundaries.
Between the vowel and a preceding obstruent, the boundary
was generally placed at the first glottal pulse after the closure
release. Similarly, between the vowel and a following ob-
struent, the boundary was placed at the last glottal pulse
before the onset of closure. For the less straightforward case
of dividing the vowel from an adjacent oral sonorant, we
sought the midpoint of the transition between the two sounds
based on auditory judgments and visible formant transitions.

C. Formant tracking, editing, and data pruning

After defining the vowel intervals to be used in the
analysis, automated formant tracking was performed on the
vowels using PRAAT. The formant analysis was linear predic-
tive coding �LPC�-based using the Burg algorithm. A 25 ms
window was used and the centers of neighboring windows
were 6.25 ms apart so that the frame rate was the same as the

pellet sampling rate of 160 Hz. The maximum number of
formants that were identified per frame was 5, with a maxi-
mum frequency of 5000 Hz for males and 5500 Hz for fe-
males. Pre-emphasis was applied to frequencies above
50 Hz. Only F1, F2, and F3 values were used from the
acoustic analysis. The formant tracks were resampled to
align acoustic samples with the articulatory samples.

To ensure the best quality formant tracking, the F1, F2,
and F3 formant tracks within all of the vowel segments were
visually inspected and manually corrected at each sample
point where the automatic tracking was deemed faulty. To
make this process efficient we developed a graphical formant
editor that allows point-and-click corrections to formant val-
ues in a dual spectrogram/spectrum display. The spectrum
display includes a function for refining an estimated formant
frequency by fitting a parabola to the three harmonics closest
to the estimate and shifting the formant frequency to the
peak of the parabola.

Once the formant analysis of the vowel segments was
complete, the samples from all of the segments were pooled
for each speaker. Each sample comprised a 3-dimensional
acoustic vector and a 12-dimensional articulatory vector. Be-
fore continuing in the analysis, each articulatory-acoustic
data point was examined automatically for completeness.
Any sample missing acoustic data �F1, F2, or F3� or pellet
data �any of the two coordinates for the six pellets� was
excluded from further analysis. Table I summarizes the data
included in the study: the gender of each speaker, the number
of vowel segments used, and the number of samples drawn
from these segments. The subsequent analyses �PCA and re-
gression� were performed separately on each speaker’s data
set. Data from different speakers were not pooled. Although
multiple data points in a speaker’s data set may originate
from the same time series, i.e., a vowel trajectory, it is as-
sumed that the error distribution for each measured quantity
is statistically independent from others over the same time
series.

D. PCA

For each speaker, PCA was performed twice: once on
the speaker’s articulatory data points and once on the acous-
tic data points. The principal components of the articulatory
data are denoted K1,K2,K3, . . . ,K12, and those of the for-
mant data are denoted A1, A2 and A3. The lower-order prin-
cipal components were utilized as variables in the subse-
quent regression analysis: the first four articulatory
components K1–K4, and all three acoustic components.

TABLE I. Gender and the amount of usable data collected for each speaker.

Gender No. of segments No. of samples

JW11 M 763 13 003
JW14 F 828 16 013
JW16 F 974 19 770
JW18 M 666 11 295
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E. Locally weighted regression „loess…

1. General method

For each speaker’s data set we computed both forward
�articulatory to acoustic� and inverse �acoustic to articula-
tory� mappings using locally weighted regression. Locally
weighted regression or loess �Cleveland, 1979; Cleveland
and Devlin, 1988; Cleveland et al., 1988� is a form of non-
parametric regression by data smoothing. It is computation-
ally intensive but allows one to represent the relationship
between one or more independent variables and a dependent
variable with few assumptions about the form of that rela-
tionship. This makes it suitable for fitting complex regression
surfaces for which a suitable parametric function is not
known. The general method of loess is now described.

Let S= ��xi ,yi� : i=1. . .n� be a given set of data points,
where yi is a measurement of the dependent variable and xi is
a measurement of a p-tuple of independent variables. A re-
gression model relating these variables is

yi = g�xi� + �i, �1�

where �i is a zero-mean, normal random error term. In clas-
sical regression analysis, g is assumed to belong to some
parametric class of functions, such as polynomials, which
places practical limits on the variety of surfaces that can be
modeled. For example, in the case that a linear relation is
assumed to hold between the independent variable x and
dependent variable y, the function g can be estimated in a
least-squares sense by ĝ,

y � ĝ�x� = x · � + � , �2�

where parameters � and � are determined by the data points
�xi ,yi� and a chosen weighting function of those points, say,
wi �e.g., Chaterjee and Hadi, 1988�.

In loess, g is not limited to being a parametric function;
it is only assumed to be a smooth function of x. Accordingly,
the estimate of g, ĝ, is computed without fitting a parametric
function to the entire data set. Rather the smoothness prop-
erty of g is exploited to estimate g by locally fitted functions.
The smoothness property allows us to assume that for any
point x in the space of the independent variables, ĝ�x��
� lx�x�� for x� near x, where lx is a locally fitted, low-order
polynomial. Strict equality holds for x�=x; that is, ĝ�x�
= lx�x�. lx is obtained by a least-squares fit to the data based
on a local weighting function wi�x� that heavily weights data
points �xi ,yi� close to x. The locally weighted regression
function lx may be linear or non-linear; in the present study a
linear model was used:

lx�x�� = x� · ��x� + ��x� , �3�

where ��x� and ��x� are computed just as in standard linear
least squares, except that they now depend on x because the
weighting function depends on x. Consequently, the least-
squares procedure must be repeated at each value of x for
which we want to solve ĝ�x�, which makes loess computa-
tionally intensive.

To perform loess, one must choose a weight function
wi�x� that assigns weights to data points in S based on dis-
tance from x: data points close to x have large weight, while

those far from x have small weight. A distance metric is also
needed. For the distance metric, this study used Euclidean
distance in the space of the independent variables, after first
scaling the variables by dividing each by its own standard
deviation. The weight function was the standard one used by
Cleveland �1979�, which guarantees a fixed neighborhood
size �number of positively weighted data points� regardless
of data distribution around x. The weight function has a pa-
rameter b between 0 and 1, known as the bandwidth, that
expresses neighborhood size as a proportion of the data.
Thus, the larger the value of b, the more data points influence
the local regression at x. Using a nearest-neighbor algorithm,
the neighborhood size is used to determine a neighborhood
radius. The radius of the neighborhood of x for a given band-
width b, denoted d�x ,b�, is defined to be the distance from x
to the qth nearest data point, where q is equal to bn rounded
to the nearest integer. The weight function is zero beyond
this radius. The weight assigned to data point �xi ,yi� for the
locally weighted regression at x, using bandwidth b is

wi�x,b� = W� 	xi − x	
d�x,b� 
 , �4�

in which W is the tricube function: W�u�= �1−u3�3 for 0
�u�1 and W�u�=0 otherwise.

2. Computationally efficient loess

In loess, weighted least-squares estimation must be per-
formed for every value of x at which we want to know ĝ�x�.
This makes the technique computationally expensive for op-
erations requiring many samples, such as plotting. An effi-
cient alternative is to pre-compute ĝ�x� at sample values of
x, and then interpolate for intermediate values. For the
sample set one may choose the original data points, or some
strategically selected set of points, such as the vertices of a
kd-tree constructed on the data �Cleveland et al., 1988�. In
the present study the pre-computed sample set was simply
the data points. However, rather than directly interpolating
the dependent variable at the sample points, better results
were obtained by interpolating the local regression param-
eters computed at those points and generating the dependent
variable from the interpolated regression parameters.

Following this approach, a loess model in the current
study was fitted to data set S by computing a locally
weighted regression at each data point. The resulting model
then included one set of local regression parameters for each
data point, accompanied by an interpolation scheme, which

was as follows. For each data point �xi ,yi�S�, let �̄�xi� and
�̄�xi� be the pre-computed local regression parameters fitted
to the neighborhood of xi. The regression parameters ��x�
and ��x� at a novel point x were estimated by a weighted

average of the parameters �̄�xi� and �̄�xi� at the data points,
where the data points were weighted using the tricube-based
weight function wi�x ,b� defined above. The interpolated re-
gression parameters ��x� and ��x� at x were thus given as
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��x� =
�i=1

n
wi�x,b��̄�xi�

�i=1

n
wi�x,b�

, ��x� =
�i=1

n
wi�x,b��̄�xi�

�i=1

n
wi�x,b�

.

�5�

The predicted value ĝ�x� was then calculated using the
interpolated parameters ��x� and ��x�. Note that the band-
width b used to weight data points for interpolation may
differ from that used for the weighted least-squares fit of the
local regressions. Thus each loess model constructed in this
study had two distinct bandwidth parameters: a regression
bandwidth bR, which was used to weight the data points for
the local regressions, and an interpolation bandwidth bl,
which was used to interpolate the local regression param-
eters. It will be assumed henceforth that the loess models in
this study generate output ĝ�x� by interpolating the pre-
computed regression parameters at the data points in this
manner.

3. Grid sampling

Given a loess model ĝ�x� with regression parameters
��x� and ��x�, it is useful to be able to sample these func-
tions in a regular grid over the space of the independent
variables. Grid sampling is useful both for generating plots
of the regression surfaces and for studying the variation in
the regression parameters. The full grid associated with a
particular data set S has d evenly spaced columns of vertices
in each independent variable, generally with d=20. For ex-
ample, a data set with four independent variables will have a
20�20�20�20 full grid. The span of the grid in each di-
mension is from −2.5 to 2.5 standard deviations from the
mean, using the standard deviation and mean of that dimen-
sion in S. A subgrid associated with a particular data set is
the same as the full grid but missing one or more coordinates
of each vertex. Thus it occupies a subspace of the indepen-
dent variable space. Subgrids are useful for reducing data
complexity and for generating 3D plots as a function of the
first two independent variables.

Functions are defined for sampling any function of the
independent variables at grid vertices. If f�x� is a function of
the independent variables, then �f�x��= f�x� for any x that is
one of the vertices of the full grid. To sample at the vertices
of a subgrid, the dimensions that are present are indicated by
a superscript; for example, superscript �1,2� indicates that the
subgrid occupies only the first two dimensions of the full
grid, and values are averaged over the missing dimensions.
�The absence of any superscript indicates sampling on the
full grid.� Thus, for any vertex z of the subgrid, �f�z���1,2� is
equal to the average �f�x�� over all vertices x of the full grid
that agree with z in the first and second coordinates. The grid
sampling functions may be used to sample ĝ�x�, ��x�, and
��x� at grid vertices.

4. Model evaluation

Given a loess model ĝ fit to data set S, which we may
call the fitting set, the performance of the model was evalu-
ated using a completely separate, randomly selected set of

data that was held out from the fitting set, called a test set
T= ��x j ,yj� : j=1, . . . ,m�. The loess model is fitted to the fit-
ting set, without using any data from the test set. The test set
is used to evaluate the prediction error of the model using
RMSE:

RMSE�ĝ,T� =�� j=1

m
�ĝ�x j� − yj�2

m
. �6�

5. Optimum model selection

Of course, prior to testing, the loess model has to be
selected by choosing appropriate values for the regression
bandwidth bR and interpolation bandwidth bI. Too large a
value for either bandwidth parameter will generate too
smooth a regression surface, while too small a value will
lead to overfitting of the data. To optimize model parameters
without overfitting to data, a standard technique is to select
parameter values that optimize the prediction rate for a sepa-
rate set of data that was not used during the construction of
the model, called a validation set. Similar to a test set, a
validation set is a randomly selected set external to the fitting
set; thus it allows us to see which model best generalizes to
new data. However, the validation set may not actually be
part of the test set since it is used to select the model param-
eters and is thus not “unseen” prior to testing of the selected
model.

However, when the data pool is limited, it may be diffi-
cult to draw an adequately sized validation set separate from
both fitting and test data. A common method for validating a
model without having a separate validation set is k-fold
cross-validation. In this method, the fitting set is randomly
partitioned into k equal subsets, and the model is fitted to the
data k times. For each fitting iteration i, the ith subset is held
out as the validation set, and the remaining k−1 subsets are
combined to form a reduced fitting set; validation error is
equal to RMSE in Eq. �6� calculated over the data in the ith
subset. Thus, each data point gets used for validation once
and for fitting k−1 times. Validation error is averaged over
the k trials.

k-fold cross-validation was employed on the fitting set to
optimize the two bandwidth parameters bR and bI. An ex-
haustive search of the two-dimensional parameter space was
conducted, and for each pair of bandwidth values in the
search, validation error was computed using k-fold cross-
validation with k=10. The regression and interpolation band-
widths yielding the minimum validation error were deemed
the optimal bandwidths. The space of bandwidth values to
search was determined empirically. If a minimum was not
attained in a given search space, then the search space was
shifted in the direction of decreasing validation error ob-
served in previous searches. Figure 1 shows the results of a
typical search for optimal bandwidths. The loess model be-
ing optimized is that of the inverse mapping from the acous-
tic variables A1, A2, and A3 to the articulatory variable K1,
for subject JW16. The search space consisted of 15 values of
regression bandwidth between 0.002 and 0.03, and 20 values
of interpolation bandwidth between 0.0001 and 0.002 for a
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total of 300 different trials. The minimum validation RMSE
of 3.181 mm was found at bR=0.006, bI=0.0005 �indicated
by the arrow�.

Once the optimal bandwidth values were found for a
particular mapping, the loess model was constructed on the
entire fitting set using the optimal bR value. Then the optimal
bI value was used in the equations in Eq. �5�.

It should be emphasized that in order to maintain an
objective evaluation, the test data T may not be used in op-
timizing the model parameters. Thus k-fold cross-validation
was performed only using data from the fitting set S. The
validation RMSE values have no relation to the test RMSE
mentioned in Sec. II E 4, which is determined only after a
model has been selected and fitted.

6. Acoustic-articulatory loess

To construct loess models, each speaker’s data set was
divided into a fitting set S and a test set T. The test set
comprised a random selection of 10% of the data points of
the speaker. After discovering the optimal bR and bI values
for a given model, as described in Sec. II E 5, it was fitted to
the fitting set and evaluated against the test set in the manner
described above �see Secs. II E 2 and II E 4�.

For each speaker, seven loess models were constructed:
three forward mappings from the articulatory PCA compo-
nents x= �K1,K2,K3,K4� to each of the formants y=F1, y
=F2, or y=F3, and four inverse mappings from the acoustic
PCA components x= �A1,A2,A3� to each of the articulatory

components y=K1, y=K2, y=K3, or y=K4. These totaled
seven loess mappings for each of the four speakers: three
forward mappings and four inverse mappings. Each model
had the optimum bandwidths.

The various loess models generated for each subject are
denoted as follows. In the case of a forward mapping from
x= �K1,K2,K3,K4� to say, y=Fj, the loess model is denoted
ĝj

→. In the case of an inverse mapping from x
= �A1,A2,A3� to y=Kj, the loess model is denoted ĝj

←.
As shown in Eq. �3�, for each locally weighted regres-

sion ĝ�x� there are functions ��x� and ��x�, where ��x� is a
vector of slopes varying as a function of x, and ��x� is the
regression constant. ��x� will be denoted for each mapping
as follows. In the case of a forward mapping, ĝj

→, the vector
of slopes is denoted � j

→= ��1j
→ ,�2j

→ ,�3j
→ ,�4j

→�, where �ij
→ is

the regression slope from Ki to Fj. While all of these quan-
tities depend on x, the argument has been suppressed, as it
will be for the rest of the paper. The constant is denoted � j

→.
In the case of an inverse mapping ĝj

←, ��x� is a three-
dimensional vector: � j

←= ��1j
← ,�2j

← ,�3j
←�, where �ij

← is the
regression slope from Ai to Kj, which again depends on x.
The constant is denoted � j

←.
The same notation is employed for the pre-computed

regression parameters at the data points. Thus �̄�xi� is de-

noted �̄ j
→= ��̄1j

→ , �̄2j
→ , �̄3j

→ , �̄4j
→� in the case of a forward map-

ping and �̄ j
←= ��̄1j

← , �̄2j
← , �̄3j

←�in the case of an inverse map-
ping. Similarly, �̄�xi� is denoted �̄ j

→ for a forward mapping
and �̄ j

← for an inverse mapping.

FIG. 1. �Color online� RMSE surface as a function of regression bandwidth bR and interpolation bandwidth bI. The loess model being optimized is that of the
inverse mapping from the acoustic variables A1, A2, and A3 to the articulatory variable K1 for subject JW16. The arrow indicates the location of the minimum
RMSE.
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F. Global linear regression

To provide a baseline of performance, the loess models
were compared to standard linear regressions. Thus for each
of the seven mappings for each speaker, in addition to con-
structing a locally weighted regression on the basis of the
speaker’s fitting data, a single, uniformly weighted linear re-
gression was computed by least-squares fit to the same fitting
data. This will be called the “global regression” in contrast to
the locally weighted regression. The global regressions were
evaluated against the test data in the same manner as the
local regression models.

G. Sensitivity

One application of the mappings constructed with loess
is to study the sensitivity of variables in one domain to
changes in the other domain. In particular, it is of interest to
study the variation in the magnitudes of slopes as a function
of position in the independent variable space. The magni-
tudes of the slopes of the forward mappings � j

→ are direct
measures of the sensitivity of formant frequencies to changes
in the principal components of articulation as a function of
the position in articulatory configuration space. The slopes of
the forward mappings will be used to define empirical sen-
sitivity functions.

To permit systematic examination, the slopes of the for-
ward mappings were sampled in grid format �see Sec.
II E 3�. However, the resulting data are complex: in the full
grid of the forward mapping, there are 204=160 000 vertices,
each of which is evaluated for 12 different slope functions:
�11

→, �12
→, �13

→, �21
→, �22

→, �23
→, �31

→, �32
→, �33

→, �41
→, �42

→, and
�43

→. To focus on some of the more important aspects of
sensitivity, the degrees of freedom of the slope data needed
to be reduced. The reduction presented here is simply based
on the observation that K1 and K2, on average, account for
81% of the variation in pellet positions for the four speakers
with a range from 77% to 89%. Thus only slopes for which
the independent variable was K1 or K2 were considered, i.e.,
�ij

→ with i=1,2, reducing the number of slopes by half. Fur-
thermore, slopes were sampled on the K1,K2 subgrid, which
has only 202=400 vertices, while averaging over K3 and K4
coordinates, i.e., using the slope functions ��ij

→��1,2�.
Because we are concerned with magnitudes, the absolute

values of slopes are examined here. In fact, for reasons that
will become apparent in Sec. IV, it was convenient to con-
sider these values normalized by the predicted formant fre-
quencies. Thus the empirical sensitivity functions, evaluated
at each vertex of the K1,K2 subgrid, are defined as

�ij
→ =

��ij
→��1,2�

�ĝj
→��1,2� for i = 1,2 and j = 1,2,3.

For each speaker and each empirical sensitivity function �ij
→,

two categories of �K1,K2� vertices over the 20�20 subgrid
were defined: those with the largest 20% �ij

→ and those with
the smallest 20% �ij

→. These categories were labeled large
sensitivity and small sensitivity, respectively. Critical verti-
ces were also saved for later examination. �K1,K2� was a
critical vertex for �ij

→ if its value of �ij
→ is smaller than that of

any of the neighboring vertices, where two vertices in a rect-

angular grid are neighboring if they differ by at most one
row or column, or both one row and column. �This criterion
was more easily satisfied for the boundary points because
there were fewer comparisons to satisfy.�

To provide reference markers for the sensitivity catego-
ries and critical points in the K1,K2 plane, point vowels
were also located in the plane as follows. The formant fre-
quencies and the pellet positions of sustained vowel produc-
tions �Ä�, �æ�, �u�, and �i� of the point vowels from task 14 of
the XRMB-SPD were extracted for each of the speakers.
�One exception was the �æ� of JW14, which was extracted
from task 24.� Using the first two formants, a time sample
was chosen for each of the vowels as being the most extreme
moment in the articulation of the vowel. For instance, for
�Ä�, a time where the first formant frequency was high and
the second formant frequency was low, relative to the other
values in the file, was chosen as the time that best repre-
sented the extreme of the articulation. The pellet positions at
that time were projected onto K1 and K2 to obtain a repre-
sentation of the vowel articulation in the �K1,K2� coordi-
nates.

III. RESULTS

A. PCA

The first four components of the PCA of the articulatory
pellet data accounted for between 94% and 97% of the vari-
ance for each of the four talkers. Table II shows the percent-
age of variance accounted for by each of the first five com-
ponents.

Figure 2 illustrates the first four articulatory components
for each speaker. As evident in the figure, the first articula-
tory PCA component, K1, corresponds to a low-back to high-
front degree-of-freedom in all of the talkers, except for
JW16. For JW18, the front-back component is minimal.
Also, there appear to be varying amounts of tongue bunching
in K1 for each of the subjects for the high-front position. K1
is associated with varying degrees of lower lip height
changes, except in the case of JW14. JW16’s K1 shows a
tongue height degree-of-freedom, and there appears to be a
“rocking” motion of the tongue in her K1, which has the
effect of inducing a tongue blade up-down degree-of-
freedom.

For JW11 and JW14 the second articulatory PCA com-
ponent, K2, corresponds to a high-back to a low-front tongue
degree-of-freedom, with more height change for JW14 than
for JW11 �Fig. 2�. There is also some tongue bunching-
stretching associated with tongue height changes for JW14.
Interestingly, the K2 of JW16 shows a low-back to high-front

TABLE II. Percent of variance accounted for by the first five PCA compo-
nents of the articulatory data.

K1
�%�

K2
�%�

K3
�%�

K4
�%�

K5
�%�

JW11 53.5 23.3 10.4 7.4 1.4
JW14 75.8 13.1 5.3 3.2 1.1
JW16 58.7 21.0 7.9 6.6 1.7
JW18 56.0 24.0 10.1 5.1 1.8
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degree-of-freedom that the others show in their K1, with a
substantial bunching-stretching degree-of-freedom. JW18’s
K2 exhibits a front-back degree-of-freedom, with some
tongue rocking, again inducing a tongue blade up-down
degree-of-freedom.

In K3, all the subjects show a movement from a high
bunched tongue with the tongue blade down to a low
stretched tongue with tongue blade up. Thus, K3 of all sub-
jects contains simultaneous tongue blade up-down and
tongue bunching-stretching degrees-of-freedom. There does
not appear to be much consistency among the subjects in
their K4 components, although bunching-stretching and
tongue blade up-down degrees-of-freedom also appear as as-
pects of the K4 components.

There are differences among the subjects in the kinds of
tongue shapes/positions and lip positions accounted for in
the first four components. A portion of these differences can
be accounted for in terms of differences in the placement of
the pellets. For instance, many of the differences between
JW11 and the other three subjects can be accounted for if the
rearmost tongue pellet of JW11 can be considered to be
equivalent to the second rearmost in the other subjects.

The relation between familiar articulatory degrees-of-
freedom �such as high-low, front-back� and the PCA compo-
nents can be quantified with an orthonormal set of vectors

intended to represent these familiar degrees-of-freedom.
These are �1� the tongue front-back degree-of-freedom, with
equal weights �0.5� in the four tongue x-components and
zeros in the four tongue y-components and the four lip com-
ponents; �2� the tongue high-low degree-of-freedom, with
equal weights �0.5� in the four tongue y-components and
zeros in the four tongue x-components and the four lip com-
ponents; �3� the lip-opening degree-of-freedom, with equal
and opposite weights �−0.707 and 0.707� in the two lip
y-components and zeros in the others; and �4� the lip-
protrusion degree-of-freedom, with equal weights �0.707� in
the two lip x-components and zeros elsewhere. The amount
that each of the PCA components has of the tongue front-
back, tongue high-low, lip-closure, and lip-protrusion
degrees-of-freedom can be determined by projecting the
PCA component vector onto each of the vectors associated
with the familiar degrees-of-freedom, using the dot product.
The proportion of the articulatory PCA components that can
be attributed to each familiar degree-of-freedom are shown
in Fig. 3. The signs within a speaker indicate the relative
directions of these projections. For instance, K2 of JW11
associates a more low with a more front tongue position.

The tongue front-back movement is the familiar degree-
of-freedom that is represented the most often in the PCA
components at or above the 20% level. On the other hand,

FIG. 2. �Color online� Graphical representation of the first four articulatory principal components. Shown are mean and two extreme values of each
component, K1, K2, K3, and K4 �by column� for each of the four speakers, JW11, JW14, JW16, and JW18 �by row�. The axes are in units of milimeters and
correspond to the horizontal and vertical axes as defined in Westbury �1994�. The top curve in each plot is the palate trace and the black vertical line is the
approximate pharyngeal wall. The dotted curve and “�” marks represent the mean tongue and lip pellet coordinates for the principal component, while the
bold curves and “ *” marks represent the extreme values.
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the tongue high-low movement reaches the 20% level only in
each speaker’s K1. Lip protrusion and lip opening are not
captured at the 20% level by any of the components for any
of the speakers.

PCA analysis was performed on the acoustic data to gen-
erate a set of three orthonormal vectors that spanned the
formant space. Table III shows the amount of variance ac-
counted for by each of the PCA components, A1, A2, and A3.
A detailed examination of the PCA results revealed that for
all speakers, A1 contained a very large proportion of F2, and
small amounts of F1 and F3, because F2 was the formant

frequency with the largest variance. F1 and F3 had compa-
rable variances in terms of absolute frequency and these for-
mants were accounted for in A2 and A3.

The PCA components A1, A2, and A3 spanned the same
space as the original formant frequencies F1, F2, and F3 and
the two sets of basis vectors can be transformed from one to
another with a linear, distance-preserving transformation.
However, because the PCA components are orthogonal they
can be used as independent variables in global linear regres-
sion analysis without the complication of partial correlations
between them.

TABLE IV. Optimum regression bandwidths bR and the corresponding num-
ber of data points in parentheses for the forward mappings. Speakers are
arranged by row and dependent variables by column.

F1 F2 F3

JW11 0.004 �47� 0.004 �47� 0.004 �47�
JW14 0.003 �43� 0.003 �43� 0.003 �43�
JW16 0.003 �53� 0.002 �36� 0.002 �36�
JW18 0.004 �41� 0.003 �30� 0.003 �30�

FIG. 3. The normalized projection of each articulatory component—K1,K2,K3,K4—onto each familiar degree-of-freedom—high-low, front-back, lip
opening, and lip protrusion—for �a� JW11, �b� JW14, �c� JW16, and �d� JW18.

TABLE III. Percent of variance accounted for by the three acoustic PCA
components.

A1
�%�

A2
�%�

A3
�%�

JW11 81.0 13.4 5.6
JW14 72.9 17.0 10.1
JW16 75.8 13.6 10.6
JW18 77.2 13.6 9.2
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B. Optimum bandwidths for loess

The regression and interpolation bandwidths that were
found optimal for the loess mappings by the cross-validation
method are listed in Tables IV and V for forward mappings
and in Tables VI and VII for inverse mappings. The neigh-
borhood sizes represented by these bandwidths are found in
parentheses.

The interpolation bandwidths are consistently smaller
than the regression bandwidths with 7–18 data points in-
cluded in the neighborhood for interpolation �Table IV ver-
sus Table V, and Table VI versus Table VII�. The optimum
regression bandwidths are consistently two to three times as
large for the inverse mappings as for the forward mappings
when comparing within subject �Table IV versus Table VI�.

C. Forward mappings

It is possible to visualize the forward mappings from K1
and K2 to the formant frequencies F1 and F2 by plotting
�ĝj

→��1,2�for j=1,2, in which F1 and F2 values are averaged
over K3 and K4. Four examples of forward mappings are
presented. Figures 4 and 5 show these mappings from K1
and K2 to F1 and F2, respectively—that is, �ĝ1

→��1,2� and
�ĝ2

→��1,2�—for subject JW11. K1 has a relatively large effect
on F1 with K2 having a slight effect. This would be expected
from the projections of the K1 and K2 vectors onto the vec-
tor representing tongue height �Fig. 3�. Figure 5 shows that
K1 and K2 both have effects on F2, and that these param-
eters interact substantially. This can be expected from the
projections of K1 and K2 onto the vector representing the
tongue front-back dimension. Figures 6 and 7 show these
averaged mappings from K1 and K2 to formants F1 and F2,
respectively, for subject JW14. Both K1 and K2 affect F1,
but with K1 having the largest effect, as can be expected by
considering these vectors’ projections onto the tongue height
dimension. K1 and K2 also affect F2.

D. Inverse mappings

The inverse mappings from the formants to each of
K1–K4 can be viewed as mappings from the F1,F2 plane to
variables K1–K4 when the values are averaged over
F3—that is, �ĝj

←��1,2� for j=1,2 ,3 ,4. �The independent vari-
ables A1, A2, and A3 have been transformed to F1, F2, and
F3 here for purposes of illustration.� Instead of plotting these
functions as a set of surfaces, a series of tongue shapes can
be drawn in which each tongue shape corresponds to the
value of K1, K2, K3, and K4 as either F1 or F2 varies.
Examples of such inverse mappings are provided in Figs. 8
and 9. In Fig. 8, F2 is held constant, while F1 is increased
for subjects JW11 �Fig. 8�a�� and JW14 �Fig. 8�b��. The
tongue goes from the thickest lines to the thinnest lines, and
the lips from the largest asterisks to the smallest. The ex-
pected variation in tongue height and mouth opening is ap-
parent. F1 is held constant in Fig. 9, while F2 is increased
for subjects JW11 �Fig. 9�a�� and JW14 �Fig. 9�b��. The
tongues tend to move forward as F2 increases, and as F2
reaches the maximum value the mouth must open and the
tongue tip drop in order to allow F1 to remain constant.

E. Distributions of local regression parameters

Fitting a loess model produces a set of regression param-

eters �̄�xi� and �̄�xi� at each data point xi in the fitting set.
We may examine the distributions of those parameters. As an

TABLE VI. Optimum regression bandwidths bR and the corresponding
number of data points in parentheses for the inverse mappings. Speakers are
arranged by row and dependent variables by column.

K1 K2 K3 K4

JW11 0.008 �94� 0.008 �94� 0.008 �94� 0.008 �94�
JW14 0.006 �86� 0.006 �86� 0.010�144� 0.008�115�
JW16 0.006�107� 0.008�142� 0.006�107� 0.006�107�
JW18 0.010�102� 0.010�102� 0.010�102� 0.012�122�

TABLE VII. Optimum interpolation bandwidths bI and the corresponding
number of data points in parentheses for the inverse mappings. Speakers are
arranged by row and dependent variables by column.

K1 K2 K3 K4

JW11 0.001 �12� 0.001 �12� 0.0012 �14� 0.0012 �14�
JW14 0.0005 �7� 0.0005 �7� 0.0012 �17� 0.0005 �17�
JW16 0.0005 �9� 0.001 �18� 0.0006 �11� 0.0006 �11�
JW18 0.0007 �7� 0.0011�11� 0.0013 �13� 0.0012 �13�

FIG. 4. �Color online� Visualization of the forward map from K1 and K2 to
F1 for subject JW11 by a surface plot of �ĝ1

→��1,2�.

TABLE V. Optimum interpolation bandwidths bI and the corresponding
number of data points in parentheses for the forward mappings. Speakers are
arranged by row and dependent variables by column.

F1 F2 F3

JW11 0.001 �12� 0.001 �12� 0.001 �12�
JW14 0.0008�12� 0.0008�12� 0.0008�12�
JW16 0.0007�12� 0.0007�12� 0.0007�12�
JW18 0.0009 �9� 0.0009 �9� 0.0012�12�
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example, Fig. 10 shows the distribution of �̄11
→ slope values

for JW11. The distribution’s tails have been removed in this
figure.

The rest of the results are presented in terms of the
means and standard deviations of the distributions of the
loess regression coefficients. Figure 11 presents the means
and standard deviations of the constants �̄ j

→ in the forward
mappings �Fig. 11�a�� and �̄ j

← in the inverse mappings �Fig.
11�b��. The regression constants resulting from the corre-
sponding global regressions are also indicated. The means of
the loess constants and the constants from the global regres-
sion are all within one standard deviation of the distribution
of constants for both the forward and inverse mappings. Of

course the constants of the global regressions representing
the forward mappings are simply the average formant fre-
quencies of each speaker’s data �Fig. 11�a��. Because the
variables K1–K4 for each speaker are the result of a PCA
analysis with the mean subtracted out, the constants for the
global regression representing the inverse mappings are very
close to zero �Fig. 11�b��. The standard deviations of the
constants from the loess regressions for the forward map-
pings increase with the order of the dependent variable, for-
mant frequency, for all subjects �Fig. 11�a��, where the “or-
der” of formant Fj is j. There is no apparent trend between
standard deviation of the constants from the loess regressions
for the inverse mappings and the order of the dependent vari-
able, articulatory PCA component �Fig. 11�b��.

FIG. 5. �Color online� Visualization of the forward map from K1 and K2 to
F2 for subject JW11 by a surface plot of �ĝ2

→��1,2�.

FIG. 6. �Color online� Visualization of the forward map from K1 and K2 to
F1 for subject JW14 by a surface plot of �ĝ1

→��1,2�.

FIG. 7. �Color online� Visualization of the forward map from K1 and K2 to
F2 for subject JW14 by a surface plot of �ĝ2

→��1,2�.

FIG. 8. Visualization of the inverse maps from F1 and F2 to K1, K2, K3,
and K4. Tongue and lip positions predicted by �ĝj

←��1,2�, j=1,2 ,3 ,4, are
shown for a series of F1 increases for fixed F2. Tongue moves from thick
line to thin. �a� JW11 with F2=1556 Hz and F1 from 145 to 877 Hz and �b�
JW14 with F2=1664 Hz and F1 from 53 to 1019 Hz.
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Figure 12 shows the means and standard deviations of

the slopes �̄ j
→= ��̄1j

→ , �̄2j
→ , �̄3j

→ , �̄4j
→�, j=1,2 ,3, of the for-

ward mappings for each speaker. The corresponding quanti-
ties from the global regression are also indicated. The means
of the loess slopes are very close to the corresponding global
regression slopes when compared to the size of the standard
deviations. There is a consistent trend of increasing standard
deviation with the order of either the independent variable

�i.e., the i in Ki and �̄ij
→� and the order of the dependent

variable �i.e., the j in Fj and �̄ij
→�. Figure 13 shows the mean

and standard deviations of the loess slopes �̄ j
←

= ��̄1j
← , �̄2j

← , �̄3j
←�, j=1,2 ,3 ,4, of the inverse mappings for

each speaker, along with the corresponding slopes from the
global regressions. Again, the slopes from the global regres-
sions are very close to the means of the corresponding slopes
from the loess regressions. While there is a general trend for
increasing standard deviation with the order of the indepen-

dent variable �i.e., the i in Ai and �̄ij
←�, there is no apparent

trend with the order of the dependent variable �i.e., the j in

Kj and �̄ij
←�.

A sample of correlation coefficients among the slopes
and constant was calculated. This was done for JW11 and
JW14 in their loess forward mappings to F1 and F2. The
independent variables K1 and K2 were the focus. Thus, the
three correlation coefficients among constants, �̄ j

→, and

slopes, �̄1j
→ and �̄2j

→, for fixed j=1 or 2 were calculated for
each JW11 and JW14. The three correlation coefficients
among the absolute values of these quantities were also cal-
culated for both speakers. The correlation coefficients in
Tables VIII and IX indicate varying degrees of co-variation
among loess parameters and their absolute values. Given the
large number of data points, all of these correlation coeffi-
cients are significant at the p�0.001 level �Bickel and Dock-
sum, 1977, pp. 221 and 472�.

FIG. 9. Visualization of the inverse maps from F1 and F2 to K1, K2, K3,
and K4. Tongue and lip positions predicted by �ĝj

←��1,2�, j=1,2 ,3 ,4, are
shown for a series of F2 increases for fixed F1. Tongue moves from thick
line to thin. �a� JW11 with F1=530 Hz and F2 from 644 to 2377 Hz and �b�
JW14 with F1=613 Hz and F2 from 522 to 2910 Hz.

FIG. 10. �Color online� Histogram of local K1-to-F1 slope, or �̄11
→, at the

data points in the forward mapping for JW11. The arrow denotes the mean
of the distribution, and the vertical line indicates the value of the K1-to-F1
slope obtained in global regression. The slope data have been trimmed to cut
the tails from the distributions. The tails for a distribution X are defined as
follows. Let xq=value of X that marks the qth percentile of the X distribu-
tion, and let xmean=mean of the X distribution. Then y is in one of the tails
if x25−y	1.5x25−xmean or y−x75	1.5x75−xmean.

FIG. 11. �Color online� Means and standard deviations of the local regres-
sion constants ��̄ j

→ and �̄ j
←� at the data points. The constants obtained in

global regression are also shown. Labels refer to the dependent variable. �a�
�̄ j

→ �forward mappings� and �b� �̄ j
← �inverse mappings�.

J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 R. S. McGowan and M. A. Berger: Acoustic-articulatory mapping in vowels 2023



F. Test RMSE

Figure 14 shows the RMSE results from applying the
forward loess mappings to each speaker’s test data set. If it is
assumed that the formant frequency values are distributed in
a normal distribution about a mean, then the RMSE is one
standard deviation of the distribution. There is a general
trend for increasing RMSE with the order of the dependent
variable, or formant frequency number, for each speaker.
Figure 15 shows the percent decrease in the RMSE of the
forward loess compared to the corresponding global regres-
sion applied to the same test data. The improvement in fit
from the global regression to the loess regression is consis-
tently greatest for F2 in terms of percent reduction in RMSE
for each subject.

Figure 16 exhibits the test RMSE values for the inverse
loess mappings. There was a general trend, though not com-
pletely consistent, of decreasing RMSE error from K1 and
K2 to K3 and K4 for each speaker. This can be contrasted
with increases in RMSE from F1 to F3 in the forward map-
pings for each speaker. Figure 17 shows the percent decrease
in RMSE for the loess from the global regression for the
inverse mapping. The amount of decrease for the inverse
mappings is generally less than for the forward mappings
�Fig. 15�.

G. Sensitivity

The results of the sensitivity analysis are presented by
sectioning a schematic two-dimensional articulatory vowel
space of each speaker into regions of large and small sensi-
tivity of acoustic variables to articulatory variables. For each
speaker, schematic articulatory vowel spaces were con-
structed by connecting the four point-vowel articulations
projected onto their �K1,K2� coordinates to form a quadri-
lateral. Adjoined to this quadrilateral was another quadrilat-
eral representing the region between the projected �i� and �u�
articulations and the palate. The resulting polygon formed a
schematic of the articulatory vowel space in K1–K2 space.

The schematic articulatory vowel space of each speaker
was divided into regions of large and small sensitivity ac-
cording to each empirical sensitivity function �ij

→, i=1,2, j
=1,2. Boundaries of the regions were defined by visual in-
spection. The results were grouped into four figures with Fig.
18 corresponding to F1 sensitivity to changes in K1 �magni-
tudes of �11

→�, Fig. 19 corresponding to F1 sensitivity to
changes in K2 �magnitudes of �21

→�, Fig. 20 corresponding to
F2 sensitivity to changes in K1 �magnitudes of �12

→�, and Fig.
21 corresponding to F2 sensitivity to changes in K2 �magni-
tudes of �22

→�.
Figure 18 shows a general tendency for the regions of

FIG. 12. �Color online� Means and standard deviations of the local regression slopes of the forward mappings at the data points �i.e., distributions of �̄ij
→ for

i=1,2 ,3 ,4 and j=1,2 ,3�. Corresponding global regression slopes are also plotted. �a� JW11, �b� JW14, �c� JW16, and �d� JW18.
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largest sensitivity of F1 to K1, or largest �11
→, to be associ-

ated with high vowels and the least sensitive with low vow-
els. There are differences among the speakers, with JW11
�Fig. 18�a�� and JW18 �Fig. 18�d�� exhibiting similar pat-
terns. �These are sketches where differences in the amount of
area covered by the shadings are not a reliable indication of
differences in sensitivity.� JW14 �Fig. 18�b�� appears to have
the pattern of JW11 and JW18 rotated counterclockwise
through her vowel space. JW16 has neither large nor small
sensitivity in the front part of her vowel space. Figure 19 for
the sensitivity of F1 to K2 change again shows that regions
of large sensitivity, or large �21

→, are in the high part of the
vowel space, and regions of small sensitivity are in the low
part of the vowel space. In fact, for JW11 the sensitivity
regions are quite similar between �11

→ and �21
→. In contrast,

JW14’s pattern for �21
→ appears to be a clockwise rotation of

her pattern for �11
→ �Figs. 18�b� and 19�b��. JW18 shows a

similar small rotation �Figs. 18�d� and 19�d��. JW16 exhibits
a sensitivity pattern in �21

→ similar to that of JW11, except her
region of small sensitivity appears to extend higher into her
vowel space �Figs. 19�c� and 19�a��.

The sensitivities of F2 to K1 change and K2 change
�Figs. 20 and 21� show more regions of large and small
sensitivity than the sensitivity of F1 to K1 change and K2
change �Figs. 18 and 19�. This is to be expected because the
higher frequency formant depends on finer-scaled details of
articulation than the lower frequency formant does. All of the
speakers appear to have large F2 sensitivity to K1 change, or

large �12
→, in the high-back region of the vowel space and a

region of small sensitivity somewhere in the low region of
the vowel space with, often, an accompanying region of
large sensitivity �Fig. 20�. On the other hand, the regions of
large sensitivity of F2 to K2 change, or large �22

→, are in the
back part of the vowel spaces, except for JW16 �Fig. 21�.
The regions of small sensitivity of F2 to K2 change are most
notably in the front of the vowel spaces, except for JW11,
who shows small sensitivity around the low-back vowel �Fig.
21�.

The critical articulation points in the K1,K2 subgrid—
i.e., those subgrid vertices with �ij

→ values smaller than that
of any of the neighboring vertices—were examined in the
context of the point vowels projected onto the K1,K2 plane.
The critical articulations that corresponded closely to point
vowels for each speaker are noted in Table X.

TABLE VIII. Correlation coefficients for local regression parameters at the
data points with means subtracted in the forward mappings. The subscript j
denotes the dependent variable �formant� number.

�̄ j
→ by �̄1j

→ �̄ j
→ by �̄2j

→ �̄1j
→ by �̄2j

→

JW11, j=1 −0.174 −0.188 0.133
JW11, j=2 −0.471 −0.271 0.303
JW14, j=1 0.232 0.181 −0.032
JW14, j=2 −0.217 −0.075 0.048

FIG. 13. �Color online� Means and standard deviations of the local regression slopes of the inverse mappings at the data points �i.e., distributions of �̄ij
← for

i=1,2 ,3 and j=1,2 ,3 ,4�. Corresponding global regression slopes are also plotted. �a� JW11, �b� JW14, �c� JW16, and �d� JW18.
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The results show that there is little consistency among
the speakers as to the point vowels that could be considered
to have critical �K1,K2� coordinates.

IV. DISCUSSION

A. Articulatory PCA

The lower-order articulatory PCA components in the
present study accounted for less of the variance than is typi-
cal for PCA analyses of a small number of vowels. Typically
two principal components will account for at least 95% of
the variance for a small number of static vowel images �on
the order of 10� �e.g., Jackson, 1988; Mokhtari et al., 2007;
Jackson and McGowan, 2008�. On the other hand, for sub-
ject JW16, more of the tongue position variance was ac-
counted for in the present study than was accounted for in
the Beaudoin and McGowan �2000� study involving the
same subject, also with thousands of data points. That is, the
sum of the variances accounted for in the first one to four
components is always greater in the present work than in the
Beaudoin and McGowan �2000� study, where tokens were
chosen automatically based on a criterion of minimum
tongue-to-palate distance. It appears that the present data set
based on vowels alone and consonant-vowel transitions that
excluded nasal, lateral, and rhotic contexts was more restric-
tive than the earlier study.

The degrees-of-freedom that were dominant in the K1
and K2 components were familiar high-low and front-back
degrees-of-freedom, except that the K1 and K2 components
of JW16 additionally contained a large amount of tongue
blade up-down and tongue bunching-stretching degrees-of-
freedom. K3 and K4 contain varying amounts of tongue
bunching-stretching as well as tongue blade up-down
degrees-of-freedom. These degrees-of-freedom would be ex-

pected to appear because transitions to and from consonants
have been included in the data set. None of the articulatory
PCA components have substantial amounts of lip opening or
lip protrusion. This could be due to the fact that there is only
one phonologically rounded monophthong in American Eng-
lish, and that the vowels in the XRMB-SPD appeared with
both unrounded and rounded consonants. The latter fact may
mean that lip position was not correlated with tongue posi-
tion.

B. Distributions of local regression parameters

In Sec. III E, the wide distributions of constants and
slopes of loess were noted. It is of some interest to investi-
gate whether there is co-variation among the constant and
slope values in order to know whether the values in the tails
of their distributions could be accounted for in terms of com-
pensation. Evidence for at least a small amount of such co-
variation was found.

However, a comparison between corresponding cells in
Tables VIII and IX show that the correlation coefficients for
the absolute values are larger, by a factor of 1.5–8.5, than
their corresponding coefficients of the signed parameters.
This indicates that while there may be a negative �or posi-
tive� relation between two parameters, there are substantial
numbers of data points where a positive �or negative� rela-
tion holds between them. Further, there is a strong correla-
tion in magnitudes no matter the sign. The covariance among
loess parameters cannot be neglected, yet the sign of the
covariance is only weakly determined compared to the cova-
riance in magnitude.

TABLE IX. Correlation coefficients for absolute values of the local regres-
sion parameters at the data points with means subtracted in the forward
mappings. The subscript j denotes the dependent variable formant number.

�̄ j
→ by�̄1j

→ �̄ j
→ by�̄2j

→ �̄1j
→by�̄2j

→

JW11, j=1 0.683 0.365 0.362
JW11, j=2 0.719 0.618 0.599
JW14, j=1 0.545 0.500 0.272
JW14, j=2 0.529 0.424 0.301

FIG. 14. Test RMSE of the forward loess mappings.

FIG. 15. Percent improvement in test RMSE of loess over global regression
for the forward mappings.

FIG. 16. Test RMSE of the inverse loess mappings.
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C. Measurement error and test RMSE

The different contributions to error—in measuring ar-
ticulatory coordinates, in measuring formant frequencies,
and in relating the two domains—are now considered. Much
of the discussion will focus on how measurement error re-
lates to the test RMSE of the loess models. It will be seen
that the RMSEs for the forward loess mappings are better
than expected based on measurement error considerations,
but the RMSEs for the inverse loess maps are not as good as
would be expected based on estimated measurement errors.
Explanations for the latter phenomenon will be offered.

There are two sources of formant variability that cannot
be attributed to measured articulatory variability. One source
is the movement of the speech articulators whose positions
were not measured. An example of an articulator coordinate
that was not measured for the XRMB-SPD is larynx height.
Westbury �1983�, using X-ray cineradiography, measured
changes in larynx height of 17 mm during speech. Wood

�1979� measured a maximum range in larynx height of only
5 mm for all the speakers he studied in 15 different lan-
guages and dialects. Perkell �1969, pp. 38–42� measured lar-
ynx height changes of nearly 15 mm in isolated utterances of
a single speaker. However, he did state that these variations
were diminished in running speech. Changes in larynx posi-
tion can have a substantial effect on the formant frequencies.
For example, Lindblom and Sundberg �1971� showed in ex-
periments with a synthesizer that F1 and F2 in vowel pro-
duction could change by up to 8% with a 10 mm change in
larynx height. There are other articulatory dimensions that
are not measured, such as pharyngeal dimensions, velum po-
sition, and all lateral dimensions. But these effects have been
minimized here. It has been shown that in English and Swed-
ish, pharyngeal dimensions are largely predictable from the
positions of the front of the tongue during static vowel pro-
duction �Whalen et al., 1999; Jackson and McGowan, 2008�.
Furthermore, restricting vowel contexts to exclude nasal and
lateral consonants has minimized the amount of velar and
lateral variation for any given set of tongue pellet coordi-
nates. Thus, it would seem to be reasonable to assume that
the unseen articulatory coordinates should cause a variation
of at most 10%–15% in formant frequencies for a given set
of tongue and lip pellet coordinates.

Another source of variability for formant frequency val-
ues is measurement error incurred in using LPC analysis
with human correction. The errors in the formant frequency
measurements themselves are estimated to be less than about
5%. In total, one can expect a “cloud” of F1, F2, and F3
measures of radius of about 15%–20% of the mean to be
associated with each data point in the articulatory space. In
terms of formant frequency values, this would correspond to

FIG. 17. Percent improvement in test RMSE of loess over global regression
for the inverse mappings.

FIG. 18. �Color online� Schematic articulatory vowel spaces with regions of
large �dark shading� and small �light shading� empirical sensitivity of F1 to
K1 ��11

→�. The vowel spaces are defined by the articulation of the point
vowels projected onto �K1,K2� coordinates. �a� JW11, �b� JW14, �c� JW16,
and �d� JW18.

FIG. 19. �Color online� Schematic articulatory vowel spaces with regions of
large �dark shading� and small �light shading� empirical sensitivity of F1 to
K2 ��21

→�. The vowel spaces are defined by the articulation of the point
vowels projected onto �K1,K2� coordinates. �a� JW11, �b� JW14, �c� JW16,
and �d� JW18.
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radii of 75–100 Hz in F1, 225–300 Hz in F2, and
375–500 Hz in F3 based on means of 500, 1500, and
2500 Hz for F1, F2, and F3 respectively.

We may compare the above estimates of the radii of the
formant clouds with the RMSEs of the forward loess map-
pings. If the error estimates can be understood to be on the
order of two standard deviations of a normal formant fre-
quency error distribution �accounting for 84% of the error�,
and the RMSEs are expected to be one standard deviation of
the error distribution, then the error estimate should be twice
the RMSE. In the loess mappings, doubling the RMSE for
F1 gave a value in the range from 54 to 100 Hz, for F2 from
94 to 156 Hz, and for F3 from 132 to 196 Hz �Fig. 14�.
These data indicate that twice the standard deviation is on
the order of 10%–20% of the mean for F1 and 6%–10% of
the mean for F2 and F3. Thus, forward loess mappings for
F2 and F3 perform better than would be expected based on
error estimates. Thus it is reasonable to reduce the estimated
standard deviation in the formant error distribution to coin-
cide with the forward mappings’ RMSEs.

We have estimated the RMSE of F1 to be 5%–10% of
the mean value of F1 and the RMSEs of F2 and F3 to be
3%–5% of the mean values of F2 and F3, respectively.
These values compare favorably with the error obtained by
Mermelstein �1967� when he replaced an area function for
six vowels with the first six cosine components of that area
function. This replacement produced maximum errors of
about 3% in the formant frequencies �Mermelstein, 1967�. In
contrast to Mermelstein’s �1967� investigation from a single
set of six model area functions, the present investigation is
based on large numbers of articulatory configurations from
human talkers with four orthogonal articulatory components
spanning the articulatory space.

The estimated positional error for stationary pellets is
0.15 mm �Westbury, 1994, p. 69�. Further, it can be expected
that fast moving articulators �400 mm /s� will move 0.6 mm
during the time it takes for the tracking raster to be gener-
ated, thus creating an error due to recording time delay. An-
other possible source of error is the time delay between the
articulatory position and the recorded acoustics. This is error
caused by the fact that the speed of sound is finite and the
distance of the microphone to the mouth was about 110 mm.
It is estimated that the acoustic signal is recorded 0.3 ms
after it is generated by the vocal tract, which corresponds to
about 5% of the time between sampled frames of data �at
160 Hz�. For a fast moving articulator this would correspond
to only 0.03 mm of movement, which is small compared to
the error caused by the recording time delay. With these con-
siderations, a reasonable estimate of maximum position mea-
surement error is 0.6 mm for each pellet coordinate. If the
position measurement errors are independent across the pel-
let coordinates, then the maximum total magnitude of error
for the six pellets would be about 2 mm. In particular, this
can be considered to be the measurement error in each of the
articulatory PCA components, K1, K2, K3, and K4.

TABLE X. The point vowels projected onto K1,K2 coordinates that closely
matched critical values of �K1, K2� for each empirical sensitivity function
�ij

→.

JW11 JW14 JW16 JW18

�11
→ �i� �Ä� �Ä�

�12
→ �æ� �i� �æ� �u�

�12
→ �Ä�, �æ�, �i� �æ� �Ä�

�22
→ �æ�, �i� �Ä� �u�

FIG. 20. �Color online� Schematic articulatory vowel spaces with regions of
large �dark shading� and small �light shading� empirical sensitivity of F2 to
K1 ��12

→�. The vowel spaces are defined by the articulation of the point
vowels projected onto �K1,K2� coordinates. �a� JW11, �b� JW14, �c� JW16,
and �d� JW18.

FIG. 21. �Color online� Schematic articulatory vowel spaces with regions of
large �dark shading� and small �light shading� empirical sensitivity of F2 to
K2 ��22

→�. The vowel spaces are defined by the articulation of the point
vowels projected onto �K1,K2� coordinates. �a� JW11, �b� JW14, �c� JW16,
and �d� JW18.
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If, as in the estimate of the acoustic error, the estimated
articulatory measurement error is about two standard devia-
tions of the articulatory error distribution, then it is possible
to compare this estimate with twice the test RMSE in inverse
loess mappings. Doubling the RMSEs of the inverse map-
pings gives values between 3.8 and 7.6 mm. The estimated
corresponding quantity for the error distribution of 2 mm is
well below this range. Causes for this discrepancy and the
differences between the forward and inverse mappings in
terms of the relation between error distributions and RMSE
are proposed below.

One factor contributing to the RMSE of the inverse
mappings being two to four times larger than the estimated
standard deviation of the error distribution of the articulatory
dependent variables is the compensatory ability of the vocal
tract. For a given triple of formant frequencies �F1, F2, and
F3�, there are many vocal tract shapes able to produce it
�Atal et al., 1978�. Not only can K1, K2, K3, and K4 com-
pensate for one another but the unseen articulators, such as
the larynx, can do the same. Thus, a point in the acoustic
space can map into a region of the articulatory space. This is
without any consideration of measurement error. It can be
speculated that this is the reason why the optimum regression
bandwidths are at least twice as large for the inverse map-
pings as for the forward mappings of each speaker �Tables
IV and VI�. It is a reasonable possibility that more acoustic
variables need to be included in the inverse mapping to en-
sure that the inverse mappings are as unambiguous as pos-
sible. It can be proven that the RMSE is a positively biased
estimate of the error standard deviation if independent vari-
ables with significant effect have not been included in the
analysis �Chatterjee and Hadi, 1988, pp. 40–42�.

Another contribution to the larger RMSE of the inverse
mappings might involve the assumptions made in regression
analysis. When regression is performed it is assumed that the
independent variables are known exactly, or at least the in-
dependent variables should be known more precisely than
the dependent variables. Therefore it of interest to know how
the magnitudes of the errors in articulatory variables com-
pare to those of the acoustic variables, or how the errors in
the articulatory PCA components compare to errors in the
acoustic PCA components. The standard deviations of the
error distribution in the formant frequencies were estimated
by the RMSEs of the optimum loess forward mappings, be-
cause the original estimates of those standard deviations
were found to be too large. On the other hand the 1 mm
estimate will be used for the standard deviation in the error
distribution of each of the articulatory PCA components. In
order to compare magnitudes of errors for physical variables
�articulatory and acoustic� with different dimensionalities, it
is necessary to normalize both sets of variables. They are
normalized by the standard deviations of the coordinate data
in the data set for each speaker. For instance, the estimated
standard deviation in the error distribution of K2 was nor-
malized by the total standard deviation in the K2 data.

The normalized estimated error standard deviations av-
eraged over the four speakers for K1, K2, K3, and K4 are
0.10, 0.17, 0.27, and 0.33, respectively. The same quantities
for A1, A2, and A3 are 0.18, 0.27, and 0.44. The ordering of

these variables by increasing magnitude of the normalized
estimated error standard deviations is K1, K2, A1, �A2,K3�,
K4, A3, which indicates that the lower-order articulatory
quantities are determined with less error than the lower-order
acoustic quantities. The average normalized estimated error
standard deviations are 0.22
0.10 for the articulatory vari-
ables and 0.29
0.13 for the acoustic variables. While these
averages are not significantly different, the lower-order ar-
ticulatory variables do appear to be known more accurately
than the acoustic variables. These considerations call into
question the assumption that the independent variables are
known relatively precisely for the loess regressions for the
inverse mappings.

To compare these results with previous work in the in-
verse mapping, reference can be made to Ladefoged et al.
�1978� and Mokhtari et al. �2007�. The magnitudes of the
RMSEs for K1–K4 shown in Fig. 16 are close to, or less
than, those of the inverse mappings constructed by Lade-
foged et al. �1978� for five subjects each producing five vow-
els �Ladefoged et al., 1978, Table II�. Mokhtari et al. �2007�
investigated one subject speaking a series of vowels for
which there were 35 frames of data. They performed regres-
sion using three formants as the independent variables and
articulatory PCA components of the area function as the de-
pendent variables. For each PCA component they reported
the RMSE normalized by the standard deviation of that com-
ponent: 0.22 and 0.45 for the first and second PCA compo-
nents, respectively �Mokhtari et al., 2007, Fig. 4�. By per-
forming the same normalization using the standard
deviations of K1 and K2, the results of the inverse loess may
be compared with these values. The normalized RMSE av-
eraged across the four subjects was 0.29
0.05 for K1 and
0.50
0.05 for K2.

We have provided only rough estimates of the error ex-
pected in both the acoustic and articulatory domains. How-
ever, to provide quantitative confidence intervals for both the
mappings and the parameters in the mappings, such as ��x�,
the error in both domains should be estimated using the
RMSEs and the properties of the loess mappings. There are
well-known, established methods to do this with parametric
linear regression �e.g., Bickel and Docksum, 1977, pp. 267–
268�. These methods can be extended to loess, but with some
complications. In both parametric linear regression and loess,
the estimates of the dependent variable may be viewed as a
linear transformation of the data in the dependent variable
domain. For parametric linear regression this transformation
is an idempotent projection, while for loess the transforma-
tion is not idempotent, and it is not even symmetric �Cleve-
land and Devlin, 1988�. This makes computing the estimated
variances much more computationally intensive: it involves
computations of the traces of products of N�N matrices,
where N is the number of data points. These computations
were prohibitive for the current data sets of 10 000–20 000
data points. In the future we will research methods for find-
ing approximations to these traces. Another procedure for
finding confidence intervals would be to use Monte Carlo
simulation. These issues merit further research.

Another issue confronting estimation of error is co-
variation in the independent variables. Since the independent
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variables are PCA components, they are orthogonal in the
global sense, but they are not necessarily so for each locally
weighted regression, performed here at each data point. It is
entirely possible that the independent variables are nearly
linearly dependent in certain of the local regressions. Aver-
aging over the higher-order independent variables was used
here for visualization and data-reduction purposes. However,
this averaging lessened the effects of co-variation that could
cause the loess mappings and the measures of formant sen-
sitivity to be noisier. To provide quantitative confidence in-
tervals for both the mappings and the parameters in the map-
pings, future work should address the issue of co-linearity of
independent variables in local regions and co-variation of
loess regression coefficients between regions.

D. Sensitivity

The results on sensitivity of F1 and F2 to K1 and K2
changes near the point vowels �Ä�, �æ�, and �i� can be viewed
in terms of the geometric properties of K1 and K2 shown in
Figs. 2 and 3, and the effects of those properties in simple
acoustic tube models. Sensitivities of formants to articulatory
change for the vowels �Ä� and �i� can be understood using
two-tube models, while �æ� can be viewed as a slightly flared
tube �Perkell, 1969, p. 55; McGowan, 2006�. The tube prop-
erties of �u� are more complex and discussion of this vowel
would be more speculative. Further, the discussion will focus
on subjects JW11, JW14, and JW18, with only brief men-
tions of JW16 because of the difficulty in characterizing the
K1 component of JW16 due to its tongue rocking motion.

Ehrenfest’s theorem applied to acoustic tubes was intro-
duced to the speech production community by Schroeder
�1967�. In this community it is commonly known as acoustic
perturbation theory and it is useful for the discussion of sen-
sitivity in conjunction with the two-tube models. Briefly, if,
for a given resonant frequency f , cross-sectional tube area is
decreased a small amount in a region where acoustic poten-
tial energy density is greater than acoustic kinetic energy
density, then the resonant frequency increases, that is, df / f
	0. The opposite occurs if the kinetic energy density is
greater than the potential energy density. To apply this theo-
rem, one needs to compute resonant frequencies and their
corresponding energy density distributions through the tube,
which is done numerically. However, for a sufficiently low
resonant frequency f �e.g., F1� and a two-tube model, there
is a simplification. For a two-tube model, let the tube closest
to the glottis have length L1 and area A1, and the tube closest
to the lips have length L2 and area A2, and let �=A2 /A1.
Assuming that the total tube length remains constant, it can
be shown that

df

f
�

d�

�
−

dL2

L2
. �7�

In other words, the fractional change in frequency equals the
fractional change in area ratio minus the fractional change in
length of the front tube, to first order. This is a theoretically
derived sensitivity function that relates sensitivity to vocal
tract geometry.

JW11, JW14, and JW18 all show large F1 sensitivity to
K1 changes ��11

→� in a region around �i� �Fig. 18�. The K1 of
each of these speakers has the effect of moving the tongue
toward or away from the palate �Fig. 2�. With the tongue
moving toward the palate it is plausible that both the effec-
tive � decreases rapidly and L2 increases. According to Eq.
�7� these factors would provide a rapid decrease in F1, which
would explain the large F1 sensitivity near �i�. Near �Ä�, on
the other hand, all three speakers show small sensitivity of
F1 to K1. It is plausible that near �Ä�, as K1 moves the
tongue away from the pharynx, � still decreases, as does L2,
thus creating conditions for a small relative change in F1
according to Eq. �7�. The fact that �æ� is also in a region of
small �11

→ for JW11 and JW18 suggests that near �æ�, the K1
of these two speakers tends to balance the changes in � and
L2 in a way similar to the way it balances them near �Ä�.

It was noted in Sec. III G that JW11 and JW18 had
similar regions of large and small F1 sensitivities to K1
�Figs. 18�a� and 18�d��. This agrees with geometric similari-
ties in their K1 components. For both talkers, K1 possesses a
high-low degree-of-freedom that is proportionately greater
than the front-back degree-of-freedom, and the two degrees-
of-freedom are of the same polarity, in that “high” belongs
with “front” �Fig. 3�. The rotated shading pattern for JW14
noted in Sec. III G �Fig. 18�b�� may be due to the fact that
her K1 has much more of a front-back degree-of-freedom
compared with the high-low degree-of-freedom.

Considering the �21
→ sensitivity patterns in Fig. 19, JW11

and JW14 both show large F1 sensitivity to K2 changes
��21

→� in a region around �i� �Figs. 19�a� and 19�b��, and
JW18 just fails to include �i� in the region of large sensitivity
�Fig. 19�d��. All the speakers include �Ä� and �æ� in their
region of small sensitivity. The same perturbation-theory pic-
tures explaining the sensitivity of F1 to K1 also seem to
apply to the sensitivity of F1 to K2. JW11 and JW14 share
the property that high corresponds to back in their K2 �Figs.
3�a� and 3�b��. On the other hand, JW18 possesses the oppo-
site correspondence between the high-low and front-back
degrees-of-freedom �i.e., high corresponds to front� �Fig.
3�d��, and this could be the reason for the clockwise rotation
of his regions of sensitivity that excludes �i� from his region
of large sensitivity.

The sensitivities of F2 to both K1 and K2 ��21
→ and �22

→�
have more fragmented sensitivity regions as well as more
proximate regions of small and large sensitivity �Figs. 20 and
21�. Some of the observed trends in F2 sensitivity can be
explained in terms of changes in constriction size. Changes
in constriction size produce relatively large changes in for-
mant frequencies, as can be seen, for example, in perturba-
tion theory. The high-back �palato-velar� regions have large
F2 sensitivity to both K1 and K2, with the exception of
JW16’s F2 sensitivity to K2 �Fig. 21�c��. The explanation for
this consistently large sensitivity is that both high-low and
front-back degrees-of-freedom will change constriction size
in this region, thus substantially affecting F2 �see also
Stevens, 1998, pp. 366–367�. Whether or not “front” is co-
incident with “high” does not seem to matter in the palato-
velar region. On the other hand, in the region of �Ä�, the two
degrees-of-freedom do not have the same effect on constric-
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tion degree. Thus, the reason that F2 has large sensitivity to
K1 in this region for JW14 �Fig. 20�b�� but small sensitivity
for JW11 and JW18 �Figs. 20�a� and 20�d�� has to do with
the different proportions of high-low and front-back degrees-
of-freedom in the different speakers’ K1s. JW14’s K1 has a
larger proportion of front-back than the other two speakers,
and thus her K1 affects constriction degree more than the
K1s of JW11 or JW18. In the region of �i�, the reason that
high-front vowels have small F2 sensitivity to K2 in the
cases of JW11 and JW14 �Figs. 21�a� and 21�b�� may be due
to the K2 components of these speakers possessing a rela-
tively large front-back degree-of-freedom with a small high-
low degree-of-freedom polarized so that high corresponds to
back. This means that K2 has the tongue make a tighter
constriction while increasing the back cavity length; these
two actions have opposite effects on F2 and so largely cancel
each other out. Further, with high corresponding to back the
constriction degree changes at the palate are minimal, and
they are dominated by changes in the place of constriction as
the tongue moves along the hard palate.

Concerning the “critical” �K1,K2� coordinates defined
in Sec. III G, the implications for quantal theory are not con-
clusive. We see only inconsistent inclusion of projected point
vowels at critical coordinates �Table X�. However, there are
two weaknesses to our analysis of critical points: �1� defining
the critical points in K1,K2 space and projecting the point
vowels to that space may be less informative than an analysis
with the critical points and vowels in full �K1,K2,K3,K4�
coordinates and �2� the regular 20�20 grid may not be fine
enough for a good classification of critical points. Further,
quantal theory applied to vowels involves consideration of
place-of-constriction, whereas the current analysis does not
distinguish between place- and degree-of-constriction.

V. CONCLUSION

A method for obtaining mappings from measured articu-
latory coordinates to measured acoustic coordinates and the
inverses of these mappings has been proposed and examined
in this paper. The method involves PCA and a local linear
regression procedure named loess. Four speakers from the
XRMB-SPD were analyzed using these procedures. PCA
was performed on both their pellet coordinate data and their
formant frequency data, and these PCA components were
used as independent variables in the various forward and
inverse mappings constructed using loess. Loess models
were made more computationally efficient by pre-computing
weighted least squares at the data points and interpolating
regression parameters between data points. The parameters
of the loess models, regression bandwidth and interpolation
bandwidth, were optimized by k-fold cross-validation. By
example, it was seen that the forward and inverse mappings
were reasonable when viewed as mappings from the two
independent variables with the largest PCA variance and av-
eraged over the remaining one or two independent variables.
There were wide distributions in the local regression param-
eters at the data points. Further, there is some evidence of
co-variation among these parameters. A discussion of the re-
lation between test RMSE of the loess models and the stan-

dard deviation of the error distributions revealed that the
RMSEs of the forward mappings are probably a good esti-
mate of the error standard deviations for formant data, but
that the RMSEs of the inverse mappings are not a good
estimate of error standard deviations for the articulatory data.
There may be two fundamental problems with the inverse
mappings: �1� there are not enough acoustic parameters to
construct a good mapping and �2� the assumption that the
independent variables are known with relatively little error is
not a good assumption. One important application of loess is
in the study of the sensitivity of acoustic parameters to
changes in articulatory parameters. It was possible to find
regions of large and small sensitivity as a function of the two
lowest-order articulatory components when the slopes and
formant values are averaged over the remaining two articu-
latory components.

There are future directions for research into this particu-
lar method of constructing empirically determined mappings
between articulation and acoustics. The acoustic data were
found to be lacking in the number of degrees-of-freedom and
the accuracy with which they could be measured. Further,
these data require some time consuming hand editing. Work
in speech technology may provide some clues on where to
look for improved acoustic variables, such as line spectral
densities �Qin and Carreira-Perpiñán, 2007�. An avenue that
would make the results more easily interpretable would be to
use the method of arbitrary factor analysis proposed by
Maeda �1990�. The high-low and front-back dimensions
could be factored out of the articulatory data before PCA is
performed on the residual. Another significant improvement
in this method would be to be able to provide quantitative
confidence intervals for both the mappings and the param-
eters in the mappings. This would require development of
more efficient computational methods and merits further re-
search. Finally, an analysis of local co-linearity among inde-
pendent variables should be performed, and co-linearity
should be removed, perhaps by allowing a reduction in the
number of independent variables locally.
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A biomechanical model of cardinal vowel production: Muscle
activations and the impact of gravity on tongue positioning
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A three-dimensional �3D� biomechanical model of the tongue and the oral cavity, controlled by a
functional model of muscle force generation ��-model of the equilibrium point hypothesis� and
coupled with an acoustic model, was exploited to study the activation of the tongue and mouth floor
muscles during the production of French cardinal vowels. The selection of the motor commands to
control the tongue and the mouth floor muscles was based on literature data, such as
electromyographic, electropalatographic, and cineradiographic data. The tongue shapes were also
compared to data obtained from the speaker used to build the model. 3D modeling offered the
opportunity to investigate the role of the transversalis, in particular, its involvement in the
production of high front vowels. It was found, with this model, to be indirect via reflex mechanisms
due to the activation of surrounding muscles, not voluntary. For vowel /i/, local motor command
variations for the main tongue muscles revealed a non-negligible modification of the alveolar groove
in contradiction to the saturation effect hypothesis, due to the role of the anterior genioglossus.
Finally, the impact of subject position �supine or upright� on the production of French cardinal
vowels was explored and found to be negligible.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3204306�

PACS number�s�: 43.70.Bk, 43.70.Aj �AL� Pages: 2033–2051

I. INTRODUCTION

Speech movements and acoustic speech signals are the
results of the combined influences of communicative linguis-
tic goals, perceptual constraints, and physical properties of
the speech production apparatus. To understand how these
different factors combine and interact with each other re-
quires an efficient approach that develops realistic physical
models of the speech production and/or speech perception
systems. The predictions of these models can then be com-
pared with experimental data, and used to infer information
about parameters or control signals that are not directly mea-
surable or the measurement of which is difficult and not
completely reliable. Such a methodological approach under-
lies the present work, in which a biomechanical model of the
vocal tract has been used to study muscle control in vowel
production, its impact on token-to-token variability, and its
consequences for tongue shape sensitivity to changes in head
�supine versus upright� orientation. The findings are inter-
preted in the light of our own experimental data and data
published in the literature.

Biomechanical models of the tongue and vocal tract
have been in use since the 1960s, and their complexity has
increased with the acquisition of new knowledge about ana-
tomical, neurophysiological, and physical characteristics of
the tongue, as well as with the vast growth in the computa-
tional capacities of computers. All these models have signifi-

cantly contributed to the increase in knowledge about tongue
behavior and tongue control during speech production, and
more specifically about the relations between muscle recruit-
ments and tongue shape or acoustic signal �see, in particular,
Perkell, 1996, using his model presented in Perkell, 1974;
Kakita et al., 1985; Hashimoto and Suga, 1986; Wilhelms-
Tricarico, 1995; Payan and Perrier, 1997; Sanguineti et al.,
1998; Dang and Honda, 2004�. With a more sophisticated
three-dimensional �3D� vocal tract model, based on non-
linear continuum mechanics modeling, and taking into con-
sideration a number of recent experimental findings, this
study aims at deepening and extending these former works
for vowel production.

The model consists of a 3D biomechanical model of the
tongue and the oral cavity, controlled by a functional model
of muscle force generation ��-model of the equilibrium point
hypothesis �EPH�� and coupled with an acoustic model. It is
a significantly improved version of the model originally de-
veloped in GIPSA-Lab by Gérard and colleagues �Gérard
et al., 2003, 2006�. The oral cavity model was developed so
as to give as realistic a representation as possible of the
anatomy and of the mechanical properties of the oral cavity.
The original modeling was based on the data of the Visible
Human Project, and further adapted to the anatomy of a spe-
cific subject. For this subject, different kinds of data �x-ray,
computed tomography �CT� images, and acoustic data� were
available. The parameters used in this model were either ex-
tracted from the literature, derived from experimental data,
or adapted from the literature. This modeling study is insepa-
rable from a thorough experimental approach. In addition to
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a careful and accurate account of anatomical, mechanical,
and motor control facts, the model implements a number of
hypotheses about the hidden parts of the speech production
system. Simulation results, their interpretation, and the cor-
responding conclusions aim at opening new paths for further
experimental research that could validate or contest these
conclusions.

The main characteristics of the model �geometry, me-
chanical properties, and model of control� are presented in
Sec. II. The model includes improvements in the anatomical
and morphological descriptions and in the strain/stress func-
tion, as well as a control model of muscle activation �Sec.
II�. The model is first used �Sec. III� in order to characterize
the muscle activation patterns associated with the production
of the French cardinal vowels. Starting from these patterns,
the relation between internal muscle strain and muscle acti-
vations is systematically studied. In Sec. IV, the sensitivity of
the postural control of the tongue �and hence of the formant
frequencies� to changes in motor commands is precisely
studied for /i/, which is often described in the literature as a
very stable vowel due to specific combinations of muscle
activations. Finally, the impact on tongue positioning of
changes in gravity orientation is assessed �Sec. V�. Perspec-
tives and further developments are discussed in Sec. VI.

II. MODELING THE ORAL CAVITY

Modeling the oral cavity by a finite element approach
requires meshing the structure of interest, specifying its me-
chanical properties and defining a motor control scheme.
Then, the simulation of movements in response to motor
commands requires solving the body motion equations.
These different aspects will be described in this section.

The primary goal of our work is the development of a
model which allows a better understanding of how motor
control and physical aspects combine and interact to deter-
mine the characteristics of speech production signals. Hence,
a high degree of realism is essential in the design of the
model, not only concerning the geometrical properties but
also the mechanical and control aspects.

The model described below is an improved version of
the model developed by Gérard and colleagues �Gérard
et al., 2003, 2006�. The original model was based on the
Visible Human Project® data for a female subject and the
work of Wilhelms-Tricarico �2000�. It was then adapted to a
specific male subject, PB henceforth. Major differences be-
tween the current version and those of Gérard and colleagues
�Gérard et al., 2003, 2006� lie in �1� the motor control
scheme �muscle forces are now computed via the �-model of
the EPH�, �2� the constitutive law for the tongue tissues �the
law inferred by Gérard et al. �2005� from indentation mea-
surements of fresh cadaver tissues was modified to match the
properties of living tissues; in addition, the law now depends
on the level of muscle activation�, �3� the modeling of the
hyoid bone �a new scheme was also developed to deal with
hyoid bone mobility and to model the infrahyoid and digas-
tric muscles�. Modifications were also made to the tongue
mesh, the muscle fibers, the bony insertions, and the areas of
contact between the tongue and the surrounding surfaces,

namely, the mandible, the hard palate, and the soft palate.
The 3D vocal tract model was also coupled with an acoustic
model.

A. Geometrical and anatomical structures

A precise description of the tongue anatomy will not be
given here. A thorough description, which lies at the root of
this work, can be found in Takemoto �2001�. The tongue
model represents the 3D structure of the tongue of a male
subject �PB�, for whom several sets of data have been col-
lected in the laboratory in the past 15 years. This model is
made of a mesh composed of hexahedral elements. The ana-
tomical location of the major tongue muscles is specified via
subsets of elements in the mesh. Figure 1 shows the imple-
mentation of the 11 groups of muscles represented in the
model and known to contribute to speech production. Nine
of them exert force on the tongue body itself, while the other
two, depicted in the last two panels �Figs. 1�j� and 1�k��, are
considered to be the major mouth floor muscles. Of course,
due to the elastic properties of tongue tissues, each muscle is
likely to induce strain in all the parts of the tongue and
mouth floor. On rare occasion the muscle shape is somewhat
unnatural because the tongue muscles were defined as a sub-
set of elements of the global mesh. This is, for example, the
case with the inferior longitudinalis �IL�. However, when
activated, the force generated by the IL appeared correct in
amplitude and direction. The insertion of the different parts
of the geniglossus on the mandible can also appear odd: in
human beings, GGp emanates from the lower surface of the
short tendon that reduces crowding of the fibers at the man-
dibular symphysis by allowing GGp to arise from below and
the radial fibers to arise from above. In the model, the tendon
is not represented and the origins of GGp, GGm, and GGa

FIG. 1. Mesh representation �gray elements� of lingual and mouth floor
muscles as subsets of tongue elements �global mesh� �anterior oblique
view�. ��a�–�c�� anterior, medium, and posterior part of the genioglossus, �d�
styloglossus, �e� hyoglossus, �f� verticalis, �g� transversalis, �h� inferior lon-
gitudinalis, �i� superior longitudinalis, �j� geniohyoid, and �k� mylohyoid.
The muscle fibers are represented in red. The yellow squares and the blue
dots represent the muscle insertions on the mandible and the hyoid bone,
respectively.
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are all on the mandibular symphysis. This results in a some-
what too large region of insertion on the mandible. Only a
refined mesh structure would allow a better muscle definition
in this area.

It is generally accepted that a muscle can possibly be
divided into a number of functionally independent parts. For
tongue muscles this possibility exists, but little work has
been done in the past concerning this issue. Some proposals
were the results of ad hoc choices made in order to explain
measured two-dimensional �2D� or 3D tongue shapes �e.g.,
the most recent proposal for the styloglossus in Fang et al.,
2008�. Some more physiologically based studies used elec-
tromyographic �EMG� signals, generally assuming that these
signals reflect the underlying motor control. Among these
studies, the one carried out by Miyawaki et al. �1975�
showed evidence for different activities in different parts of
the genioglossus. However, EMG activity is the result of a
combination of efferent and afferent influences and it cannot
be seen as a direct image of the underlying control. In addi-
tion, as emphasized by Miyawaki et al. �1975�, if subdivi-
sions exist in a muscle, we do not know in what manner they
are voluntarily controlled �p. 101�. We believe that the only
reliable way to address this issue would be to look at the
motor unit distribution within tongue muscles. To our knowl-
edge, we lack information on the localization of motor unit
territories in human tongue muscles. One way to know more
about it could be to study the architecture of the muscles,
with the underlying hypothesis that structurally separated
muscle parts could be innervated by independent motor
units. Slaughter et al. �2005� carried out such a study for the
human superior longitudinalis �SL�, and they found that this
muscle consists of a number of in-series muscle bundles that
are distributed along the front-back direction. However, they
could not provide clear evidence for the fact that these
muscle bundles are innervated by independent motor units.
In the absence of convincing physiological evidence, and in
order to limit the complexity of the model, only the genio-
glossus, for which a consensus seems to exist, was subdi-
vided: three independent parts called the GGa �anterior ge-
nioglossus�, the GGm �medium genioglossus�, and the GGp
�posterior genioglossus� were thus defined.

To mesh the hard and soft structures forming the oral
cavity, data of different kinds such as CT scans, MRI data,
and x-ray data, all collected for PB, were exploited. In addi-
tion to the tongue and mouth floor meshes, the model �Fig. 2�
includes a surface representation of the mandible, the soft
palate, the hard palate, and the pharyngeal and laryngeal
walls as well as a volumetric mesh �tetrahedral elements� of
the hyoid bone. A set of six pairs of springs �right and left
sides�, emerging from the hyoid bone, are used to represent
the elastic links between this mobile bone and fixed bony
structures associated with the anterior and posterior belly of
the digastric, infrahyoid muscles �sternohyoid, omohyoid,
and thyrohyoid muscles�, as well as the hyo-epiglottic liga-
ments.

The relative positions of the different articulators were
carefully adjusted so as to represent well PB’s morphology in
a seated position and at rest, just as they are described by
lateral x-ray views of PB’s oral cavity. The final tongue

shape in the midsagittal plane at rest was also adapted so as
to match the corresponding x-ray view. This induced some
geometrical changes to the original shape proposed in Gérard
et al. �2006�, because the MRI data used for the original
design of that model corresponded to the subject in the su-
pine position; gravity was then shown in that case to influ-
ence tongue shape.

B. Mechanical properties

The lingual tissues were modeled with a non-linear
hyper-elastic constitutive law, more precisely a second order
Yeoh constitutive law �Gérard et al., 2005, 2006�. Two dif-
ferent constitutive equations were introduced: one describes
the passive behavior of tongue tissues and the other one
models the strain/stress relation for active muscle tissues as
an increasing function of muscle activation. For a particular
mesh element, the passive or the active constitutive law is
used according to whether this element belongs to a passive
or to an active region �i.e., a region made of activated
muscle�s��. The passive constitutive law was directly derived
from the non-linear law proposed by Gérard et al. �2005�,
which was derived from measurements on a fresh cadaver.
However, since the stiffness of tissues measured shortly after
death is known to be lower than that measured in in vivo
tissues, the constitutive law originally proposed by Gérard
et al. �2005� was modified.

To our knowledge, one of the most relevant in vivo mea-
surements of human muscle stiffness is the one carried out
by Duck �1990�, who proposed a value of 6.2 kPa for the
Young’s modulus for a human muscle at rest and a maximum
value of 110 kPa for the same muscle once contracted. The
Young’s modulus measured by Gérard et al. �2005� on a
cadaver tongue at low strain is 1.15 kPa, which is signifi-
cantly smaller than Duck’s �1990� in vivo measurements.

FIG. 2. Oblique anterior view of the 3D tongue mesh in the whole oral
cavity for a rest position �tongue mesh in magenta, mandible in cyan, hyoid
bone in yellow, translucent soft palate, pharyngeal and laryngeal walls in
gray, infra- and supra-hyoid muscles represented as magenta lines�.

J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Buchaillard et al.: Modeling study of cardinal vowel production 2035



This difference is not surprising, since in living subjects a
basic muscle tonus exists, even at rest. Hence, it was decided
to multiply both second order Yeoh law coefficients origi-
nally proposed by Gérard et al. �2005� by a factor of 5.4, in
order to account properly for the Young’s modulus at rest
measured by Duck �1990�. Multiplying both coefficients by
the same factor allows preservation of the overall non-linear
shape of the Yeoh constitutive law �Fig. 3�. This new law
specifies the properties of passive tongue tissues. In order to
account for the stiffening associated with muscle activation
as measured by Duck �1990�, it was decided for the elements
belonging to an activated muscle to multiply the coefficients
of the Yeoh constitutive law for passive tissues by a factor
that is a function of muscle activation. Thus, an activation-
related constitutive law was defined for the active muscles.
The multiplying factors were chosen by taking into account
the fact that the contributions of the different muscles to the
Young’s modulus of an element combine in an additive man-
ner. The basic idea is that an activation of a muscle leads to
an increase in its Young’s modulus. Given c10,r and c20,r the
Yeoh parameters for tongue tissues at rest, the parameters
ci0�e , t� �i� �1,2�� at time t for an element e belonging to the
tongue or mouth floor, are given by

ci0�e,t� = ci0,r�1 + �
muscles m

p1�m�	 �
fibers f�m

A�f ,t�p2�f ,e�
� ,

�1�

where p1 is a positive muscle-dependent factor, A�f , t� is the
activation level for the macrofiber f at time t �see Eq. �2�
below�, and p2�f ,e� is a factor equal to 1 if e belongs to m
and if the fiber f runs along the edges of e, 0 otherwise.

The multiplying factor p1 was chosen in order to main-
tain the stiffness value below 110 kPa, when maximal
muscle activation is reached.

Since tongue tissues are considered to be quasi-
incompressible, a Poisson coefficient equal to 0.499 was
used. Furthermore, tongue tissue density was set to
1040 kg m−3, close to water density.

Currently, only the tongue and the hyoid bone �with the
springs connecting it to fixed bony structure� are modeled as
movable structures and need to be mechanically character-
ized. The hyoid bone was considered as a rigid body and its

density �2000 kg m−3� was estimated based on values pub-
lished in the literature �Dang and Honda, 2004�. The same
stiffness coefficient �220 N m−1� was chosen for all the
springs connecting the hyoid bone to solid structures; this
value enabled us to reproduce displacements of the hyoid
bone that were consistent with data published in Boë et al.
�2006�.

C. Motor control: Implementation of postural control
with short latency feedback

The motor control scheme implemented is based on the
� version of the EPH �Feldman, 1986�. This theory is known
to be controversial in the motor control domain. The main
criticisms are about the fact that this theory claims that the
time variation of motor control variables does not result from
any inverse kinematics or inverse dynamics processes �see,
for example, Gomi and Kawato, 1996 or Hinder and Milner,
2003�. However, the defenders of the EPH theory have sys-
tematically provided refutations of these criticisms that sup-
port the value of the model in research �e.g., in Gribble and
Ostry, 1999 or Feldman and Latash, 2005�. Our own work
has also shown that speech motor control based on the EPH
gives a good account of complex kinematic patterns with a
2D biomechanical model of the vocal tract �Payan and Per-
rier, 1997; Perrier et al., 2003�. From our point of view, this
motor control theory seems particularly interesting for
speech production because it provides the framework for a
discrete characterization of continuous physical signals at a
motor control level, thanks to the link that can be made be-
tween successive equilibrium points and targets; it thus al-
lows a connection to be made between the discrete phono-
logical units and the physical targets that underlie continuous
articulatory and acoustic signals �Perrier et al., 1996�. In ad-
dition, the EPH integrates short latency feedback to contrib-
ute to the accuracy of speech gesture, which is for us a cru-
cial feature for speech production control �Perrier, 2006�.
Hence, the approach used in our previous modeling work
with the 2D biomechanical model of the vocal tract was ex-
tended to the 3D model.

1. Adjustment of feedback delay

The implementation chosen for the EPH follows the ap-
proach proposed by Laboissière et al. �1996� and further de-
veloped by Payan and Perrier �1997�. In the model, bundles
of fibers are represented by way of macrofibers �specified as
ordered lists of mesh nodes along the edges of elements� that
represent the main directions of muscle fibers in the different
parts of the tongue. In the current version of the model, a
unique activation threshold was defined for each muscle
�three for the genioglossus, which was divided into three
parts that are assumed to be separately controlled: the ante-
rior, posterior, and medium parts�. Every muscle was as-
sumed to be controlled independently. Obviously, synergies
and antagonisms exist in tongue muscles. However, there is
no evidence in the literature supporting the hypothesis that
these muscle coordinations are implemented in humans from
birth. It is much more likely that coordinated muscle activa-
tions are the result of learning and that they could be task
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FIG. 3. �Color online� Stress/strain hyperelastic constitutive law �Yeoh sec-
ond order material� for lingual tissues. The dotted curve represents the origi-
nal law obtained from fresh cadaver tissues �c10=192 Pa and c20=90 Pa�,
the dashed curve represents the law used in the current model for passive
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used for the maximal activation �c10=10.37 kPa and c20=4.86 kPa�.
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specific. Our modeling approach is in line with this state-
ment. The design of our biomechanical model gives the larg-
est possible number of degrees of freedom to the system to
be controlled and does not impose a priori hypotheses that
could bias our study. It allows future work on the emergence
of muscle coordinations through task specific learning. For
each muscle, the motor command �muscle was determined for
the longest macrofibers lmax; the � value for each macrofiber
of the same muscle was then determined by simply multiply-
ing the �muscle value by the ratio of the macrofiber length at
rest over lmax.

For a given macrofiber, the muscle activation A takes
into account the difference between the macrofiber length
and the motor command �, as well as the lengthening/
shortening rate.

A stretch reflex delay d, which corresponds to the propa-
gation delay for the electrical signals to travel along the re-
flex arc plus the synaptic time and the integration time of
these signals at the interneurons, is taken into account for
fiber length and velocity intervening in the computation of A.
In their model of the mandible, Laboissière et al. �1996�
proposed a delay of 10 ms, and in their tongue/jaw model
Sanguineti et al. �1998� suggested a delay of 15 ms. In the
present model, d was set to 17 ms, based on the data of Ito
et al. �2004�. Simulations conducted for d ranging from
5 to 20 ms showed that this value had a limited impact on
tongue motion; the trajectory, peak velocity, acceleration, or
force levels were altered, but in a limited range so that the
choice of this value did not seem to be critical within this
range of variation. The sensitivity of the activation to the

lengthening/shortening rate l̇ is modulated by a damping co-
efficient �, considered for the sake of simplicity as constant
and identical for all the muscles. � was chosen to be equal to
0.01 s to ensure the stability of the system, following numer-
ous simulations

A�t� = �l�t − d� − ��t� + �l̇�t − d��+. �2�

Muscle activation is associated with the firing of the moto-
neurons �henceforth MNs�. Hence A is either positive or zero
�if A is mathematically negative, it is set to zero�. A zero
value corresponds to the MN fire threshold; beyond this
threshold, the MN depolarization becomes possible: the
higher the activation A, the higher the firing frequency of
MNs. As long as the activation A is zero, no force is gener-
ated. Force varies as an exponential function of the activa-
tion �see below�.

2. Feedback gain: A key value for postural control
stability

Active muscle force M̃ is given as a function of the
activation A�t� by the following equation:

M̃�t� = max���expcA�t� − 1�,�� , �3�

with � a factor related to the muscle capacity of force gen-
eration and c a form parameter symbolizing the MN firing
gradient.

The determination of the parameter �, which modulates
the force generation capacity, is based on the assumption
that, for a fusiform muscle, � is linked in a first approxima-
tion to the cross-sectional area of the muscle. The values are
based on the work of Payan and Perrier �1997� for the tongue
muscles, except for the transversalis, which was non-existent
in a 2D tongue model, and with some adaptations for the
verticalis, the implementation of which was slightly differ-
ent. For the mouth floor muscles, � values were estimated
from the data of van Eijden et al., 1997, and were measured
on the model for the transversalis. This muscle force capacity
�Table I� was distributed among the different macrofibers
proportionally to the volume of the surrounding elements.
Given a fiber f belonging to a muscle m, its capacity of force
generation �fib is such that

�fib�f� = ��m�
�eV�e� � p�e, f�

S
, �4�

where e is an element belonging to m, V�e� is the volume of
e, p�e , f� is a parameter equal to 1 if f is located inside the
muscle, 0.5 on a muscle face �exterior surface of a muscle
excluding muscle corners�, and 0.25 on a muscle edge �ex-
terior surface of a mesh, corners only�. S is a normalization
term, such that the �fib values for the different fibers of m
sum up to ��m�.

Parameter c is an important factor for stability issues
since it determines how feedback information included in the
activation influences the level of force. Original values for c
found in the literature �c=112 m−1, Laboissière et al., 1996�
brought about dramatic changes in the muscular activation
level for a small variation in the muscle length. This gener-
ated mechanical instabilities. Therefore, parameter c was de-
creased. After several trials, c was fixed to 40 m−1. This
value is not the only one that ensured a stable mechanical
behavior of the model. A large range of values was possible.
The value 40 m−1 was chosen because it provides a fair com-
promise between the level of reflex activation and stability
�Buchaillard et al., 2006�.

The influence of muscle lengthening/shortening velocity
on the force developed is also included. The model accounts
for the sliding filaments theory �Huxley, 1957� by calculating
the total muscle force F with the following equation �Labois-
sière et al., 1996�:

TABLE I. Cross-sectional areas and corresponding force generation capacities ���.

GGa GGm GGp Sty HG Vert Trans IL SL GH MH

Area �mm2� 82 55 168 109 295 91 227 41 86 80 177
��� �N� 18 12 37 24 65 20 50 9 19 17.5 39
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F�t� = M̃�t�� f1 + f2 arctan� f3 + f4
l̇�t�
r
� + f5

l̇�t�
r
� , �5�

where l̇ is the lengthening/shortening velocity and r is the
muscle length at rest. The parameters used are based on the
work of Payan and Perrier �1997� for rapid muscles, but are
slightly different: f1=0.7109, f2=0.712, f3=0.43, f4

=0.4444 s, and f5=0.0329 s.

D. Lagrangian equation of motion and boundary
conditions

The Lagrangian equation of motion that governs the dy-
namic response of the finite element system is given by

Mq̈� + Cq̇� + Kq� = F� , �6�

where q� is the nodal displacements vector, q̇� and q̈� are its
first and second derivatives, M is the mass matrix, C is the
damping matrix, K is the stiffness matrix, and F� is the load
vector �the reader can refer to Bathe, 1995 for a detailed
description of the finite element method�.

A Rayleigh damping model was chosen for the defini-
tion of the damping matrix: C=�M+�K. � and � were set
to 40 s−1 and 0.03 s, respectively, in order to have a damping
close to the critical one in the range of modal frequency from
3 to 10 Hz �Fig. 4�.

The load vector F� includes the muscle forces computed
for every macrofiber �Eq. �5��, the gravity and contact forces
between tongue and vocal tract walls.

Two kinds of boundary conditions were introduced
through the definition of no-displacement constraints to
model muscular insertions and the management of contacts.
Muscle insertions on the bony structures �inner anterior and
lateral surface of the mandible and hyoid bone� were imple-
mented and they match as well as possible the information
about PB’s anatomy that was extracted from x-ray scans.
During speech production, the tongue comes into contact
with the hard and soft tissues that compose the vocal tract
walls. Consequently, the contacts were modeled between the
tongue and the set hard palate/upper dental arch, the soft
palate, and the set inner surface of the mandible/lower dental
arch. The modeling of contacts is non-linear. A face-to-face
detection was used to avoid the interpenetration of the sur-
faces in contact, which are potentially in contact with the

tongue. A relatively low Coulomb friction was used, since
friction is assumed to be limited due to the saliva. The con-
tacts are managed through an augmented Lagrangian
method, which corresponds to an iterative series of penalty
methods.

The partial differential equation �6� was solved by the
ANSYS™ finite element software package, based on a com-
bination of Newton–Raphson and Newmark methods.

E. Acoustic modeling

A model of sound synthesis, including the determination
of the 3D area function of the vocal tract, was coupled with
the mechanical model.

The computation of the area function from the mesh
node coordinates was achieved by using MATLAB® software.
Before computing the area function, the surface of the
tongue was interpolated using 35 periodic cubic splines in
order to get a more accurate detection of the constriction
locations in the vocal tract. This processing and its use for
the computation of the area function make the implicit as-
sumption that the spatial sampling of the tongue surface pro-
vided by the finite element mesh is sufficient to allow a
correct interpolation of the tongue surface from the positions
of the nodes. A set of planes, which will be referred to as
cutting planes below, was computed for the vocal tract in its
rest position. These cutting planes, orthogonal to the sagittal
plane, are approximately perpendicular to the vocal tract
midline at rest. For a given vocal tract configuration, the
intersections between the cutting planes and the surface of
the tongue �approximated by a set of periodic cubic splines�,
of the mandible, of the hyoid bone, of the hard and soft
palates, and of the pharyngeal and laryngeal walls were com-
puted. On every cutting plane, a closed contour based on
these intersections and representing the shape of the vocal
tract was computed and approximated by periodic cubic
splines. The inner surface of each of the thus-determined
closed contours was calculated. The lips, which are not part
of the biomechanical model, were represented by a single
cylinder, whose length and section represented lip protrusion
and aperture, respectively. To determine the distance between
two consecutive cutting planes, and thus to compute the
length of the path from the glottis to the lips, it was decided
to compute the distance between the centers of gravity of
two successive surfaces. This distance approximates the av-
erage distance traveled by the acoustic wave between two
consecutive cutting planes. An acoustic model �analog har-
monic of the vocal tract� was used to generate the spectrum
of the signal produced from the area function.1

III. MUSCLE ACTIVATIONS DURING FRENCH ORAL
VOWEL PRODUCTION

A. Muscle activations

To study the postural control of speech sounds, the best
approach would consist of roaming the motor command
space of the biomechanical model in a systematic and com-
prehensive way, using, for example, a Monte Carlo method,
in order to characterize the links between motor commands,
tongue shapes, and acoustics, following the approach of Per-
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rier et al. �2005� for their 2D model. However, such an ap-
proach is currently impossible with this 3D model, because
of the running time �around 40 min for a 100 ms simulation,
with ANSYS™ 11.0 and Windows XP SP2 running on a Pen-
tium IV CPU at 3 GHz and 1 GB of RAM�. Consequently, it
was necessary to work with a more limited number of simu-
lations to study muscle activations in vowel production and
the sensitivity of the vowel configurations to changes in mo-
tor commands. The results presented in this section were
obtained based on the 300 simulations, all carried out with a
fixed mandible. These simulations resulted from a specific
choice of motor commands guided primarily by studies with
our model of the individual impact of each muscle on tongue
shape �see below�. Our objectives were to generate a very
good match of the tongue shapes classically observed in the
midsagittal plane for French oral vowels by means of cinera-
diographic data �Bothorel et al., 1986�. EMG studies by
Miyawaki et al. �1975� and Baer et al. �1988� were also used
as sources of complementary information on the main tongue
and mouth floor muscles activated during vowel production.
Acoustic signals were synthesized from the final vocal tract
shape, and the formants were calculated.

The selection of the optimal vowels has involved a
mostly qualitative evaluation of the similarity between the
computed tongue shapes and the 3D tongue shapes measured
for the speaker PB �CT data�. A quantitative comparison of
the simulated tongue shapes with the measured 3D shapes
was not possible and would not have been very informative,
mainly for two reasons:

�1� In our vocal tract model, the jaw is fixed. It is known
that a variety of jaw positions is possible for the same
sound without endangering the quality of its perception,
and, in particular, producing speech with a fixed jaw
does not prevent the speakers from producing satisfac-
tory vowels with fair formants, as shown by bite block
experiments �Mooshammer et al., 2001�; however, this
articulatory perturbation has an impact on the tongue
shape considered in its entirety.

�2� The model is a symmetrical one while human subjects
are never symmetrical. Hence a detailed comparison of
the constriction shape was not possible. This is why our
simulations were essentially assessed in terms of global
tongue elevation, proximity to the palate, and front/back
position of the constriction in the vocal tract. However, a
quantitative evaluation of the simulated and measured
formant patterns was carried out.

Only the simulations obtained for the extreme vowels /i,
a, u/ will be presented in this paper. The results correspond to
the shape and position of the tongue at the end of the simu-
lated movement. For single muscle activations, movement
lasted 400 ms while it lasted only 200 ms for the vowels �for
the three vowels, steady-state equilibrium positions were
reached�. In all cases, the movement started from rest posi-
tion.

1. Impact of individual muscles on tongue shape

Figures 5 and 6 show the individual impact of the
tongue and mouth floor muscles on the tongue shape in the

midsagittal plane and in the 3D space from a front view
perspective. Target motor commands were defined such that
a single muscle was activated during each simulation. For
the only activated muscle, the command �i.e., the threshold
muscle length above which active muscle force is generated�
was set either to 75% or 85% of the muscle length at rest �the
smaller the percentage, the larger the activation; hence, a
larger percentage was chosen for larger muscles to avoid too
strong deformations�. For the other muscles, the motor com-
mands were set to a large enough value so as to prevent these
muscles from generating forces; for example, a command
twice as large as the muscle length at rest ensures that this
muscle will remain inactive throughout a simulation. These
simulations show that the role of the individual muscles in
our model matches well with classic knowledge inferred
from experimental data and clarify their impact on the
tongue shape. The anterior genioglossus moves the tongue
downward in its front part, essentially in the region close to
the midsagittal plane �tongue grooving in the palatal region
�6 mm�. This downward movement is associated with a
slight backward movement in the pharyngeal region �Fig.
5�a�, �1.6 mm�. Note that the backward movement is much
smaller than the one predicted by 2D �Payan and Perrier,
1997� or 2.5D �Dang and Honda, 2004� models. This can be
explained by the fact that in these models the volume con-
servation is, in fact, implemented as a surface conservation
property in the midsagittal plane. In our model, volume con-
servation causes the changes that are generated in one part of
the tongue to be compensated not only in the other parts of
the midsagittal plane but also in the whole tongue volume.
Indeed, a slight enlargement of the tongue is observed in the
transverse direction �up to 2.2 mm�. It can also be noticed
that the limited backward motion is consistent with data
showing that a larger expansion may occur in the transverse
plane, local to the compression, while a small expansion oc-
cur in the same plane �Stone et al., 2004�. The medium part
of the genioglossus lowers the tongue in its dorsal region
��5 mm� and moves the apical part forward ��3 mm� and
upward, while an enlargement of the tongue is observed in
the transverse direction �up to 1.4 mm�. The GGp enables the
tongue to be pushed forward ��5.3 mm�; this forward
movement is associated with an elevation of the tongue
��2.4 mm� due to the apex sliding on the anterior part of the
mandible �Fig. 5�c��. However, the elevation of the tongue is
less strong than what was predicted by the 2D and the 2.5D
models. As for the GGa, it leads to the enlargement of the
tongue in the transverse direction ��1.3 mm in the apical
area and 1.6 mm in the pharyngeal area, Fig. 6�c��. The sty-
loglossus �Sty� causes downward ��9.6 mm� and backward
��7 mm� displacements of the tongue tip, producing an el-
evation of the dorsal part of the tongue and a lowering of the
apical region �Figs. 5�d� and 6�d��. No change is observed in
the transverse direction. Changes in the midsagittal plane are
similar to the predictions of 2D or 2.5D models. The hyoglo-
ssus generates a backward movement in the pharyngeal part
��5 mm�, an apex elevation �upward displacement of
�4.7 mm�, and a lowering of the tongue in its dorsal part
�Fig. 5�e��. An enlargement is observed in the transverse di-
rection in the pharyngeal part �Fig. 6�e�, �5 mm�. The ver-
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ticalis provokes only a very small lowering in the palatal
region �below �0.5 mm� associated with a very slight back-
ward movement in the pharyngeal part �below �0.5 mm�
�Fig. 5�f��. Its contraction also widens the tongue ��1.4 mm
in the apical area�. Its impact will then be essentially indi-
rect: by stiffening its elements in the palatal part of the
tongue, it will modify the action of other muscles. The trans-
verse muscle induces essentially a reduction in the tongue
width in the transverse direction �up to 2.1 mm in the supe-
rior part of the tongue, Fig. 6�g��. Due to the volume conser-
vation property, this change spreads over the whole tongue in
the midsagittal plane, generating at the same time a small
forward movement of the apex and a small backward move-
ment in the pharyngeal part. The inferior longitudinalis low-
ers the tongue tip ��5 mm� and moves it backward
��6 mm�. A small backward movement of the tongue is also
observed in the pharyngeal region ��1.3 mm� �Fig. 5�h��. In
the transverse direction, a slight enlargement is observed in
the dorsal region ��1 mm�. The activation of the superior
longitudinalis mainly induces an elevation ��12 mm� and
a backward movement ��11 mm� of the tongue tip with
a slight backward movement in the pharyngeal part
��1.7 mm� �Fig. 5�i��. The geniohyoid essentially moves

the hyoid bone forward and downward, which induces a
slight lowering in the dorsal region ��0.7 mm� �Fig. 5�j��.
Finally, the mylohyoid elevates the mouth floor in its mid-
sagittal part �up to 4 mm� and moves the dorsal part of the
tongue slightly upward �Fig. 5�k��. The analysis of the influ-
ences of individual tongue muscles revealed possible syner-
gies and antagonisms between muscles: GGp, Sty, and GH
can act in synergy to produce an elevation of the tongue in
the palatal region; in this part of the tongue they act antago-
nistically with the GGa and the GGm. The Sty and GGm are
antagonists for the control of the vertical position of the dor-
sal part of the tongue. The GGp, SL, and GGm contribute to
the tongue tip elevation and their action can be counteracted
by that of the IL, the Sty, and the GGa. As for the control of
the width of the tongue in the transverse direction, Trans
tends to reduce it in the whole tongue body; GGa and GGm
are the main muscles enlarging it in the palatal part, while
HG contributes to its enlargement in the pharyngeal part.

2. Simulations of French vowels

In order to generate the 300 simulations used to deter-
mine the muscle activation patterns for the French vowels,
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FIG. 5. �Color online� Impact of the activation of individual lingual and mouth floor muscles on tongue shape �400 ms command duration, sufficient to reach
mechanical equilibrium�. The contours of the articulators �tongue and hyoid bone, mandible, hard and soft palates, and pharyngeal and laryngeal walls� are
given in the midsagittal plane �tongue tip on the left�. For every simulation, the target motor command of the only activated muscle equals 75% of the muscle
length at rest, except for the activation of the long muscles Sty, IL, and SL �85% of the muscle length at rest�. The dotted contours correspond to the tongue
shape in its rest position.
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the timing of the motor commands was as follows: at time
t=0, the central commands were equal to the muscle length
at rest; then they varied linearly for a transition time of
30 ms up to the target values. Coarse sets of motor com-
mands were first determined for each vowel, guided by prior
knowledge of the tongue shapes and by literature data. The
values of the commands for the main muscles involved in the
production of the vowels were then made to vary within a
more or less wide range around their primary value. The
range was determined according to the tongue shape sensi-
tivity to their modification.

Within the set of 300 simulations, the best motor com-
mands for French extreme vowels �Table II� were selected
based on the obtained tongue shapes and the formant pat-
terns. Optimal vowels were chosen in order to get the best
match between the tongue shape in the midsagittal plane

with PB’s MRI data, and between the formants computed
with the formants measured from PB’s acoustic data. The
tongue shapes and the formant patterns obtained for the 300
simulations were compared to the MRI data and the formant
patterns collected from subject PB. For each French extreme
vowel, the motor commands providing the best match of the
tongue shape experimentally measured on PB in the midsag-
ittal plane and of the corresponding formant patterns have
been selected as reference motor commands �Table II�. The
corresponding tongue shapes are represented in Fig. 7 �ob-
lique anterior and posterior views� and the formants are
given in Table III �the lip aperture and protrusion are also
indicated in this table�. Table IV summarizes the force levels
computed at the end of the selected simulations for every
tongue and mouth floor muscle. The values indicated corre-
spond to the algebraic sum of the force levels computed for
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FIG. 6. �Color online� Impact of the activation of individual lingual and mouth floor muscles on tongue shape �400 ms command duration, sufficient to reach
mechanical equilibrium� �frontal view�. For every simulation, the target motor command of the only activated muscle equals 75% of the muscle length at rest,
except for the activation of the long muscles Sty, IL, and SL �85% of the muscle length at rest�. The shape of the tongue at rest is given on the bottom right.

TABLE II. Motor commands used for the production of French cardinal vowels and for /./. These values are given as a percentage of the muscle length at
rest. Values below 1 therefore correspond to a voluntary activation.

Vowel GGa GGm GGp Sty HG Vert Trans IL SL GH MH

/i/ 1.03 1.05 0.60 0.90 1.23 1.13 1.05 1.02 1.09 0.76 0.75
/./ 0.98 0.98 0.98 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.94
/u/ 1.20 1.20 0.91 0.84 1.25 1.35 0.95 0.98 1.20 0.95 0.80
/a/ 0.75 1.10 1.00 1.10 0.70 0.85 1.30 1.00 1.20 1.05 1.05
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each macrofiber. It is not a true value of the force exerted on
the tongue, but it provides a fair idea of its order of magni-
tude. Figure 7 reflects the traditional relationships between
the French extreme vowels �anterior versus posterior, low
versus high� while the formants are consistent with the clas-
sic published values and with acoustic data obtained for the
speaker PB �Table V�. We note a good correspondence be-
tween the formants of the acoustic data measured for PB and
those obtained with the simulations. The average difference
between the formants that were measured and those that
were simulated is below 3.3% for the first four formants. The
difference does not exceed 4.3% for the first formant �vowel
/u/� and 10.2% for the second formant �vowel /i/�.

Due to the redundancy of the system �some pairs of
muscles interact as agonist-antagonists�, the commands were
also chosen such that the amount of force generated by the
different muscles remains reasonable. Only the extreme car-
dinal vowels will be presented in detail.

a. Muscle activation pattern in vowel /i/. Figure 8 shows
the tongue shapes obtained by simulation and those obtained
experimentally for the speaker PB �CT data�. Some discrep-

ancies can be seen in the tongue posterior part, but the de-
limitation of the tongue contours in this area is less precise
�the delimitation of the tongue body on CT images is a te-
dious and less obvious task in this part of the body, due to the
presence of the hyoid bone, epiglottis, and other soft tissues�
and acoustically less relevant than in the anterior part. This
figure shows a good correspondence between the experimen-
tal results and the computed data, in particular, in the anterior
part of the tongue, which plays an important role in the pro-
duction of vowel /i/. As expected from Fig. 5, since vowel /i/
is an anterior and high vowel �Fig. 7�a��, the model predicted
the GGp, GH, and MH muscles to play a fundamental role in
its production. In addition to their slight impact on the
tongue geometry �see Sec. III A 1�, the GH and MH muscles
can help stiffen the mouth floor, thanks to a significant
propagation of the stress into the lingual tissues. Activated
alone, the styloglossus pulls the tongue backward �Fig. 5�d��;
this movement is here counterbalanced by the strong GGp
activation, while both muscles elevate the tongue in the pala-
tal region. For the transversalis and the anterior genioglos-
sus, the motor commands �� commands of the EPH� are

TABLE III. Lip aperture la and protrusion lp chosen for the determination of the vocal tract area function �based
on Abry et al., 1980� and the values of the first four formants for the simulation of French oral vowels �extreme
cardinal vowels and /./�. These values were computed with WINSNOORI software.

Vowel
la

�cm2�
lp

�cm�
F1

�Hz�
F2

�Hz�
F3

�Hz�
F4

�Hz�

/i/ 3 0.5 321 2095 2988 4028
/./ 1.5 0.8 502 1235 2407 3612
/u/ 0.3 1.5 298 723 2547 3450
/a/ 4.5 0.8 667 1296 2875 3948

6
8

10
12

−2
0

2

6

8

10

12

antero−posterior
axis (cm)tranverse axis (cm)

ve
rt

ic
al

ax
is

(c
m

)

(a) vowel /i/

6
8

10
12

−2
0

2

6

8

10

12

antero−posterior
axis (cm)

transverse axis (cm)

ve
rt

ic
al

ax
is

(c
m

)

(b) vowel /u/

6
8

10
12

−2
0

2

6

8

10

12

antero−posterior
axis (cm)transverse axis (cm)

ve
rt

ic
al

ax
is

(c
m

)

(c) vowel /a/

6
8

10
12

−2

0

26

8

10

12

ve
rt

ic
al

ax
is

(c
m

)

antero−posterior axis (cm)

transverse
axis (cm)

(d) vowel /i/

6
8

10
12

−2

0

26

8

10

12

ve
rt

ic
al

ax
is

(c
m

)

antero−posterior axis (cm)

transverse
axis (cm)

(e) vowel /u/

6
8

10
12

−2

0

26

8

10

12

ve
rt

ic
al

ax
is

(c
m

)

antero−posterior axis (cm)

transverse
axis (cm)

(f) vowel /a/

FIG. 7. �Color online� Final tongue shape for the simulation of the French cardinal vowels �first row: anterior oblique view; second row: posterior oblique
view�.
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larger than the muscle lengths at rest �Table II�. From a mo-
tor control perspective, these two muscles can consequently
be seen as being in their rest state, and their activation is the
result of reflex loops �Table IV�. The transversalis reflex ac-
tivation avoids an overwidening of the tongue that would
otherwise result from the combination of the GGp activation
�see Sec. III A 1�, while ensuring a contact between the pala-
tal arch and the lateral borders of the tongue in the alveolar
region. The GGa reflex activation limits tongue elevation in
the median alveolar region, thus creating the slight groove
characteristic of an /i/. The voluntary activations are consis-
tent with the EMG data of Baer et al. �1988�, except for the
Sty, for which no activity was measured by these authors for
vowel /i/. With the model, the combined activation of the
GGp and Sty is essential to precisely control the location of
the constriction for high vowels. This co-activation is con-
sistent with our previous findings with a 2D tongue model
�Payan and Perrier, 1997�.

Qualitatively the tongue shape proposed for /i/ is in good
agreement with different kinds of data published in the lit-
erature. This is true for the 2D shape in the midsagittal plane,
which is consistent with Bothorel et al. �1986� data for
French speech sounds. It is also true for the 3D distribution
of the contacts between the hard palate and the upper dental
arch on the one side and the tongue lateral borders on the
other side. These contacts are represented in Fig. 10�a�. The
surface of contact stretches over the whole hard palate and is
also extended to the inner aspects of the molars. In addition,
we note the presence of contacts between the apex and the
mandible inner surface, behind the lower incisors �not
shown�. These observations are consistent with the EPG data
of Stone and Lundberg �1996� �Fig. 9� and Yuen et al. �2007�
for English vowels.

b. Muscle activation pattern in vowel /u/. The model
produces vowel /u/, a posterior and high vowel �Fig. 7�b��,
essentially with the activation of the styloglossus, the mylo-
hyoid, and the transversalis �Table II�. As with vowel /i/, the
model requires the activation of the MH to stiffen the mouth
floor and thus contribute to the tongue elevation, due to the

complementary action of other muscles. The styloglossus al-
lows the tongue to be pulled both backward and upward. The
GGp is also active. It increases the size of the vocal tract
back cavity by propelling the tongue forward and contributes
to the upward movement of the tongue. The transversalis
contributes to the limitation of the tongue widening, but this
is not its only role. Indeed, for this vowel the model uses an
active recruitment of the transversalis in order to facilitate
the tongue elevation, due to the incompressibility of the lin-
gual tissues �note, however, that the amount of force gener-
ated by the transversalis is close to that used in the produc-
tion of /i/�. The motor commands proposed in our model are
consistent with the EMG data of Baer et al. �1988�. Here
again, the 2D tongue shape in the midsagittal plane is in
good agreement with data of Bothorel et al. �1986�. In our
simulation, the tongue tip is located in the midheight of the
tongue. Figure 10�b� shows the distribution of the contacts of
the tongue dorsum and the tongue tip with the surrounding
structure, namely, the hard and soft palates, the superior den-
tal arch, and a part of the pharyngeal walls. The figure shows
that the tongue post-dorsal surface is laterally in contact with
the inner surface of the molars and, further back, with the
lateral sides of the pharyngeal walls. The contacts between
the tongue and hard palate observed in the simulations are
consistent with the EPG data of Stone and Lundberg �1996�
�Fig. 9� and Yuen et al. �2007�. However, EPG data do not
provide information on possible contacts between the tongue
and velum.

c. Muscle activation pattern in vowel /a/. Vowel /a/, a
posterior and low vowel, was essentially produced in the
model with the activations of the HG and GGa muscles �Fig.
7�c� and Table II�. The HG pulls the tongue backward and
downward but also rotates the tongue tip toward the palate

TABLE IV. Final force levels �in newtons� observed for every tongue and mouth floor muscle during the production of the French cardinal vowels and /./.
The levels of force indicated correspond to the algebraic sum of the forces computed for every macrofiber. Bold cells represent voluntarily activated muscles.

Vowel GGa GGm GGp Sty HG Vert Trans IL SL GH MH

/i/ 0.51 0 25.82 6.90 0 0 1.61 0 0 3.37 13.89
/./ 0.11 0.13 0.95 0.04 0.04 0.00 0.25 0 0.10 0.10 1.62
/u/ 0 0 6.73 7.42 0 0 1.83 0.47 0 1.02 6.79
/a/ 3.34 0 1.91 0 8.21 2.31 0 0.16 0 0 0.78

TABLE V. Values of the first four formants based on acoustic data obtained
for the speaker PB. The values were averaged over ten repetitions of every
one of the extreme cardinal vowels in different contexts.

Vowel
F1

�Hz�
F2

�Hz�
F3

�Hz�
F4

�Hz�

/i/ 311 2308 3369 4126
/u/ 285 792 2783 4055
/a/ 661 1291 2657 3717

FIG. 8. Superimposition of the shape of the tongue for the speaker PB �CT
data� �dense mesh� and the shape of the tongue obtained by simulation
�coarse mesh� for vowel /i/.
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�Fig. 5�e��. The GGa limits the apex rotation by flattening the
tongue tip and maintaining it in contact with the inner sur-
face of the mandible, thus preventing the creation of a sub-
lingual cavity and increasing the size of the anterior cavity.
The GGp activation is a reflex activation, since from the
motor command point of view it is in its rest state �see Table
II�; the GGp limits the backward movement of the tongue
and thus avoids the occlusion of the vocal tract in the laryn-
gopharyngeal region. The motor commands are in agreement
with the EMG data of Baer et al. �1988�. The tongue shape in
the midsagittal plane is in agreement with data of Bothorel
et al. �1986�. The lateral borders of the tongue are in contact
with the lower dental arch over its entire length, but not with
the palate. The lower surface of the tongue anterior part is
partially in contact with the inner surface of the mandible.
For vowel /a/, the EPG data of Stone and Lundberg �1996�
and Yuen et al. �2007� reported an either extremely limited
or non-existent contact between tongue and palate; the re-
sults obtained are consistent with their data.

B. Highlighting the role of the transverse muscle in
midsagittal tongue shaping

A 3D biomechanical tongue model allows the study of
the transverse muscle action during speech production. Since
speech has experimentally mainly been studied in the sagittal
domain, the potential role of this muscle has essentially been
ignored. However, it could be of great importance in speech
production, since it is the only muscle able to directly act on
tongue deformations in the transverse dimension orthogonal
to the sagittal plane.

The role of the transverse muscle in the midsagittal de-
formation of the tongue was recently observed by Gilbert
et al. �2007� for swallowing through the analysis of
diffusion-weighted MRI measurements. They found, in par-
ticular, that the recruitment of the transversalis is used to
generate depressions in the tongue to facilitate the movement
of the food toward the pharynx. Unfortunately, similar ex-
perimental observations do not yet exist for speech, and it is
a strength of our 3D model that it offers the possibility to
quantitatively assess the role of the transversalis in speech
production. As a matter of fact, the simulations of vowel
production reported in Sec. III A 2 highlighted the funda-
mental role of this muscle in the maintenance of the tongue
dimension along the transverse direction and its influence on
midsagittal shaping. These results have been obtained in the
context of our motor control model, based on the EPH
theory, which gives an account of the postural control in a
particularly effective way, thanks to the integration of reflex
activation in the muscle force generation mechanisms. In-
deed, the model predicts that for vowel /i/ �and also for the
high anterior vowels /y/ and /e/ not presented here�, the
transverse muscle is active, despite the fact that the motor
commands for this muscle were those of the rest position or
higher �see Eq. �2��. This is the result of a reflex activation
�or limited active contraction� due to the lengthening of the
transverse fibers induced by the centrally activated muscles
that mainly act on the tongue shape in the sagittal plane. This
reflex activation limits the amplitude of the deformations in
the transverse dimension and, in turn, due to the incompress-
ibility of tongue tissues, it increases the deformations in the
sagittal plane. According to the simulations, a voluntary ac-
tivation of the transversalis would lead to a decrease in the
tongue width that does not seem compatible with the produc-
tion of high anterior vowels, unless this decrease can be
compensated by the action of other muscles. Hence, the com-
bination of a voluntary co-activation of the transversalis and
of other tongue muscles could also be considered as an al-
ternative to the proposed reflex activation of the transversa-
lis. Such a strategy is realistic, but it would imply the acti-
vation of a larger number of muscles acting antagonistically,
inducing an increase the amount of force necessary to pro-
duce high anterior vowels. Our simulations do not rule out

FIG. 9. EPG data for American English vowels /i/ and /u/. Reprinted from
Stone, M., and Lundberg, A., J. Acoust. Soc. Am., “Three-dimensional
tongue surface shapes of English consonants and vowels,” 99�6�, 3728–
3737, 1996. Copyright© 1996, Acoustical Society of America.

FIG. 10. Illustration of the contacts between the tongue
dorsum and tongue tip, and surrounding structures of
the vocal tract for vowels /i/ �a� and /u/ �b� �superior
view, apex at the top�. The surrounding structures, rep-
resented by translucent gray meshes, include the hard
palate, the upper dental arch, the velum, and the pha-
ryngeal walls close to the velum. The entire tongue
mesh is represented, but only the tongue surface ele-
ments used for the detection of potential contacts be-
tween the tongue and the surfaces listed above are col-
ored. Red elements represent tongue surfaces in contact
with the surrounding structures, yellow elements repre-
sent tongue surfaces close to the surrounding structures,
and blue elements represent tongue surfaces far from
the surrounding structures.
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the possibility of a voluntary activation of the transversalis.
However, such a strategy does not sound like an economical
way to control tongue shapes for high vowels. As already
mentioned above, 2D or 2.5D models, such as those of Payan
and Perrier �1997� or Dang and Honda �2004�, could only
account for tongue incompressibility in the sagittal plane due
to a simplifying assumption assimilating volume conserva-
tion and area preservation in this very plane. In a way, this
simplifying approach implicitly included the role of the
transverse muscle, without formalizing it in explicit terms.
We have seen in Sec. III A 1 that this hypothesis led to par-
tially inaccurate conclusions concerning the role of muscles
taken individually. Our 3D modeling approach allows these
former conclusions to be corrected and emphasizes the indi-
rect role of the transverse muscle in the shaping of the
tongue midsagittally �Fig. 7�a��.

Based on simulations made with their 2D model, Perrier
et al. �2000� concluded that the main directions of deforma-
tion for the tongue during speech production as observed for
different languages �namely, the factors front and back rais-
ing of the parallel factor analysis �PARAFAC� of Harshman
et al. �1977�, see Jackson, 1988; Maeda, 1990; Nix et al.,
1996; Hoole, 1998, or more recently Mokhtari et al., 2007�
did not result from a specific speech control, but emerged
naturally from the actions of the major tongue muscles
�GGp, GGa, HG, and Sty�. Similar conclusions could be
drawn from Honda’s �1996� EMG data. The results concern-
ing the role of individual muscles in our 3D model can be
used to reformulate these conclusions more accurately. The
main directions of deformation could indeed emerge natu-
rally, provided that the tongue widening along the transverse
direction is strictly controlled by the reflex transversalis ac-
tivation. This reflex activation, based on the use of the motor
commands at rest, is not likely to be speech specific, since it
allows the tongue to remain within the space determined by
the dental arches, possibly in order to avoid biting problems
�several observations indeed show a widening of the tongue
for edentulous people �Kapur and Soman, 1964��. Taking
into account this reflex limitation of tongue width seems to
be essential to understanding the precise control process of
the place of articulation in the vocal tract.

IV. VARIABILITY OF MOTOR COMMANDS AND
TONGUE POSITIONING ACCURACY FOR VOWEL /i/

A. Methodology

The accuracy of speech motor control is an important
and still unsolved issue. Indeed, speech movements can be as
short as a few tens of milliseconds, so it is traditionally sug-
gested that cortical feedback, involving long latency loops,
can only be used to monitor speech after its production and
not during on-going production �see, for example, Perkell
et al., 2000 for details�. Tongue positioning has to be very
accurate though for the production of some sounds, such as
fricatives and high vowels. This apparent contradiction �the
absence of cortical feedback versus the accuracy require-
ment� suggests that speech motor control has developed into
a very efficient process to ensure, in a simple way, accuracy
and stability of tongue positioning. This efficient treatment

and accuracy can be seen as the result of the high amount of
training and experience in speaking that speakers have.

For the high vowel /i/ more specifically, it has been ar-
gued that control accuracy would come from a combination
of biomechanical effects, namely, the co-contraction of the
GGp and the GGa associated with tongue/palate contacts
�Fujimura and Kakita, 1979�. This effect is called the “satu-
ration effect.” Using a rudimentary 3D tongue model,
Fujimura and Kakita �1979� showed that the tongue was sta-
bilized during the production of /i/ when laterally pressed
against the palate, due to the combined action of the GGa
and GGp, which stiffened the tongue. Our 3D model, which
integrates numerous improvements as compared to Fujimura
and Kakita’s �1979� original model �smaller mesh elements,
non-linear tissue elasticity, gravity, stiffening due to activa-
tion, and accurate model of contacts�, offers a powerful con-
text to revisit this hypothesis and to better understand how
the different biomechanical factors interact. With the current
model, a number of simulations were realized around the
reference tongue shape for /i/ to evaluate the articulatory and
acoustic sensitivity of the vowel to changes provided to the
motor commands. The tongue shape variations as well as the
formant variations resulting from small changes in the cen-
tral commands were studied for this vowel, so as to better
understand the patterns of variability observed during its pro-
duction. The motor commands defined previously �see Sec.
III and Table II� formed the basis of this study. The motor
commands of the main tongue muscles �i.e., the anterior,
medial and posterior genioglossus, the styloglossus, the hyo-
glossus, the transversalis, the lingual inferior and superior
muscles, and the mylohyoid� were independently modified.
For the GGa, GGp, Sty, MH and Trans, the motor commands
were modified by �2%, �5%, �8%, and �10% around
their values at target. For the GGm, HG, IL, and SL, which
were not active during the production of vowel /i/ in our
modeling, the motor commands were only modified by −2%,
−5%, −8%, and −10%, since an increase in their values
would leave them inactive. The same lip protrusion and ap-
erture parameters as previously applied were used to gener-
ate the acoustic signals and to determine the formants asso-
ciated with the different area functions. Table VI indicates
the first three formants for each of the 56 simulations.

B. Results

Figure 11 shows the scatter plots in the midsagittal plane
for six nodes on the tongue surface obtained from the simu-
lations. Results are presented in the upper left panel for the
variations in all muscle commands together, and in the other
panels, more specifically, for the variations in the commands
to three muscles that play a major role in the production of
vowel /i/: the styloglossus and the anterior and posterior ge-
nioglossus. For the global results �upper left panel�, 3� el-
lipses characterizing the node position dispersion with a
Gaussian statistical model are superimposed on the data.
Considering first the influence of all muscles taken together,
the following observations can be made. In the pharyngeal
and velopharyngeal regions �three most posterior nodes�, the
major axes of the dispersion ellipses essentially correspond
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to a displacement along the front-to-back direction �from the
pharyngeal to the velopharyngeal position, lengths of the ma-
jor axes 3.0, 3.9, and 4.4 mm, respectively, lengths of the
small axes 1.5, 1.4, and 0.8 mm, angles of the major axes
with the antero-posterior axis 133°, 147°, 173°�. In the pala-
tal and alveopalatal parts of the tongue �second and third
nodes from the front�, the ellipses have no clear direction and
they tend to be more circular. In addition, the maximal vari-
ability is smaller than in the back part of the tongue �lengths
of the major axes 2.9 and 3.5 mm, respectively, lengths of
the small axes 2.4 and 2.1 mm�. Finally, in the apical part
�most anterior node�, a very strong correlation is observed
between elevation and forward movement. This leads to a
global ellipse orientation similar to the one observed in the
tongue blade region, but much stronger and clearer and with
much more variation along the principal axis �length of the
major axis 8.3 mm, length of the small axis 3.4 mm, and
angle of the major axis 147°�.

These observations are in quite good agreement with
experimental data published in the literature about vowel
variability. See, in particular, Perkell and Nelson, 1985;
Beckman et al., 1995; or Mooshammer et al., 2004: the
front-back orientation of the variability in the velar region
and the reduced variability in the palatal and alveopalatal
regions �the region of constriction for /i/� were already ob-
served by these authors. In addition, the absence of clear
orientation of the ellipses in the region of constriction was
also observed in two of the three subjects studied by
Mooshammer et al. �2004� while Perkell and Nelson �1985�
and Beckman et al. �1995� rather observed ellipses parallel
to the palatal contour in this region. The large variability in
the apical part was observed by Mooshammer et al. �2004�,
but not by Perkell and Nelson �1985� and Beckman et al.
�1995�. Note, however, that this specific aspect of the dis-
placement of the apex relative to that of the tongue body has
already been observed many times by different authors, in
particular, Perkell �1969�.

Our model allows one to look more specifically at the
biomechanical factors influencing these articulatory patterns.
Looking at the variability associated with the variation in the
GGa, GGp, and Sty activations separately, it can be observed
that the angle of the main ellipses in the three posterior nodes
is similar to the orientation of the scatter plots generated by
the Sty and GGa. However, for the GGp, the largest variabil-
ity is also observed in the front-back direction. The reduction
in the variability in the region of constriction is observed
both for the Sty and the GGp, while the GGa, in contrast,

TABLE VI. First, second and third formants computed after a local modi-
fication of the motor commands for vowel /i/. The formants for vowel /i/ are
given in Table III. The motor commands of the vowel /i/ were modified for
9 muscles independently by �2%, �5%, �8% or �10%. The formants
obtained following these modifications are given. In the �-model, an in-
crease in the motor commands corresponds to a decrease in the muscle
activation; therefore a modification by +10% corresponds to the lowest level
of activation for a given muscle, whereas a modification by −10% corre-
sponds to the highest level of activation.

F1 �Hz� F2 �Hz� F3 �Hz�

GGp +10% 350 2084 2942
+8% 340 2073 2931
+5% 322 2080 2950
+2% 326 2090 2976
−2% 317 2105 2992
−5% 309 2102 3014
−8% 305 2102 3024
−10% 302 2111 3026

GGa +10% 273 2078 3035
+8% 273 2078 3035
+5% 283 2082 3012
+2% 307 2099 3008
−2% 333 2082 2967
−5% 351 2071 2928
−8% 368 2062 2903
−10% 375 2049 2895

MH +10% 329 2101 2977
+8% 325 2096 2976
+5% 322 2095 2986
+2% 321 2095 2982
−2% 319 2091 2983
−5% 318 2100 2986
−8% 317 2096 2985
−10% 316 2096 2980

IL −2% 321 2097 2980
−5% 322 2094 2969
−8% 322 2098 2964
−10% 321 2103 2958

GGM −2% 321 2085 2979
−5% 322 2057 2960
−8% 321 2019 2938
−10% 322 2001 2924

HG −2% 320 2094 2986
−5% 323 2087 2973
−8% 326 2079 2963
−10% 331 2076 2957

Sty +10% 272 2009 3017
+8% 278 2018 3000
+5% 296 2050 2994
+2% 311 2076 2981
−2% 334 2135 3003
−5% 348 2167 2924
−8% 360 2214 2814
−10% 364 2251 2766

Trans +10% 316 2118 3049
+8% 317 2117 3043
+5% 318 2112 3027
+2% 320 2108 3004
−2% 321 2083 2966

TABLE VI. �Continued.�

F1 �Hz� F2 �Hz� F3 �Hz�

−5% 321 2069 2944
−8% 321 2056 2920
−10% 319 2048 2913

SL −2% 322 2094 2989
−5% 327 2104 2977
−8% 342 2103 2958
−10% 346 2106 2912
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shows the largest variability in this region. This can be inter-
preted in the light of the palatal contacts for vowel /i/ �see
Fig. 10�. The GGp and Sty act on the position of the whole
tongue body, whose variability in the constriction region is
limited by the palatal contacts. The GGa influences only the
center of the front part of the tongue, which is not in contact
with the palate. It can be noted that in our simulations the
styloglossus generates the largest variability, as compared to
the other muscles, except as explained above in the constric-
tion region. This phenomenon is intrinsically linked to the
approach that was used in our simulations. In the context of
the �-model, since the styloglossus macrofibers are longer
than in the other muscles, a given percentage of variation
generated a larger change in the commands for the styloglo-
ssus and then, in turn, larger changes in force level. This
approach could have influenced the global amount of vari-
ability depicted in the upper left panel of Fig. 11, but not its
relation with the node position on the tongue, neither in
terms of orientation nor of amplitude, except for the tongue
tip variation, which is largely dependent on the styloglossus.

As concerns the other muscles �not depicted in Fig. 11�,
their impacts are smaller, but some interesting observations
can be mentioned. The transversalis shows a notable contri-
bution in the variability in the velopharyngeal region �third
node from the back�, where an increase in its activation in-
duces backward displacements of the tongue dorsum. The
mylohyoid participates in the up-down displacements, with
an amplitude of approximately 1.5 mm in the pharyngeal
region.

C. The saturation effect for vowel /i/ revisited

From the simulations of the consequences of motor
command variability for tongue shape for vowel /i/, interest-
ing conclusions can be drawn for this vowel concerning the

influence of the GGa and of its variability on the vocal tract
shape and formants. Contrary to what could be inferred from
the statistical processing of articulatory speech data �see, for
example, Badin et al., 2002�, the central tongue groove ob-
served for vowel /i/ in many languages does not seem to be
a consequence of the combined activations of the GGp and
Sty muscles. It is, in fact, obtained in our model very spe-
cifically by activating the GGa. As mentioned above, this
statement is consistent with Fujimura and Kakita’s �1979�
hypothesis of a co-activation of the GGp and GGa in the
production of /i/.

However, the variability patterns generated with our
model, together with their interpretation in terms of the re-
spective influence of each muscle, strongly suggest that there
is no saturation effect, which would facilitate the accurate
control of the constriction area for /i/. This observation ques-
tions Fujimura and Kakita’s �1979� original hypothesis as
well as the numerous follow-up contributions that have used
this hypothesis to explain the control of high front vowels, in
particular, those of Perkell et al. �2000� and Badin et al.
�1990�.

In agreement with the work of the previous authors, our
model tends to confirm that the tongue is indeed stabilized in
its entirety by these palatal contacts, and that this should
contribute to simplifying its motor control. However, in con-
trast to Fujimura and Kakita’s �1979� tongue model, which
was quite rudimentary because of the computational limita-
tions existing at that time, our model shows that the variabil-
ity of the GGa activation leads to a variation in the alveolar
groove with noticeable consequences for its formant pattern
�see below�. This variation is highly localized in the globally
well-stabilized tongue, but it is fundamental to acoustics, be-
cause it plays on the constriction size.

The amplitudes of variation for the first three formants
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(b) Results for GGp
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(c) Results for GGa
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(d) Results for Sty

FIG. 11. �Color online� Displacement scatter plots �circles� for vowel /i/ in the midsagittal plane. Only the surface of the tongue is represented. Panel �a�
summarizes the results obtained for the nine muscles whose motor commands were modified. The 3� ellipses of dispersion are also represented, and their
major axes are drawn. Panels �b�–�d� represent the dispersion obtained when modifying the motor commands of the posterior genioglossus �b�, the anterior
genioglossus �c�, and the styloglossus �d� only.
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were as follows: 	F1�103 Hz, 	F2�250 Hz, 	F3
�283 Hz �Table VI�.2 An important part of the variability is
due to the styloglossus �impact on F1, F2, and F3, but see
our remark above about the force level variation for this
muscle�, but other muscles also have a noticeable influence,
either on the first, second, or third formant. The F1 variabil-
ity is due in great part to the modifications in the level of
activation of the GGa and Sty, and secondarily of the GGp
and SL. According to the model, the variability of F2 results
mainly from the modification of the Sty and GGm motor
commands, while that of F3 is due to the Sty and Trans.

The variability of F1 for /i/ has important consequences;
indeed the perception of vowel /i/ is sensitive to F1 varia-
tions in French �one can easily move from /i/ to /e/�. Like-
wise for F3, too low an F3 value moves the perception from
/i/ to /y/ �Schwartz and Escudier, 1987�. It can therefore be
concluded that the articulatory variability generated in the
simulations is too important to ensure proper perception of
vowel /i/. It is necessary to reduce it. This need for an active
reduction in the articulatory variability is consistent with the
observations made by Mooshammer et al. �2004� with Ger-
man speakers: they concluded from their study that the po-
tential saturation effect related to the interaction between
tongue and palate did not seem to be sufficient for their
speakers to meet the perceptive requirements of the German
vowel system, and that a specific control adapted to the in-
dividual palate shape of each speaker was necessary to limit
the articulatory variability and its consequences for percep-
tion.

This is then quite an important result as it throws back
into question a widely made assumption to explain the pre-
cise control of the vowel /i/, namely, the saturation effect.

V. IMPACT OF GRAVITY ON LINGUAL
MOVEMENTS

With the increasing use of MRI systems, numerous
speech data are acquired while the subject is lying on his or
her back. Due to the change in the orientation of gravita-
tional forces in relation to the head, this position is likely to
alter the vocal tract shape and its control. This is why many
studies have tried to compare the production of speech
sounds and speech articulations �either vowels or conso-
nants� for subjects when they are sitting, standing, or lying
�Weir et al., 1993; Tiede et al., 2000; Shiller et al., 2001;
Stone et al., 2007�. Our model allows the impact of gravity
to be tested and quantitatively assessed. With this aim in
view, the pattern of activation needed to keep the tongue in
its neutral position was first studied in the presence of a
gravitational field in an upright and in a supine position.
Then, the influence of gravity on the tongue shape during the
production of vowels was evaluated together with its impact
on the acoustic signal.

A. Impact of gravity in the absence of active and
reflex muscle activation

First, the impact of gravity alone on the tongue shape
and position was studied: the force generator was deactivated
�no internal force could be generated, whether active or re-

flex forces�. The final tongue shape is given in Fig. 12 for
upright and supine positions starting from the rest position
and after a 1 s movement. For a standing subject, there is a
clear lowering of the tongue body, which is particularly
marked in the posterior radical part of the tongue but is also
visible in its apical region �approximately 1.5 mm�. For a
lying down subject, the gravity alone produces a strong
backward displacement of the tongue body, with a displace-
ment of the tongue tip equal to 9 mm. These results show
that tongue muscle activations are required to maintain the
tongue in its rest position, whether the subject is lying on his
back or standing.

Reflex activation obtained with motor commands equal
to muscle lengths at rest is not sufficient to maintain the
tongue in the rest position, as shown by Fig. 13 for a 1 s
simulation. A small backward displacement of the apex
��1 mm� and of the rear part of the tongue is visible in the
upright position, as well as a more limited rotation of the
apex in the supine position than in the absence of muscle
activations �displacement of the tongue tip �3 mm�. A lim-
ited voluntary activation of the GGp and GGa combined with
a stronger activation of the MH associated with the reflex
activation of the other tongue and mouth floor muscles can
compensate for the gravity effect �commands indicated in
Table II for vowel /./�. Based on the model, the MH activa-
tion strengthens the mouth floor and limits the lowering of
the tongue inferior region �Fig. 5�k��. The GGp action pre-
vents the backward displacement of the tongue �Fig. 5�c��
and the GGa counteracts the GGp action in the apical and
dorsal areas, limiting the tongue elevation �Fig. 5�a��. A good
equilibrium between the activation of these three muscles,
based on numerous simulations, leads to the stabilization of
the tongue in a “neutral” upright position. Corresponding
force levels computed at the end of the simulation for every
tongue and mouth floor muscle are given in Table IV �vowel
/./�.
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FIG. 12. �Color online� Final tongue position in the midsagittal plane for 1 s
simulation under the influence of gravity alone. The neutral position of the
tongue and the hyoid bone �rest position for a subject in upright position� is
represented by a dotted line, the final shape for the tongue and hyoid bone
for a subject in upright position by a dashed line, and for a subject in supine
position by a solid line. Other solid lines correspond to the contours of the
mandible, hard and soft palates, and pharyngeal and laryngeal walls.
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B. Impact of gravity on French oral vowels

The impact of the subject position �upright or supine� on
vowel production was studied by modifying the orientation
of the gravitational field. Simulations were realized for the
supine position for the ten French oral vowels with the same
commands and the same timing as in the upright position.
The tongue shapes and positions for the supine and upright
positions were compared, as well as the force levels for
tongue and mouth floor muscles.

The differences in tongue shape and formant values be-
tween upright and supine positions were negligible for all
vowels. However, differences were noticed in the level of
forces developed by the GGp, with an increase in supine
position that is variable across vowels: the peak and the final
forces increased on the orders of 8% for /a/, 7% for /u/, and
1% for /i/. On the whole, this modification in the force level
affects in percentage more posterior than anterior vowels.
This is consistent with the fact that the production of front
vowels necessitates a strong force from the GGp anyway, in
comparison to which the gravitational force becomes
quasinegligible. Our results are also in agreement with ex-
perimental observations, in which an increase in the GGp
activity in supine position is commonly observed �see, for
example, the EMG data of Niimi et al. �1994� and Otsuka
et al. �2000��.

In the model, the tongue weight, which is on the order of
1 N, is small as compared to the muscular forces. Hence,
feedback activation efficiently counteracts the effects of
gravity orientation changes and limits tongue shape varia-
tion. This small shape variation is in contradiction to experi-
mental values typically found in the literature. For instance,
Badin et al. �2002� reported a more important backward dis-
placement of the tongue for both vowels and consonants in
supine position �MR images� compared to upright position
�cineradiofilm images�, which they attributed to the tongue

weight. Shiller et al. �1999� found differences in the formant
values between the upright and supine positions for vowels
/a/ and /
/. They found that when the head was in the supine
orientation, the jaw was rotated away from occlusion, which
led them to conclude that the nervous system did not com-
pletely compensate for changes in head orientation relative
to gravity. In the current model, the fact that the model has a
fixed jaw position �the same for the supine and upright ori-
entation� could in part explain the absence of notable differ-
ences. However, it should be mentioned that recent experi-
mental findings provide good support for our simulation
results. Indeed, Stone et al.�2007� showed that the impact of
gravity was low �or even negligible� for some speakers when
vowels were pronounced in context and not in an isolated
manner as has thus far been the case.

VI. CONCLUSION

A 3D finite element model of the tongue has been pre-
sented which was used to study biomechanical aspects and
tongue control during vowel production. The model provides
a high level of realism both in terms of compliance with
anatomical and morphological characteristics of the tongue
and in terms of soft tissue modeling hypotheses �geometrical
and mechanical non-linearity�. The tongue and mouth floor
muscles were controlled using a force generator based on the
EPH theory. Simulations with the model coupled with an
acoustic analog of the vocal tract allowed muscle activation
patterns to be proposed for the French oral vowels which
were consistent with the EMG data published in the literature
and which generated realistic tongue shapes, tongue/palate
contact patterns, and formant values. The simultaneous
analysis of these activation patterns and of the actual muscle
forces generated for each vowel revealed, among other
things, a systematic feedback activation of the transversalis.
This suggests that this muscle is used to maintain the dimen-
sion of the tongue quasi-constant along the transverse direc-
tion orthogonal to the sagittal plane. This role is very impor-
tant for the control of tongue shape in the midsagittal plane,
since, due to tongue tissue incompressibility, it allows more
deformation in this plane. This is consistent with the recent
experimental observations made by Gilbert et al. �2007� for
swallowing. The results obtained from the simulations have
led us to conclude that the main directions of tongue defor-
mation in the midsagittal plane �as described by the classic
front and back raising factors of Harshman et al. �1977��
could naturally emerge from the combined action of the ma-
jor tongue muscles and of the transversalis playing the role
of a “size maintainer” in the transverse direction. This con-
clusion is in line with Perrier et al. �2000�, who suggested
that these main directions of deformation are not speech spe-
cific, but are intrinsically linked to tongue muscle arrange-
ments.

The muscle activation patterns proposed for each French
vowel served as a basis for further studies. The patterns of
articulatory variability, and their associated acoustic variabil-
ity, were analyzed for local changes in the central commands
for vowel /i/. These results cast doubt over the idea, gener-
ally accepted since the work of Fujimura and Kakita �1979�,
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FIG. 13. �Color online� Final tongue position in the midsagittal plane for 1 s
simulation under the influence of the reflex activation alone. The neutral
position of the tongue and the hyoid bone �rest position for a subject in
upright position� is represented by a dotted line, the final shape for the
tongue and hyoid bone for a subject in upright position by a dashed line, and
for a subject in supine position by a solid line. Other solid lines correspond
to the contours of the mandible, hard and soft palates, and pharyngeal and
laryngeal walls.
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that a muscular saturation due to a simultaneous co-
activation of the GGa and GGp muscles would facilitate the
accurate control of /i/. Indeed, the tongue grooving in the
constriction region was shown to be sensitive to change in
the GGa activation with a significant impact on the F1 for-
mant value. The impact of gravity was also considered.
Simulations showed the importance of low-level feedback in
the postural control for the rest position, as well as the im-
pact of the head orientation on the tongue shape and position.
These results are at odds with data published in the literature
for isolated sound production, but they find support in the
recent work of Stone et al. �2007� on the production of vow-
els in context.

Further work will be required to significantly reduce the
computation time, and thus increase the number of simula-
tions and refine the results. Studies have also been under-
taken to assess the contribution of this model to medical
applications, in particular, the surgical planning of tongue
exeresis, with lingual tissue resection and reconstruction pro-
cesses. First results have proved to be promising and show
the potential of such a model �Buchaillard et al., 2007�. The
results obtained for the planning of tongue surgeries and the
comparison with patients’ data should also provide particu-
larly interesting information about the compensation pro-
cesses and the motor control mechanisms.
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Simulating talker-to-listener distance �TLD� in virtual audio environments requires mimicking
natural changes in vocal effort. Studies have identified several acoustic parameters manipulated by
talkers when varying vocal effort. However, no systematic study has investigated vocal effort
variations due to TLD, under natural conditions, and their perceptual consequences. This work
examined the feasibility of varying the vocal effort cues for TLD in synthesized speech and real
speech by �a� recording and analyzing single word tokens spoken at 1 m�TLD�32 m, �b�
creating synthetic and modified speech tokens that vary in one or more acoustic parameters
associated with vocal effort, and �c� conducting perceptual tests on the reference, synthetic, and
modified tokens to identify salient cues for TLD perception. Measured changes in fundamental
frequency, intensity, and formant frequencies of the reference tokens across TLD were similar to
other reports in the literature. Perceptual experiments that asked listeners to estimate TLD showed
that TLD estimation is most accurate with real speech; however, large standard deviations in the
responses suggest that reliable judgments can only be made for gross changes in TLD.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3205400�

PACS number�s�: 43.70.Fq, 43.70.Mn, 43.71.Bp, 43.72.Ar �ADP� Pages: 2052–2060

I. INTRODUCTION

Current virtual audio environments can effectively simu-
late the direction to a sound source relative to the listener but
have difficulty simulating distance. Using distance cues such
as overall level and direct-to-reverberant ratio requires the
listener to have prior knowledge of the intensity of the
source and/or the reverberance of the acoustic environment.
One class of sounds with which listeners are very familiar is
speech from a conversant. Listeners know from experience
that a talker adjusts his or her vocal effort to compensate for
the acoustic loss due to the distance separating them. A lis-
tener can use the learned acoustic correlates of vocal effort,
together with the received sound level, to estimate the talker-
to-listener distance �TLD�. In order to exploit this prior
knowledge of vocal effort cues for improving the simulation
of talker distance in virtual audio environments, it would be
necessary to have a means of imposing those cues onto either
synthesized or processed speech.

Several recent investigations have sought to characterize
the role of particular acoustic parameters in the perception of
vocal effort as it relates to distance. These data were used as
the basis for formulating the hypotheses described below.
One set of experiments performed by Brungart and Scott1

tested the role of talker speech intensity �production level� vs

intensity at the listener �playback level� in a distance identi-
fication listening task. Talkers were recorded in an anechoic
room with a microphone 1 m from their mouth. They were
instructed to produce single words and short phrases at se-
lected sound pressure level �SPL� thresholds in 6 dB inter-
vals. Then, the speech was played back over headphones to a
listener in a large open field, where the listener had several
distance markers serving as visual cues. They found that per-
ceived TLD doubled with every 8 dB increase in production
level for levels greater than or equal to 66 dB SPL at 1 m.
Brungart et al.2 then investigated how fundamental fre-
quency �f0� affects the perception of distance by pitch-
shifting speech such that the “up-shifted” or “down-shifted”
speech had a mean f0 that matched unmodified speech pro-
duced at a 6 dB higher or lower level, respectively. The
listeners again performed a distance identification task with
up-shifted, unmodified, and down-shifted speech. Their re-
sults indicated that down-shifted speech provides at least half
of the perceived TLD change when compared to unmodified
speech above 78 dB SPL at 1 m, while up-shifted speech
provides less than half of the perceived TLD change when
compared to the unmodified speech.

Liénard and Di Benedetto3 recorded isolated French
vowels at three different indoor TLDs: 0.4, 1.5, and 6 m.
Vocal effort at each distance was first established by a quali-
tative mutual comprehension exercise, in which the listener
�experimenter� and the talker engaged in a brief dialog. Their
analysis concentrated on the spectral properties of the vowels
that changed with vocal effort as a function of TLD. The data
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suggested that increases in fundamental frequency �f0�, first
formant frequency �F1�, and first through third formant am-
plitudes �A1, A2, and A3� occur as the TLD increases.

Eriksson and Traunmüller4 also used isolated vowels as
stimuli, with the changes in vocal effort being varied by the
distance between talker and experimenter and being evalu-
ated by the experimenters’ judgments. Similar to Brungart’s
work, they conducted distance identification listening tasks,
but with two separate tasks for the listeners: �a� estimate the
talker-to-receiver �communication� distance, where the lis-
tener in the perceptual experiment is not the receiver, and �b�
estimate the talker-to-listener �listening� distance, where the
recorded talker speaks to the listener in the perceptual ex-
periment. Their results suggested that listener’s memory is
more robust in estimating the communication distance,
which they believe is related to the talker’s vocal effort than
in estimating the listening distance, which they believe is
related to the overall acoustic losses due to distance. They
also noted increases in f0 and F1 and decreases in spectral
tilt �the relation of the formant amplitudes�, which corrobo-
rated the results of Liénard and Di Benedetto.3

Traunmüller and Eriksson5 investigated segmental and
suprasegmental changes that occur with increasing vocal ef-
fort as their subjects spoke one sentence �in Swedish� over
increasing TLDs in the set �0.3, 1.5, 7.5, 37.5, 187.5 m�.
They reported results from 12 adults �6 female, 6 male� and
8 children �4 female, 4 male� showing increases in intensity,
fundamental frequency, F1, and vowel durations as TLD in-
creases. They sampled the largest range of TLDs of the stud-
ies reviewed, but not with much resolution.

Tassa and Liénard6 used speech modification techniques
to transform speech produced with one level of vocal effort
to another. Demonstrations, but no data, are available at their
website, suggesting that intensity, pitch, and segment dura-
tions are much more salient cues for vocal effort than for-
mant frequencies or spectral tilt.

Other studies that manipulated vocal effort, but did not
directly study the effect of TLD on vocal effort, have used
masking noise to elicit changes in subjects’ vocal effort7,8 or
asked the subjects to achieve quantitative9 or qualitative10

target levels �e.g., using a sound level meter or requesting
“maximum vocal effort”�.

This work presents a systematic, comprehensive study
of the effect of TLD on vocal effort by combining aspects of
different past studies with logical extensions of their meth-
ods. The goals of this study are to quantify changes in vocal
effort that occur in actual conditions with varying TLD
�hereafter termed “production TLD”� and to better under-
stand how such changes in vocal effort affect the perception
of TLD �hereafter termed “perceived TLD”�. Specifically,
this work included

�1� conducting the collection of the speech corpus in a large,
open field, with actual talkers and listeners, rather than
using pre-recorded speech; this better captures the natu-
ral changes that occur in vocal effort with variations in
production TLD than some previous studies’ methods;

�2� sampling the production TLD space with more reso-

lution than previous studies �e.g., Liénard and Di
Benedetto3� while also sampling a large range of produc-
tion TLD like Brungart and Scott;1

�3� establishing comprehension at each production TLD
through a reading task requiring a qualitative response
from an actual listener, similarly to Liénard and Di
Benedetto;3

�4� at each production TLD, having the talkers speak a set of
isolated words that contain a wide range of vowels and
consonants;

�5� maintaining the natural changes in vocal effort due to
production TLD through a two-alternative, forced-choice
comprehension task for each word spoken; and

�6� for perceived TLD, asking listeners to estimate the com-
munication distance and the listening distance in sepa-
rate tasks, similarly to Eriksson and Traunmüller.4

This study used a formant-based speech synthesizer and
describes modifications to a standard vocoder algorithm used
to produce synthetic speech and modified real speech with
varied vocal effort intended to mimic changes that occur in
production TLD. Last, results from preliminary perceptual
studies of the real, modified, and synthesized speech are
given.

II. METHODS

A. Reference recordings

The reference recordings were conducted in a large,
open farm field. Four participants, males �P1, P2� and fe-
males �P3, P4�, each performed in talker-listener pairs: P1-
P2, P2-P3, P3-P4, and P4-P1. At each trial, one talker spoke
three randomized lists of 24 words at a predetermined ran-
dom production TLD. Three subsequent trials would then
elapse before that participant would be the talker again to
minimize vocal fatigue. None of the participants had prior
voice training, but participants P1, P2, and P3 knew each
other through work, and P2 and P4 knew each other casually.
This familiarity among the participants did not appear to
influence their effectiveness in communication, as the
method for eliciting appropriate vocal effort described below
resulted in only three comprehension mistakes, all at the 16
m production TLD: two during the third repetition for talker
P3 and listener P4, and one during the second repetition of
talker P1 and listener P2.

To establish communication at each distance between a
talker-listener pair, a preamble of five sentences, taken from
the Connected Speech Test,11 was spoken by the talker. The
listener then provided qualitative feedback �e.g., “I can’t hear
you”�, and additional preambles were spoken as needed until
comprehension was established. Speech tokens were then
collected using 12 pairs of single words from the Diagnostic
Rhyme Test �DRT�, repeated three times by the four talkers
at 11 production TLDs in the set �1, 1.4, 2, 2.8, 4, 5.6, 8,
11.2, 16, 22.4, 32 m�, for a total of 3168 words. Talkers were
given three randomized lists of the 24 words on paper at each
production TLD. Listeners circled the word they heard from
a list of pairs matched to the talkers’ lists, with the experi-
menter watching the listeners’ responses. Using talker-
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listener pairs promoted natural changes in vocal effort with
production TLD through both subjective feedback to the
talker �e.g., “You’re talking too quietly.”� and objective feed-
back via the forced-choice word discrimination task for the
listener. For the three instances in which the listener marked
the incorrect word in a pair, the experimenter asked the talker
to repeat that word once at the end of the current 24-word
list. The corpus of DRT words �see Table I� was selected to
maximize the sampling of consonants and vowels while
minimizing the number of tokens.

A Marantz PMD-600 digital recorder captured the sig-
nals �Fs=44.1 kHz� from two Sennheiser MKE-2 micro-
phones during the reference recordings. One microphone was
worn on the talker’s head and held at a fixed 15 cm from the
talker’s mouth, while the other microphone was fixed on a
stand 0.5 m away from the listener, approximately at the
listener’s ear height, along the line between the talker and
listener.

Acoustic analysis of the head-mounted microphone sig-
nal involved locating the 2048-point �46.4 ms� window that
contained the maximum energy during the vocalic portion of
each DRT word. Over that window, the means of following
parameters were calculated—intensity, fundamental fre-
quency �f0�, first through third formant frequencies �F1–F3�
and amplitudes �A1–A3�, and first and second harmonic am-
plitudes �H1 and H2�. The quantity H1-H2 was taken as a
correlate of open quotient: the percentage of time that the
vocal folds are open during one fundamental period, after
Hanson and Chuang.12 A linear regression was applied to the
changes in each parameter across production TLD as aver-
aged over all words and talkers, except for f0 and F1 for
which individual talker regressions were calculated.

Four hypotheses, listed below, were tested through the
analysis of the reference recordings. Each hypothesis sug-
gests an increase in a parameter with vocal effort as a func-
tion of production TLD, followed by an estimate of the rate
of change:

�1� intensity, by 8 dB per doubling of production TLD;
�2� f0, by 40 Hz per doubling of production TLD;
�3� F1, by 25 Hz per doubling of production TLD; and
�4� A3-A1 �spectral tilt�, by 2 dB per doubling of production

TLD.

The first hypothesis presumes a larger increase than was
reported from previous work because those studies did not
involve objective comprehension tests between talkers and
listeners, which could conceivably require talkers to increase
intensity beyond what is needed for sustained vowels
�Liénard and Di Benedetto� or a fixed sentence �Traunmüller
and Eriksson�. As such, the first hypothesis is based on the
perceptual results of Brungart and Scott, while recognizing

that their results reflect listeners’ perceptions rather than talk-
ers’ productions. The second, third, and fourth hypotheses
were dervied from Liénard and Di Benedetto’s reporting of
the average rate of increase with level for �a� f0 �5.1 Hz/dB�,
�b� F1 �3.5 Hz/dB�, �c� A1 �1.1 dB/dB�, and �d� A3 �1.3
dB/dB�.

B. Speech modification and synthesis framework

1. High-level synthesis

High-level synthesis �HLsyn�, a quasi-articulatory
speech synthesis system developed at Sensimetrics
Corporation,13,14 is driven by a 13-component vector updated
every 5 ms. The HLsyn concept is called “quasi-articulatory”
because it is based on the observation that many parameters
needed to control a formant synthesizer are not independent
but are constrained by the anatomy and physiology of the
human speech production system. HLsyn incorporates many
of these constraints in a higher-level control system layered
on top of a formant synthesizer �KLSYN88, developed by
Klatt and Klatt15� that generates the output speech. Thirteen
parameters control HLsyn and are transformed into the more
than 40 KLSYN88 parameters through a set of mapping re-
lations.

The 13 components are the fundamental frequency, the
first four formants, and eight more parameters related to the
physiology of speech production �e.g., the area of the velo-
pharyngeal port �an�, the area of the opening at the lips �al�,
the area of the tongue blade constriction �ab�, etc.�. The sub-
glottal pressure parameter �ps� can effect changes in f0 and
overall intensity, both of which have already been identified
as correlates of vocal effort.1–4,15,16

2. Synthetic speech

Synthetic speech tokens were generated using the HLsyn
speech synthesizer �Sensimetrics Corp.�. The acoustic pa-
rameters f0, intensity, A1, and spectral tilt �TL� were ma-
nipulated in the synthetic speech tokens to investigate their
effect on the perceived TLD. HLsyn implements changes in
TL as a low-pass filter applied to the voicing source, with TL
controlling the filter’s magnitude at 3 kHz relative to 300 Hz.
The HLsyn stimuli modeled only one talker and were not
intended to sound similar to any of the participants. One set
of synthetic speech tokens only varied in f0, with the intent
of identifying the relative importance of changing f0 to the
other parameter changes. Similar changes in A1 and TL were
not tested perceptually because those changes resulted in
speech that sounded unnatural.

3. MELP vocoding

The mixed excitation linear prediction �MELP� coder
is a purely parametric method that lends itself to high
quality analysis/synthesis in the absence of quantization.
It is the basis for the U.S. DOD standard FS-1017
�MIL-STD-3005�17 and the recently adopted NATO standard
�NATO STANAG 4591�. Its novelty is based on three inno-
vations: �a� a highly accurate pitch extraction algorithm that
has subsample precision, �b� a periodic excitation waveform
that has both pulse shaping and a natural jitter, and �c� an

TABLE I. The 12 word-pair subset of the DRT used as reference speech
tokens.

beat–meat daunt–taunt rue–you
boast–ghost dill–gill sag–shag
boss–moss fan–pan sank–thank

caught–taught mall–shawl wall–yawl
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overall excitation pattern that allows mixing periodic and
non-periodic characteristics in a frequency-dependent fash-
ion. Its parametric design is sufficiently modular so as to
allow changing the excitation, the vocal tract filtering, or
both. The speech modifications are carried out in two stages.
First, the incoming speech is parametrized; modifications to
the linear predictive coding �LPC� polynomial and excitation
parameters are made to change the formant frequencies and
amplitudes, spectral tilt, and pitch. In the second stage,
speech is synthesized using these new parameters.

4. Modified speech using a MELP vocoder

Modified speech tokens were produced using a modified
version of the MELP vocoder described above—altered to
allow manipulation of f0, intensity, A1, and spectral tilt.
Changing the f0 of the MELP-vocoded speech is straightfor-
ward as f0 is a parameter of the vocoder that can be directly
modified. However, the standard MELP vocoding algorithm
does not permit increasing f0 above 200 Hz. This limitation
is discussed more in Sec. III B. The reference recordings
made at TLD=1 m were processed by the vocoder to simu-
late production TLDs of 4, 8, 16, and 32 m.

Although the parameters of the MELP vocoder allowed
independent control of the vocal source and filter, the for-
mant amplitudes could not be directly modified from the
LPC polynomial A�f�. To overcome this limitation, the for-
mant bandwidths were modified to indirectly change their
amplitudes. To modify the formant bandwidths, each formant
was modeled as a two pole digital resonator with a pair of
complex conjugate poles located near the unit circle,

p1,2 = re�j�0. �1�

The amplitude of the transfer function of such a digital reso-
nator is given by Eq. �2�, after Proakis and Manolakis,18

�H��0�� =
1

�1 − r��1 + r2 − 2r cos�2�0�
. �2�

To manipulate the amplitude �H��0�� independently of the
pole frequency, the pole radius r can be changed. For r	1,
changing r will also affect the bandwidth of the resonator
B�0

according to

B�0
	 2�1 − r� . �3�

Oppenheim and Schafer19 showed that in the LP spectrum, a
formant bandwidth Bk can be approximated with Eq. �4� be-
low, which relates the group delay to the bandwidths for
single pole systems

Bk 	 
− 1

�
�ln� � � A�f�

� f
 − ln�2� +

� � A�f�
� f

�

Fk

,

�4�

where A�f� is the LP spectrum given by

A�f� = 1 − �
k=1

P

ake
−j2�fk, �5�

the derivative of A�f� is given by

�A�f�
� f

= j2��
k=1

P

ake
−j2�fk, �6�

and the derivative of �A�f� is given by

� � A�f�
� f

= Im� �A�f�
� f

A�f�
� . �7�

Setting Eq. �3� equal to Eq. �4� provides a method for ap-
proximating the formant pole radius r without explicit root
solving, as expressed in

r 	 1 +
1

2�

�ln� � � A�f�

� f
 − ln�2� +

� � A�f�
� f

�

Fk

.

�8�

Thus, the algorithm to alter the amplitude of a formant in a
LPC spectrum can be stated as follows:

�1� Approximate the radius of the formant r using Eq. �8�
above.

�2� Choose a new radius r̃=r+�r to model the desired for-

mant amplitude �H̃��0�� using Eq. �2�.
�3� Calculate the new formant bandwidth using Eq. �3�.
�4� Use the LSP-based formant bandwidth modification

method described by Morris and Clements20 to obtain
the new LPC coefficients.

Spectral tilt and gain were changed by manipulating multiple
formant amplitudes simultaneously. Figure 1 shows example
spectra using the above modification method.

C. Perceptual testing

The perceptual testing presented listeners with random-
ized speech tokens from one of the three sets of tokens: the
reference recordings, synthetic speech, or modified speech.
The listeners heard the tokens in a quiet office environment
�ambient noise below 60 dBA� over headphones �Sennheiser

FIG. 1. Spectra for original �solid� and modified �dashed� LPC polynomials,
showing increases in �a� A2, A3, and A4 by 8, 4, and 2 dB, respectively, and
�b� A3 and A4 by 4 and 2 dB.
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HD201� with two corrections applied to the tokens: a head-
related transfer function21 to produce a binaural signal from
the single channel original token and a frequency compensa-
tion function to flatten the headphone response to �3 dB
over 125–11025 Hz. The listeners were asked to identify the
distance between the talker and the conversant by sliding a
bar on a computer screen that represented the range of 1–32
m. Visual anchors in the form of scaled pictures of a talker at
1 and 32 m were displayed next to the corresponding ends of
the slider.

Two contexts were presented to the listeners in separate
experiments: first, where the listener is the conversant �the
“two-party” case�, a situation in which the speech signals
contain the full set of distance-related acoustic cues; second,
where a third party is the conversant at a variable distance
while the listener is at a fixed distance of 1 m from the talker
�the “three-party” case�, a situation that conveys vocal effort
cues but not the level variation due to distance. In the two-
party case, the listeners heard the token at its original re-
corded intensity, whereas in the three-party case the token
intensity was attenuated to simulate the 1 m fixed distance.
The two questions were asked separately; that is, after one
subject had listened to an entire set of reference tokens
and judged the two-party distance, they listened to the set
again without attenuation due to distance and were asked
to estimate the three-party distance. For audio samples of
the speech tokens, visit the website www.sens.com/
distance_cues/samples.

III. RESULTS AND DISCUSSION

A. Reference recordings

Of the parameters listed above in Sec. II A, those found
to vary systematically with production TLD were intensity,
f0, and spectral tilt �A3–A1�.

The change in intensity vs production TLD is shown in
Fig. 2, with a comparison of this study’s data to that of
Liénard and Di Benedetto3 and Traunmüller and Eriksson.5

The data were normalized to production TLD=1 m for the
comparison because the intensity was not calibrated to abso-

lute SPL for those other studies. The absolute intensity in this
study ranged from 82.4 to 96.7 dB SPL at 15 cm, which is
equivalent to 65.9 to 80.2 dB SPL at 1 m assuming a spheri-
cal source. Overall, the data from the three studies display
similar increases in intensity with production TLD that is
shallower than would be required to simply compensate for
the 6 dB per TLD doubling acoustic loss �shown as the solid
dark line in Fig. 2�. Furthermore, except for the 7 dB in-
crease in the 16–32 m doubling of production TLD, the in-
creases were much less than the hypothesized 8 dB per dou-
bling, which was based on perceptual data from Brungart
and Scott1 showing that an 8 dB increase in production level
results in a doubling of perceived TLD. Differences in meth-
odology likely explain this discrepancy, as this study’s refer-
ence recordings used actual talker and listener pairs with the
goal of comprehension at each production TLD, and the talk-
ers’ maximum SPL was about 80 dB at 1 m. In contrast,
Brungart and Scott recorded talkers at different target inten-
sities �production levels, not production TLDs� ranging from
35 to 95 dB at 1 m and then played the recorded speech to
listeners in a field with markers along the 0.25–64 m range.
Their expanded SPL range, particularly above 80 dB SPL at
1 m, contributed to their finding of the 8 dB increase in
production level per perceived TLD doubling.

Fundamental frequency changes with production level,
averaged over all DRT words, are displayed in Fig. 3 for the
individual talkers in this study, again compared to the mean
data from previous studies.3,5 For easier comparison, the data
have been normalized to the f0 at production TLD=1 m.
The increases seen in f0 with production TLD from this
study were not as large as expected based on the results of
Brungart et al.2 and Liénard and Di Benedetto,3 which led to
the second hypothesis. Even the largest increases in f0 were
only about one-half of what was hypothesized. However, this
study’s individual data are very similar to those of Traun-
müller and Eriksson,5 suggesting that using the perceptual
data of Brungart and Scott1 to extrapolate f0 increases out-
side the range used by Liénard and Di Benedetto3 overesti-
mated the actual increases in f0 with production TLD. Com-
paring this study’s results to changes in vocal effort elicited
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FIG. 2. Production level �dB� relative to the level at 1 m as a function of
production TLD �m�: mean data from this study, Liénard and Di Benedetto
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by other experimental conditions, Van Summers et al.8 and
Huber et al.9 both found more gradual increases in f0 with
speech intensity when using masking noise and intensity tar-
gets, respectively. Rostolland10 studied comfortable and
shouted voice—with an intensity difference of 20 dB—and
reported increases in f0 that are larger than the rate of change
with intensity in this study. In contrast, Bond et al.7 also
studied speech in masking noise and found increases in f0
with intensity similar to those for P1 and P4.

First formant frequency �F1� changes with production
TLD were not as consistent across talkers as the f0 changes,
as shown in Fig. 4. Again, the data are normalized to a pro-
duction TLD of 1 m for ease of comparison with other in-
vestigators’ data. Note that the data for P2 and P3 were so
nearly identical that their square markers overlap as the
middle data set from this study in Fig. 4. The maximum
increase in F1 for a doubling of production TLD ranged from
12 Hz �P1� to 82 Hz �P4�, bracketing the hypothesized 25 Hz
�based on the work of Eriksson and Traunmüller,4 Liènard
and DiBenedetto,3 and Traunmüller and Eriksson5�. How-
ever, increases in F1 exceeding 25 Hz per production TLD
doubling only occurred at the larger production TLDs: for
the 5.6–11.2 m and 8–16 m doublings of talker P4 and for
the 11.2–22.4 m and 16–32 m doublings for talkers P2, P3,
and P4. For a comparison with other methods of eliciting
changes in vocal effort, Van Summers et al.8 reported
changes in F1 in two male participants’ speech in quiet and
under increasing masking noise, while Huber et al.9 reported
changes in F1 with intensity for sustained /a/ vowels. One of
the participants in the study of Van Summers et al.8 showed
increases in F1 with increasing vocal effort resulting from
the increasing masking noise, while the other showed essen-
tially no change in F1. The female participants in the study
of Huber et al.9 showed an average increase in F1 that was
very similar to the increases shown by P1, P2, and P3 in this
study. In contrast, the males exhibited an average decrease in
F1 with increasing intensity.

The spectral tilt �TL=A3-A1� did increase with produc-
tion TLD but not at the rate hypothesized above. Figure 5
shows the mean change in TL over production TLD, again

normalized to a production TLD of 1 m. The hypothesized 2
dB increase per distance doubling, based on the formant am-
plitude changes noted by Liénard and DiBenedetto,3 was
only nearly approached at the final TLD doubling from 16 to
32 m. Perhaps their findings reflect different habitual degrees
of TL in French speech as compared to American English.
Compared to changes in TL with masking noise from the
data of Van Summers et al.,8 P1–P4 increased TL more
gradually with intensity, suggesting that the task difference—
increasing vocal effort to overcome noise rather than
distance—may lead the talkers to employ different strategies
acoustically.

B. MELP-vocoded speech tokens

The modified MELP vocoder processed some of the ref-
erence recordings from a production TLD of 1 m to produce
tokens that mimicked the changes in f0 and intensity that
occurred for production TLDs of 4, 8, 16, and 32 m. Tokens
intended to mimic a production TLD of 1 m were obtained
by passing the reference tokens through the vocoder without
modification.

In the MELP standard used for this study,17 f0 is re-
stricted to fall within a fairly narrow range, with a maximum
of 200 Hz. This excludes some f0 values measured from the
reference recordings, particularly at a production TLD of 32
m. Modifying the MELP framework to expand the f0 range
is non-trivial, as the framing, short-term predictors, long-
term predictors, harmonic voiced-unvoiced assignments, and
pulse dispersion would all be affected. As such, only f0 val-
ues that were below 200 Hz in the reference recordings were
used for producing MELP-modified tokens. With that limita-
tion, only the words “dill,” “ghost,” “mall,” “meat,” “shag,”
“taught,” and “you” were modified by the MELP algorithm
as they were spoken by all talkers with f0 below 200 Hz. For
male speakers, f0 was increased by 30 Hz to model a pro-
duction TLD of 16 m and by 65 Hz for 32 m. For female
speakers, f0 was increased by 20 and 40 Hz for production
TLDs of 16 and 32 m, respectively.

Although the MELP controls can be used to modify for-
mant bandwidths, the bandwidths of all poles must be modi-
fied to effect the desired change in amplitude of even one
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formant. This likely follows from the anatomical changes
used to alter one formant’s bandwidth or amplitude, which
will affect the other formants �e.g., stiffening the vocal tract
walls�. Further, spectral tilt also affects the formant ampli-
tudes. For the set of MELP tokens with modified spectral tilt
and gain, the spectral tilt was increased by 2 dB/oct to syn-
thesize vocal effort for a production TLD of 16 m and 4
dB/oct for 32 m. The spectral gain was increased by 8 and 15
dB for synthesizing the vocal effort for production TLDs of
16 and 32 m, respectively. Unfortunately, some formant and
f0 modifications, particularly for the higher f0 examples, re-
sulted in modified speech that sounded unnatural, possibly
confounding the perceptual results.

C. Perceptual testing

Figures 6 and 7 show the results of the perceptual tests
on the reference recording stimuli. Nine listeners participated
in the reference stimuli perceptual tests, with six �L1–L6�
participating in the two-party �Fig. 6� case and six �L1, L3,
L4, L5, L8, and L9� participating in the three-party �Fig. 7�
case. The filled circles show the mean values at each actual
distance, and the lines bounded by crosses show �1 standard

deviation. The means and standard deviations are calculated
across all talkers, DRT tokens, and listeners. In general, the
listeners’ perceived TLD increased with the production TLD,
but not at a 1:1 rate as shown by the solid black curve. Ten
t-tests, conducted only on adjacent production TLD data
�e.g., 4 m vs 5.6 m�, revealed significant differences at the
p=0.05 level for every adjacent pair, not necessarily an in-
tuitive result because of the large overlap in the adjacent
distributions, but likely due to the large number of listener
responses gathered—288 at each production TLD. For the
two-party case, the mean perceived TLD exceeds the produc-
tion TLD by as much as a factor of 4 �e.g., between produc-
tion TLDs of 1 and 4 m�, and that difference only drops
below a factor of 2 for production TLDs of 16 m and above.
Aside from the endpoints, the standard deviation �range of
5.0–7.7 m� remains relatively constant but is rather large
throughout the range.

For the three-party case, there is less of a tendency for
overestimating distance, and the standard deviation is similar
to the two-party case �range of 4.3–7.3 m, excepting end-
points�. However, there is more confusion �overlap� among
adjacent distances, especially in the 1–2 m range and the
2.8–5.6 m range. Qualitatively, the overlap in adjacent dis-
tributions appears to group the responses into five quanta:
1–2, 2.8–5.6, 8–11.2, 16–22.4, and 32 m. Ten t-tests on only
the adjacent response distributions revealed significant dif-
ferences at the p=0.05 level for all pairings except 1.4 m
with 2 and 2.8 m with 4 m, lending support to the grouping
observation.

Figure 8 shows the perceptual results from four listeners
�L1, L3, L7, and L9� for the HLsyn stimuli that vary in f0
only for the two-party distance estimates. The plot format
follows that of Fig. 6. Again, the general trend shows in-
creasing perceived TLD with increasing production TLD.
Note the similarity of the HLsyn token results shown in Fig.
8 and the reference recording results of Fig. 6, suggesting
that attenuation due to production TLD and changes in f0 are
salient cues, an observation supported by the work of Brun-
gart et al. and Brungart and Scott. Again, ten t-tests con-
ducted only on adjacent production TLD response distribu-
tions resulted in significant differences at the p=0.05 level
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FIG. 6. Perceived TLD �m� vs production TLD �m� data for the two-party
case with reference tokens. Circles are means, bounded lines are �1 s.d.,
black curve is 1:1 correspondence.
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case with reference tokens. Circles are means, bounded lines are �1 s.d.,
black curve is 1:1 correspondence.

0.7 1 1.4 2 2.8 4 5.6 8 11.2 16 22.4 32 44.8
0

5

10

15

20

25

30

35

Production TLD (m)

Pe
rc

ei
ve

d
T

L
D

(m
)

FIG. 8. Perceived TLD �m� vs production TLD �m� data for the two-party
case with HLsyn tokens. Circles are means, bounded lines are �1 s.d., black
curve is 1:1 correspondence.

2058 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Cheyne et al.: Talker-to-listener distance effects



for every pairing, just as with the reference stimuli. The per-
ceived TLD exceeds the production TLD by as much as a
factor of 2 �e.g., at 1 m�, except for the 32 m actual distance.

The three-party case was not tested for the HLsyn
stimuli due to listeners’ reports of the synthesized stimuli
sounding unnatural, with the unnaturalness increasing with
perceived TLD. The consistency of these reports of unnatu-
ralness suggested the potential of listeners categorizing their
responses based on some feature of the synthesized speech
that was not intended to evoke a perceptual change in TLD,
which would lead to confusing results. Thus, the three-party
tests were postponed until more natural HLsyn tokens could
be generated, and the two-party data must be interpreted with
this caveat.

Initial results of one listener’s �L1� perceived TLD for
the MELP-modified speech are shown in Figs. 9 and 10 for
the two-party and three-party cases, respectively. The stimuli
for these tests were generated as described in Sec. III B. The
responses in Fig. 9 demonstrate the feasibility of the system
for the TLDs of 1, 4, and 8 m in that the mean perceived
TLD increases with the production TLD, although the over-
estimation is similar to what is seen in Figs. 6 and 8. Four
t-tests, only between adjacent production TLD response dis-

tributions, revealed significant differences at the p=0.05
level for every pairing except the 8–16 m pairing. The re-
sponse confusion between 8 and 16 m and the decrease in
perceived TLD for the 32 m production TLD likely arose
from the f0 limitation of the current MELP vocoder algo-
rithm �see Sec. III B�. Listener L1 reported that some of the
MELP stimuli sounded unnatural, which could also contrib-
ute to the response confusion. Last, the authors decided that
the f0 limitation and unnatural quality of some tokens needed
to be addressed before additional listener data are collected
for the MELP stimuli to avoid listeners using unintended
cues to categorize their responses similarly to the HLsyn
data.

Figure 10 shows the three-party results from listener L1.
Note that here the response confusion appears reversed rela-
tive to that in Fig. 9: There is confusion among the 1, 4, and
8 m but distinction among the 8, 16, and 32 m production
TLDs. This observation is supported by four t-tests on the
response distributions of adjacent production TLDs, which
showed significant differences at the p=0.05 level only for
the 8–16 and 16–32 m pairings. This suggests that �for this
listener at least� although the vocal effort changes in f0 may
not have been realistic for the tokens at the larger production
TLDs, in the absence of attenuation due to production TLD
the MELP-modified vocal effort changes were sufficient for
discrimination. Thus, even without the range of f0 change
needed to mimic the actual changes in vocal effort, these
initial results support the feasibility of the approach.

IV. CONCLUSIONS

The reference recordings obtained during this work rep-
resent the largest corpus of real speech that varies in vocal
effort as it relates to production TLD. The analysis of these
recordings for changes in f0, intensity, and formant ampli-
tudes as a function of production TLD provides an initial
look at what aspects of speech vary systematically with vocal
effort, as vocal effort is modified to compensate for changes
in production TLD. Perceptual testing of synthetic and modi-
fied speech tokens revealed that in both the two-party and
three-party experimental paradigms, perceived TLD overes-
timates production TLD, but to a lesser extent when only the
vocal effort cues are available.

Algorithms for changing vocal effort, and thus perceived
TLD, would have numerous military and commercial appli-
cations. Potential military applications include �a� virtual
training environments with enhanced acoustic cues for con-
sistency with visual cues of nearby or distant talkers; �b�
command-and-control operations using virtual audio displays
where distance perception may enhance the separation of
talkers when added to directional cues; �c� remote battlefield
environments, such as several operators remotely controlling
unmanned aircraft or SWORDS robots, where a virtual
acoustic space incorporating distance and direction cues is
necessary to maintain awareness of their machines’ relative
locations when the operators’ physical separation from each
other does not mimic that of the machines; and �d� an aid for
unfamiliar route navigation, in which a virtual voice can
speak to the person�s� navigating the route �e.g., “Over
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FIG. 9. Perceived TLD �m� vs production TLD �m� data for the two-party
case with MELP-modified tokens. Circles are means, bounded lines are �1
s.d., black curve is 1:1 correspondence.
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FIG. 10. Perceived TLD �m� vs production TLD �m� data for the three-party
case with MELP-modified tokens. Circles are means, bounded lines are �1
s.d., black curve is 1:1 correspondence.
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here!”� and the voice contains perceptual cues relating to the
listener-to-target distance as well as direction. A related po-
tential application of an algorithm to modify vocal effort
would be to simulate a change in emotion, or specifically
urgency. For a command-and-control operation, a command
issued as a shout nearby a listener would naturally carry
more urgency or import to the listener than the same com-
mand spoken conversationally.

Potential commercial applications include �a� enhanced
realism in virtual audio spaces, such as motion pictures and
video games, to provide auditory cues for TLD that are con-
sistent with visual cues, �b� providing speaker separation in
teleconferencing on a monaural channel; and �c� aids for the
visually impaired, in which a virtual voice can be perceived
at the location of a distant object of interest. Last, these al-
gorithms could suggest solutions or partial solutions to the
inverse problem: Given a speech signal picked up at a listen-
er’s location, what is the distance to the talker? This
distance-estimation problem may also have potential military
and commercial applications �e.g., remote machine aware-
ness of its distance to talkers�.

V. FUTURE WORK

Several potential manipulations in speech that occur
with production TLD need further investigation. First, seg-
mental duration may increase with production TLD and may
vary with the type of segment. For example, vowel durations
may increase more rapidly than non-sonorant consonant du-
rations. Second, increases in f0 may not be simply a shift
across the entire voiced segment but may involve a larger
range of f0—perhaps starting and ending at similar f0 values
but increasing the excursion during the word. Third, changes
in formant amplitudes may also not be constant across the
vocalic portions of the words. Fourth, the vocal tract reso-
nances during fricatives may change with production TLD.
Fifth, the intensity of the non-sonorant phonemes �e.g., fri-
catives� may change differently from the sonorant phonemes
�e.g., vowels�. While not an exhaustive list of the potential
changes that may occur with speech over production TLD,
these five suggestions are the most probable next steps for
investigation.

Work with the MELP vocoder algorithm revealed its
limitations for this application. First, the bandwidth of the
MELP is restricted to 4 kHz, which limits the quality of the
modified speech particularly for female speakers. Manipula-
tion of the formant amplitudes to mimic those that occur
naturally requires a method whereby all target formant am-
plitude values can simultaneously be altered through multi-
variable optimization to obtain both the required formant
amplitude and spectral tilt changes with production TLD.

ACKNOWLEDGMENTS

The authors gratefully acknowledge the assistance of
Nathaniel Durlach in planning the experimental procedures
of this project. This work was supported by USAFOSR Con-
tract No. FA9550-05-C-0124.

1D. S. Brungart and K. R. Scott, “The effects of production and presenta-
tion level on the auditory distance perception of speech,” J. Acoust. Soc.
Am. 110, 425–440 �2001�.

2D. S. Brungart, A. J. Kordik, K. Das, and A. K. Shaw, “The effects of f0
manipulation on the perceived distance of speech,” in Proceedings of the
International Conference on Spoken Language Processing, Denver, CO
�2002�, pp. 1641–1644.

3J.-S. Liénard and M.-G. Di Benedetto, “Effect of vocal effort on spectral
properties of vowels,” J. Acoust. Soc. Am. 106, 411–422 �1999�.

4A. Eriksson and H. Traunmüller, “Perception of vocal effort and distance
from the speaker on the basis of vowel utterances,” Percept. Psychophys.
64, 131–139 �2002�.

5H. Traunmüller and A. Eriksson, “Acoustic effects of variation in vocal
effort by men, women, and children,” J. Acoust. Soc. Am. 107, 3438–3451
�2000�.

6A. Tassa and J. S. Liénard, “A new approach to the evaluation of vocal
effort by the PSOLA method,” The European Student Journal of Language
and Speech 00.01 �2000�, http://www.essex.ac.uk/web-sls/papers/00-01/
00-01.html �Last viewed February 29, 2008�.

7Z. S. Bond, T. J. Moore, and B. Gable, “Acoustic-phonetic characteristics
of speech produced in noise and while wearing an oxygen mask,” J.
Acoust. Soc. Am. 85, 907–912 �1989�.

8W. Van Summers, D. B. Pisoni, R. H. Bernacki, R. I. Pedlow, and M. A.
Stokes, “Effects of noise on speech production: Acoustic and perceptual
analyses,” J. Acoust. Soc. Am. 84, 917–928 �1988�.

9J. E. Huber, E. T. Stathopoulos, G. M. Curione, T. A. Ash, and K.
Johnson, “Formants of children, women, and men: The effects of vocal
intensity variation,” J. Acoust. Soc. Am. 106, 1532–1542 �1999�.

10D. Rostolland, “Acoustic features of shouted voice,” Acustica 50, 118–
125 �1982�.

11R. M. Cox, G. C. Alexander, and C. A. Gilmore, “Development of the
connected speech test �CST�,” Ear Hear. 8, 119S–126S �1987�.

12H. M. Hanson and E. S. Chuang, “Glottal characteristics of male speakers:
Acoustic correlates and comparison with female data,” J. Acoust. Soc.
Am. 106, 1064–1077 �1999�.

13H. M. Hanson and K. N. Stevens, “A quasiarticulatory approach to con-
trolling acoustic source parameters in a Klatt-type formant synthesizer
using HLsyn,” J. Acoust. Soc. Am. 112, 1158–1182 �2002�.

14K. N. Stevens and C. A. Bickley, “Constraints among parameters simplify
control of Klatt formant synthesizer,” J. Phonetics 19, 161–174 �1991�.

15D. H. Klatt and L. C. Klatt, “Analysis, synthesis, and perception of voice
quality variations among female and male talkers,” J. Acoust. Soc. Am.
87, 820–857 �1990�.

16D. S. Brungart, “A speech-based auditory display,” Proceedings of the
AES 109th Convention, Los Angeles, CA �2000�, pp. 1–11.

17T. P. Barnwell III, E. B. George, A. V. McCree, K. K. Truong, and V. R.
Viswanathan, “A 2.4 kbit/s MELP coder candidate for the new U.S. fed-
eral standard,” Proceedings of the International Conference on Acoustics,
Speech, and Signal Processing �1996�.

18J. G. Proakis and D. G. Manolakis, Digital Signal Processing: Principles,
Algorithms and Applications �Prentice-Hall, Englewood Cliffs, NJ, 1996�.

19R. W. Oppenheim and A. V. Schafer, Discrete-Time Signal Processing
�Prentice-Hall, Englewood Cliffs, NJ, 1989�.

20R. Morris and M. Clements, “Modification of formants in the line spec-
trum domain,” IEEE Signal Process. Lett. 9, 19–21 �2002�.

21http://sound.media.mit.edu/KEMAR.html �Last viewed August 21, 2008�.

2060 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Cheyne et al.: Talker-to-listener distance effects



Perceived loudness of speech based on the characteristics of
glottal excitation source

Guruprasad Seshadria�

Dept. of Computer Science and Engineering, Indian Institute of Technology Madras, Chennai 600036, India

B. Yegnanarayana
International Institute of Information Technology, Hyderabad 500032, Andhra Pradesh, India

�Received 6 June 2008; revised 10 July 2009; accepted 13 July 2009�

The impulse-like characteristic of glottal excitation in speech production is an important factor in
the perception of loudness of speech signals. This characteristic is attributed to the abruptness of the
closing phase in the glottal cycle. In this paper, an acoustic feature, called strength of excitation, is
proposed to represent the impulse-like nature of excitation. The strength of excitation is derived
from the linear prediction residual of speech signals, where the residual can be considered as an
estimate of the source of excitation. Since the loudness of speech is perceived over one or more
utterances of speech, it is hypothesized that the distribution of strength of excitation is indicative of
the perceived loudness of speech. The distribution of strength of excitation is shown to distinguish
between soft and loud utterances of speakers. The distribution can also help in discriminating
between the loudness of two speakers. The loudness measure obtained using the distribution of the
strength of excitation is in agreement with the subjective judgment of loudness of speech.
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I. INTRODUCTION

Perception of loudness of sound in human beings is de-
fined as the magnitude of auditory sensation, which depends
on the acoustic characteristics of the sound �Fletcher and
Munson, 1933�. Loudness of a sound is related to the distri-
bution of spectral energy of the sound �Fletcher and Munson,
1933; Fletcher and Munson, 1937�. Temporal properties of
sounds such as duration, and impulsive or rhythmic nature,
also affect the perceived loudness �Zwicker, 1977; Zwicker
and Fastl, 1999�. The problem of measurement and calcula-
tion of loudness of sounds has been studied extensively. A
method for calculating the loudness of a complex tone from
its frequency spectrum was proposed by Fletcher and Mun-
son �1933�. For sounds with a large number of spectral com-
ponents, the loudness of one component depends on the
masking effects of the other components, particularly when
the components are closely spaced �Fletcher and Munson,
1937�. Methods for computing the total loudness of a sound
from the values of loudness due to the constituent frequency
bands were suggested by Beranek et al. �1951� and Stevens
�1956, 1961�. Similarly, Zwicker and Fastl �1999� described
a procedure to compute the loudness levels of pure tones at
different frequencies, and to construct equal loudness con-
tours. In the case of pure tones or noise that has a uniform
distribution of energy in a given band of frequencies,
Zwicker and Fastl �1999� proposed the measurement of loud-
ness as a function of frequency separation of two pure tones,
and also as a function of bandwidth of the noise.

In applying the above methods for the calculation of
loudness of speech signals, two issues need to be taken into
account. First, the measurement of loudness in those meth-
ods was based on the response of the auditory perception
mechanism to sounds which were pure tones, combination of
pure tones, or noises of different bandwidths. But speech
sounds cannot be approximated by such signals. In particu-
lar, speech sounds cannot be modeled well by pure tones
�Warren, 1973�, since the short-time spectrum of speech sig-
nal has a gross envelope with a few prominent peaks �for-
mants� around which significant energy is concentrated, and
a fine structure corresponding to the fundamental frequency
and its harmonics �Fant, 1960�. Second, loudness is a per-
ceptual attribute which cannot be described merely by the
amount of acoustic energy or its spectral distribution. For
instance, a soft voice is perceived as soft, even if the level of
speech from loudspeaker is increased. Similarly, a loud voice
is perceived as loud, even in the presence of some amount of
ambient noise. Thus, apart from the amplitude or energy of
the speech signal, the excitation source and the vocal tract
system characteristics in the signal can also affect the per-
ception of loudness �Rothenberg, 1983�. Hence, there is a
need to examine the perception of loudness of speech based
on the production characteristics of speech signals.

Since loudness of speech is a perceptual attribute, an
exact definition of loudness is elusive. On a perceptual scale,
loudness of speech varies from a weak/soft voice, to a
normal/modal voice, and further to a loud voice, which can
extend up to shouting. This aspect of loudness is determined,
to a great extent, by the physiological characteristics of
speech production mechanism of the speaker. The perceived
loudness depends on the nature of the speech sound, due to
loading of the vocal tract system on the vocal source during
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the production. Loudness is also affected by the behavioral
characteristics of the speaker, such as emotional state of the
speaker. The behavioral characteristics can cause variations
in rhythm and rate of speech. They can also result in stress
on particular syllables of words, and the stress may vary for
different words in a sentence/phrase. Accentuation of
stressed syllables, which causes a change in the pitch pattern
of the stressed syllables relative to the nonstressed syllables,
is also a factor in the perception of loudness. Thus, loudness
is a perceptual attribute that is governed by both physiologi-
cal and the behavioral characteristics of the speaker, and is
perceived over a duration of one or more utterances of
speech. This paper attempts to provide a quantitative mea-
sure of the loudness of speech. The proposed measure is
governed by the characteristics of the source of excitation of
the speech signal, and is derived from an estimate of the
source of excitation.

During production of speech, the identity of the speech
sounds is governed mostly by the configuration of the vocal
tract system. The size and shape of the vocal tract are dic-
tated by the positions of the articulators. For the same con-
figuration of the vocal tract system, loudness can be varied
by varying the characteristics of glottal excitation. The char-
acteristics of glottal excitation in speech are �a� impulse-like
nature during glottal closure and �b� quasiperiodic nature of
the impulse-like excitation in voiced sounds. In this paper,
the impulse-like excitation is represented, both by the ampli-
tude and the “strength” of the impulse-like excitation. The
amplitude is estimated at the instant of the glottal closure,
whereas the strength is based on the spread of the impulse-
like excitation around the instant of the glottal closure. The
notion of strength of excitation is explained as follows:
Greater strength is associated with an excitation when a
given amount of energy is concentrated in a short duration of
time, than when the same energy is spread over a longer
duration of time. For a given vocal tract system, an ideal
impulse excitation can be said to have maximum strength,
whereas white noise excitation of the same energy as the
impulse, but spread over time, has the least strength. This
paper proposes methods for estimating the amplitude and
strength of excitation, and relates the perception of loudness
of speech to the strength of excitation.

II. TRADITIONAL MEASURES OF LOUDNESS OF
SPEECH

Measures of loudness of speech have been proposed
based on the physiological characteristics of speech produc-
tion and on the acoustic characteristics of speech signal. Per-
ceptual judgments of loudness, indicated by labels such as
“soft,” “normal,” and “loud,” serve as a reference for com-
parison with the physiological and acoustic measures of
loudness. Measurements of sound pressure level �Lane et al.,
1961; Ladefoged and McKinney, 1963; Allen, 1971; Or-
likoff, 1991; Sulter and Wit, 1996; Holmberg et al., 1988�
and subglottal pressure level �Ladefoged and McKinney,
1963; Allen, 1971; Sundberg et al., 2005� were observed to
be strongly correlated with the perceptual judgments of loud-
ness. Features derived from the measurements of glottal
waveform have been studied for their effect on the perceived

loudness of speech. Glottal volume velocity �Monsen and
Engebretson, 1977�, intraoral air pressure, oral airflow, sound
pressure �Holmberg et al., 1988�, and electroglottographic
�EGG� signals �Orlikoff, 1991� were obtained for male and
female subjects for different levels of loudness such as soft,
normal, and loud. In Holmberg et al. �1988�, the subglottal
air pressure and glottal airflow were derived from the mea-
surements of the intraoral air pressure, oral airflow, and
sound pressure. The maximum airflow declination rate
�MFDR�, defined as the maximum amplitude of the negative
peak in the first derivative of the glottal volume velocity, was
observed to be significantly lower in soft voices than in nor-
mal and loud voices �Holmberg et al., 1988; Sundberg et al.,
2005�. For each loudness condition, MFDR was observed to
be highly correlated with the sound pressure level �Holmberg
et al., 1988�. The MFDR parameter was found to increase
linearly with subglottal pressure �Sundberg et al., 2005�. Soft
voice had a more symmetrical waveform of the glottal vol-
ume velocity in general �in closing and opening phases in the
glottal cycle�, compared to loud voice �Monsen and Enge-
bretson, 1977; Orlikoff, 1991�. The closing portion of the
glottal waveform was more abrupt for loud voices than that
for normal and soft voices �Monsen and Engebretson, 1977�.
The less abrupt closure of the glottis in soft voices was also
observed to be responsible for less energy in the high-
frequency regions relative to the energy in the low-frequency
regions �Holmberg et al., 1988�. The slope of the EGG signal
in the closing phase in the glottal cycle was observed to be
proportional to the amplitude of the acoustic speech signal
�Orlikoff, 1991�. These observations based on physical mea-
surements of the glottal waveform provide motivation for
deriving similar features from the glottal waveform esti-
mated by inverse filtering the acoustic speech signal.

Measures of loudness of speech derived from the acous-
tic speech signal are based primarily on the characteristics of
vibrations of the vocal folds. Glottal flow waveform esti-
mated by inverse filtering the acoustic speech signal is pa-
rametrized to obtain such measures. Of these measures, the
MFDR showed a significant increase from soft to loud levels
�Sulter and Wit, 1996; Gauffin and Sundberg, 1989�. Also, a
strong correlation was observed between MFDR and spectral
tilt �Gauffin and Sundberg, 1989�. A strong correlation was
also observed between the abruptness of the closing phase in
the glottal cycle and the spectral tilt �Gauffin and Sundberg,
1989�, where the former is related to the decrease in the rate
of flow during the final part of the closing phase. Spectrum
of the glottal source showed lesser roll-off for loud voice,
compared to normal voice �Cairns and Hansen, 1994�. Doval
et al. �2006� observed that the maximum value of glottal
excitation controlled the mid-to-high-frequency spectral
slope in spectrum of the glottal flow waveform. Other pa-
rameters include open quotient �OQ� �i.e., proportion of the
duration of the cycle for which the glottis is open�, closed
quotient �CQ� �i.e., proportion of the duration of the cycle for
which the glottis is closed�, closing quotient �ClQ� �i.e., pro-
portion of the duration of the closing phase in each cycle�,
and speed quotient �SQ� �i.e., the time taken for the vocal
folds to open, divided by the time taken for them to close�.
While the OQ decreased from soft to loud voices �Dromey
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et al., 1992�, the CQ was observed to increase from soft to
loud voices �Sulter and Wit, 1996�. The SQ showed an in-
crease from soft to normal voices, and a decrease from nor-
mal to loud voices �Dromey et al., 1992; Sulter and Wit,
1996�. The ClQ was observed to be lowest for normal voice,
and increased for both soft and loud voices �Sulter and Wit,
1996; Bäckström et al., 2002�. Cummings and Clements
�1995� observed that the closing slope of the glottal wave-
form was significantly higher for loud voice compared to
normal and soft voices. Also, the closing duration was sig-
nificantly smaller for loud voice compared to normal and soft
voices. By contrast, the opening slope and the opening dura-
tion did not show specific trends or significant differences
among soft, normal, and loud voices. Bäckström et al. �2002�
defined a parameter called amplitude quotient �AQ� as the
ratio of the maximum amplitude of the glottal flow and the
negative peak of the differentiated glottal flow. Normalized
AQ, defined as the AQ normalized by the period of vibration,
was observed to decrease with increase in vocal intensity
�represented by sound pressure level�. Alku et al. �2006� ob-
served the variation in AQ as a function of MFDR, by vary-
ing the vocal intensity from “very soft” to “extremely loud.”
The AQ-MFDR curve showed a rapidly decreasing trend in
the soft-normal range, followed by convergence toward a
horizontal line for higher levels of loudness.

Configuration of the vocal tract may also undergo
changes during the production of loud voices. Schulman
�1989� observed that the patterns of movement of lips and
jaws in loud speech �measured by displacement, velocity and
relative timing associated with the movement� were ampli-
fied compared to normal speech. Spectral features derived
from the speech signal, such as spectral tilt, changes in the
formant frequencies and their bandwidths, and richness of
the short-time spectrum as indicated by harmonicity of the
spectrum, have been proposed as measures of loudness of
speech. Ternström et al. �2006� defined a feature called
“spectrum balance,” as the energy in the high-frequency
band �2–6 kHz� relative to that in the low-frequency band
�0.1–1 kHz�. This feature, when averaged across several
segments of similar vowels, increased from soft to loud
voice, but the rate of increase slowed down, or even stopped
altogether, at very high levels of loudness. Very loud speech
is mostly accompanied by a relative increase in the low-
frequency energy, in the form of a sharper spectral peak at
the first formant. Sundberg and Nordenberg �2006� defined
alpha measure as the ratio of spectrum intensity above and
below 1000 Hz, which was observed to increase linearly
with sound energy level, corresponding to the increasing lev-
els of loudness. Cairns and Hansen �1994� observed signifi-
cant shifts in the formant frequencies and their bandwidths
for loud voice, compared to normal voice. Gramming and
Sundberg �1988� observed that the fundamental frequency
was the strongest spectral component in soft voice, while it
was typically a harmonic of the fundamental in loud voice.
Moreover, the spectrum in loud voice was harmonically
richer �as measured by the number of harmonics of the fun-
damental in a given frequency band, and their spectral inten-
sities�, compared to soft voice which had very few harmon-

ics. For the vowel /a/, the first formant frequency was
generally observed to be lower in the soft voice, compared to
that in the loud voice.

Production of loudness in speech is also associated with
vocal effort of the speaker. While the term vocal effort is not
defined, Pickett �1956� described the range of vocal effort
from “weakest voiced whisper” to “loudest possible shout.”
Allen �1971�, and Glave and Rietveld �1975� observed that
an increase in the vocal effort resulted in a corresponding
increase in the perceived loudness. Glave and Rietveld
�1975� observed that, between the sounds produced with ef-
fort and those produced without effort, a constant difference
existed in the perceived loudness and also in the loudness
calculated based on Zwicker’s model. Traunmüller and
Eriksson �2000� defined vocal effort in terms of the distance
from the speaker as estimated by a group of listeners for a
given utterance, in the context of communication over a
range of distances. In general, increased vocal effort results
in an increase in the energy level, the spectral emphasis �an
acoustic feature reflecting the relative intensity in the higher
frequency bands�, the fundamental frequency, and the first
formant �Traunmüller and Eriksson, 2000�. Liénard and
Benedetto �1999� observed that the fundamental frequency
and the first formant were highly correlated with the vocal
effort, while the second and third formants did not vary sig-
nificantly. Also, the spectral emphasis and the amplitudes of
the first three formants increased significantly with increase
in the vocal effort.

The fundamental frequency of glottal vibration also re-
flects the variations in loudness. Studies by Harris and Weiss
�1964�, Lieberman et al. �1969�, and Monsen and Engebret-
son �1977� have shown that, in general, there is an increase
in the fundamental frequency for loud speech when com-
pared to soft and normal speech. Holmberg et al. �1988� too
observed that, in general, loud voice was produced with a
higher fundamental frequency than that of the normal voice,
whereas the fundamental frequency in a soft voice was either
higher or lower compared to that in a normal voice. Alku
et al. �2002� argued that speakers, while producing loud
voice, increased the fundamental frequency to increase the
number of glottal closures per unit time. This increased rapid
fluctuations in the speech pressure waveform, thereby in-
creasing the vocal intensity. Loud speech is also accompa-
nied by an increase in the durations of vowels, diphthongs,
and words �Cairns and Hansen, 1994; Traunmüller and
Eriksson, 2000�. However, not all increase in the fundamen-
tal frequency can be associated with an increase in loudness.
For instance, speakers can keep the pitch steady and yet pro-
duce varying degrees of vocal loudness �Sundberg et al.,
2005�. The patterns of vibrations of the vocal folds also re-
flect other features such as rhythm and rate of speech, and
the accentuation of stressed syllables �Johnstone and Scherer,
1999; Ladd et al., 1994�. Thus, change in the fundamental
frequency is an effect of the change in loudness rather than a
cause of it.

Some of the acoustic features described above have also
been used to characterize the labels of voice quality �Laver,
1994�, such as creakiness, breathiness �Klatt and Klatt, 1990;
Childers and Lee, 1991�, falsetto �Childers and Lee, 1991�,
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hoarseness, and roughness �Eskenazi et al., 1990�. These la-
bels of voice quality have been defined based on the configu-
rations of the laryngeal system �Laver, 1994�. Similarly, la-
bels of voice quality such as tense and lax are described
according to the degree of muscular tension in the laryngeal
and supralaryngeal systems, while nasality is described
based on the articulatory settings �Laver, 1994�. By contrast,
loudness cannot be characterized on a physiological basis
alone. Moreover, a degree of perceived loudness can be as-
sociated with all the above labels of voice quality. For in-
stance, tense voice sounds intrinsically louder than lax voice.
Also, loudness is not an exclusive feature, in the sense that
each voice quality can be realized with varying degrees of
loudness. Thus, loudness can be viewed as an underlying
feature that can be varied independently of the voice quality.

In summary, features of the glottal vibration play an im-
portant role in the production of vocal loudness. Two fea-
tures of the glottal vibration are significant, namely, the am-
plitude of the negative peak of the differentiated glottal flow
and the abruptness of the closing phase in the glottal cycle.
These features are reflected in other acoustic measures such
as sound energy level, spectral tilt, harmonic richness of the
short-time spectrum, and, to an extent, in the sharpness of the
formant peaks. However, the short duration of the impulse-
like excitation in time is not captured well in the spectrum.
Moreover, the estimation of the features of the glottal wave
is dependent on the method of parametrization of the glottal
flow waveform and the accuracy of the parameters. In view
of this, an acoustic feature called strength of excitation is
proposed in this paper, which can be derived from the in-
verse filtered signal. The motivation for deriving such a fea-
ture stems from the abruptness of the glottal closure, as il-
lustrated in Sec. III. Computation of the proposed feature of
strength of excitation is described in Sec. IV. Studies de-
scribed in Sec. V show that the distribution of strength of
excitation is related to the perception of loudness.

III. SIGNIFICANCE OF ABRUPTNESS OF GLOTTAL
CLOSURE

A. Speech material

Speech utterances of a male speaker, spoken with vary-
ing levels of loudness such as soft, normal, and loud, were
chosen from VOQUAL’03 database �d’Alessandro and Scherer,
2003�. The following sentence was uttered by the speaker
five times in each level of loudness: She has left for a great
party today. The speech signals and the corresponding elec-
troglottograph signals were sampled at 44.1 kHz, and both
the signals were synchronized in time.

B. Measure of abruptness of glottal closure

Figure 1 shows segments of speech signals within one
pitch period, and the differentiated EGG �DEGG� signals,
corresponding to soft, normal, and loud utterances. The seg-
ments are shown for the vowel /a/ in the word “party.” It is
observed from the DEGG signals in Figs. 1�b�, 1�d�, and 1�f�
that the abruptness of the glottal closure increases from soft
to loud utterances. The abruptness of the glottal closure is
reflected in the rate of decay of the DEGG signal from

around the instant of the glottal closure. It is necessary to
quantify the abruptness of the glottal closure to study its
relationship with perceived loudness. First, the instants of
glottal closure are estimated from the speech signal using a
method described by Smits and Yegnanarayana �1995�,
which is based on the properties of minimum phase signals
and group delay functions. A segment of 1 ms following the
instant of glottal closure is considered from the DEGG sig-
nal. This segment is normalized by dividing the samples in
the segment by the amplitude of the largest sample. The seg-
ment is approximated by a decaying exponential of the form
g�t�=e−t/�. Here the parameter � denotes the time constant,
and t denotes time. Let the samples of the segment of DEGG
be denoted by x�i�, i=0,1 ,2 , . . . ,N−1. Let ti denote the time
instant corresponding to the ith sample. It is assumed that
t0=0. Then, the parameter � is estimated using the method of
least squares as follows:

�* = arg min
�

�
i=0

N−1

�x�i� − e−ti/��2. �1�

The time constant �* indicates the abruptness of the glottal
closure. An abrupt closure of the glottis corresponds to a
faster decay of the exponential, resulting in a smaller value
of the time constant �*. A relatively gradual closure of the
glottis corresponds to a slower decay of the exponential, re-
sulting in a larger value of the time constant �*.

C. Results

The values of the time constant �* are computed from
the EGG signals of the soft, normal, and loud utterances. The
distribution of the parameter �* is shown in Fig. 2 for the
three levels of loudness. The distribution shows significant
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FIG. 1. Illustration of the abruptness of the glottal closure for soft, normal,
and loud utterances. Speech segments within one pitch period are shown in
�a�, �c�, and �e�, which belong to soft, normal, and loud utterances, respec-
tively. The segments correspond to the vowel /a/ in the word party in the
sentence: She has left for a great party today. �b�, �d�, and �f� show the
DEGG signals corresponding to �a�, �c�, and �e�, respectively.
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variation between the soft and the loud utterances. The dis-
tribution of �* for the normal utterances overlaps consider-
ably with those of both soft and the loud utterances, indicat-
ing that natural speech consists of segments of varying levels
of loudness. In practice, only the speech signals are avail-
able, and not the EGG signals. Hence it is necessary to de-
rive a measure of abruptness of glottal closure from the
acoustic speech signal.

IV. MEASURES OF AMPLITUDE AND STRENGTH OF
EXCITATION

To derive the features of amplitude and strength of ex-
citation from the source of excitation of speech signal, a
representation of the source of excitation is discussed in Sec.
IV A. Methods for estimating the amplitude and the strength
of excitation are described in Secs. IV B and IV C, respec-
tively.

A. Representation of source of excitation

In order to characterize the impulse-like nature of exci-
tation, an estimate of the source of excitation needs to be
derived from the speech signal. Linear prediction �LP� re-
sidual can be used to approximate the source of excitation
�Makhoul, 1975�. LP residual is obtained by passing the
speech signal through the inverse filter estimated during the
LP analysis. Figures 3�a� and 3�b� show a segment of speech
signal and its LP residual, respectively. LP analysis was per-
formed on overlapped segments of speech signal �size of
frame=25 ms, frame shift=5 ms, LP order=10, and sam-
pling frequency=8 kHz�. The prediction error in each glottal
cycle is usually large around the instant where impulse-like
excitation takes place. This happens around the instant of
glottal closure for each glottal cycle due to abruptness of the
closure. This is manifested as large amplitude fluctuations
�both positive and negative� in the LP residual. The detection
of these regions of large error in the LP residual is difficult
because of the amplitude values with either polarity occur-
ring around the instants of glottal closure. This difficulty can
be overcome by using the Hilbert envelope of the LP residual
�Ananthapadmanabha and Yegnanarayana, 1979�. The Hil-
bert envelope r�n� of the LP residual e�n� is given by

r�n� = �e2�n� + eH
2 �n� , �2�

where eH�n� denotes the Hilbert transform of e�n�. The Hil-
bert transform eH�n� of the signal e�n� is given by

eH�n� = IFT�EH���� , �3�

where IFT denotes the inverse Fourier transform, and EH���
is given by �Oppenheim and Schafer, 1975�

EH��� = �+ jE��� , � � 0

− jE��� , � � 0.
	 �4�

Here E��� denotes the Fourier transform of the signal e�n�.
The impulse-like nature of excitation can be observed clearly
from the Hilbert envelope of the LP residual, as shown in
Fig. 3�c�. The amplitude of the excitation can be estimated
by detecting the instants of the glottal closure, and then mea-
suring the peaks in the Hilbert envelope of LP residual
around the instants. Another approach for estimating the am-
plitude of the excitation is proposed in Sec. IV B.

B. Estimation of amplitude of impulse-like excitation

1. Computation of filtered signal

The impulse-like excitation is due to abruptness of the
glottal closure in each cycle. The characteristics of the se-
quence of impulse-like excitations are reflected across all the
frequencies in the speech signal including 0 Hz �hereafter
referred to as zero frequency�. Filtering the speech signal
through a resonator located at zero frequency helps in em-
phasizing the characteristics of excitation �Murty and Yeg-
nanarayana, 2008�. The system function of such a resonator
is given by

H�z� =
1

1 + a1z−1 + a2z−2 , �5�

where a1=−2 and a2=1. The above resonator de-emphasizes
the characteristics of the vocal tract, since the resonances of
the latter are located at much higher frequencies than the
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FIG. 3. �a� A segment of speech signal, �b� its LP residual, �c� Hilbert
envelope of the LP residual, �d� filtered signal ys�n� derived from the speech
signal, and �e� filtered signal yr�n� derived from the Hilbert envelope of the
LP residual.
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zero frequency. A cascade of two such resonators, given by
the system function G�z�=H�z�H�z�, is used to reduce the
effect of all the resonances of the vocal tract. Let s�n� denote
the input speech signal. Then the output xs�n� of the cascade
of resonators is given by

xs�n� = s�n��g�n� , �6�

where g�n� is the impulse response of the system function
G�z� and � denotes convolution operation. The output xs�n�
contains mainly the features of glottal vibrations. Filtering
the signal s�n� through the cascade of resonators causes the
output xs�n� to grow as a polynomial function of time. This
trend in xs�n� is removed by subtracting the average of
sample values over a window of 10 ms �approximately 0.5–
1.5 times the estimated pitch period�. The resulting trend-
removed signal ys�n� is given by �Murty and Yegnanarayana,
2008�

ys�n� = xs�n� −
1

2N + 1 �
k=−N

N

xs�n + k� , �7�

where 2N+1 is the size �in samples� of the window. The
signal ys�n� is called the filtered signal, an example of which
is shown in Fig. 3�d� for the segment of voiced speech in
Fig. 3�a�.

2. Slope of positive-to-negative zero crossings

Murty and Yegnanarayana �2008� observed that the lo-
cations of positive-to-negative zero crossings �PNZCs� of the
filtered signal ys�n� provide an accurate estimate of the in-
stants of glottal closure. It is observed that the filtered signal
ys�n� is free of the characteristics of the vocal tract system.
The filtered signal can also be derived from the Hilbert en-
velope r�n� of the LP residual, instead of the speech signal
s�n�. Let yr�n� denote the filtered signal derived from r�n�.
Figure 3�e� shows yr�n� for the segment of voiced speech in
Fig. 3�a�. We note from Figs. 3�d� and 3�e� that the locations
of the PNZCs derived from yr�n� are nearly the same as
those derived from ys�n�.

A strong peak in the Hilbert envelope r�n� has a corre-
sponding PNZC in the filtered signal yr�n�. It is observed
from Fig. 3�e� that the slope of yr�n� at a PNZC is propor-
tional to the amplitude of the corresponding peak in the Hil-
bert envelope r�n�. The slope of yr�n� at a PNZC is estimated
by considering a region of 0.125 ms on either side of the
PNZC, by assuming yr�n� to be linear in the vicinity of each
PNZC. To observe the relationship between the slope of
yr�n� at a PNZC and the amplitude of the corresponding peak
in r�n�, speech signals collected from 50 female and 50 male
speakers of TIMIT database �Garofalo et al., 1993� were
processed. For each speaker, ten spoken utterances were
used, whose durations ranged from 2 to 5 s. Only voiced
segments were processed. The scatter plots in Fig. 4 illustrate
the linear dependence of the amplitude of the peak of r�n�
and the slope of the corresponding PNZC in yr�n�. Both
these quantities, which form an ordered pair in the scatter
plots, are associated with an instant of glottal closure. Thus
the number of points in the scatter plot shown in Fig. 4�a�
�Fig. 4�b�� denotes the number of glottal closures in 500

utterances �50 female �male� speakers�10 utterances per
speaker�. For instance, if we assume that each of the 500
analyzed utterances contains 1 s of voiced speech, with an
average pitch period of 4 ms �8 ms� for the female �male�
speakers, then the number of glottal closures amounts to
125 000 �62 500�. The actual number of points in the scatter
plot shown in Fig. 4�a� is 156 264, while that in the scatter
plot shown in Fig. 4�b� is 69 359. The ordinate in Fig. 4
shows only the magnitude of the slope of yr�n� at a PNZC,
although the slope itself is negative. The values of the cor-
relation coefficient computed from the sets of points in Figs.
4�a� and 4�b� are 0.92 and 0.94, respectively. The values of
the correlation coefficient computed for different speakers
ranged from 0.90 to 0.98. Note the approximate linear rela-
tion between the amplitude of excitation and the slope at
PNZC, even though the gross slopes of the lines are different
for female and male speakers due to differences in their av-
erage pitch periods.

C. A measure of strength of excitation

Figure 5 shows segments of voiced speech, chosen from
the utterances of soft, normal, and loud voices. The impulse-
like excitation, as observed from the LP residuals of the

FIG. 4. Scatter plots to illustrate the linear dependence of the amplitude of
excitation and the slope of PNZC in the filtered signal yr�n� for �a� 50
female speakers and �b� 50 male speakers.
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FIG. 5. Illustration of the nature of excitation in soft, normal, and loud
utterances. Speech segments in �a�–�c� belong to soft, normal, and loud
utterances, respectively. The segments correspond to the vowel /a/ in the
word party in the sentence: She has left for a great party today. �d�–�f� show
the LP residual for the signals in �a�–�c�, respectively, while the figures
�g�–�i� show the Hilbert envelopes of the corresponding LP residuals.
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speech segments, is more spread out in time for the soft
utterances �Fig. 5�d��, compared to normal �Fig. 5�e�� and
loud �Fig. 5�f�� utterances. The impulse-like nature of the
glottal excitation can be observed clearly from the Hilbert
envelope of the LP residual, shown in Figs. 5�g�–5�i� for soft,
normal, and loud utterances, respectively. A measure of the
strength of excitation can be derived from a short segment
�1–3 ms� around the instants of impulse-like excitation. Fig-
ure 6�a� shows superimposed segments of the Hilbert enve-
lopes around these instants derived from soft utterances.
Each segment has a duration of 3 ms, and the location of the
peak in the Hilbert envelope of the LP residual is at the
center of the segment. Each segment is normalized by divid-
ing the samples of the segment by the largest amplitude in
the segment. All the segments are derived from the voiced
regions of five soft utterances of a male speaker in the VO-

QUAL’03 database and are superimposed, as shown in Fig.
6�a�. Similar plots are obtained for normal and loud utter-
ances, as shown in Figs. 6�b� and 6�c�, respectively. These
plots show that for soft utterances, the Hilbert envelope of
the LP residual is spread out more uniformly on either side of
the instant of impulse-like excitation. This indicates that the
impulses around the instants of impulse-like excitation are
not sharp in these cases. The impulses are much sharper for
loud utterances than for soft or even normal utterances.

To represent the sharpness in the Hilbert envelope of the
LP residual, a feature called strength of excitation is defined
as �=� /�, where � denotes the mean of the samples of the
Hilbert envelope of the LP residual in a segment around the
instant of impulse-like excitation, and � denotes the standard
deviation of the samples. For a segment of length N consist-
ing of an ideal impulse �in discrete-time domain� of ampli-
tude a, �=�N. For a segment of length N consisting of
samples of equal amplitude a /�N, �=0. The segment in this
case has the same energy as that of the ideal impulse of
amplitude a. This case represents the maximum deviation
from an ideal impulse. Thus the value of � lies between 0
and �N for any segment, irrespective of the amplitudes of the
samples in the segment. A higher value of � indicates greater
strength of excitation. In general, a segment having impulse-
like characteristics in excitation, as in the case of a loud
voice, has a smaller value of � and a larger value of �,
resulting in a larger value of �. By contrast, a soft voice with
greater spread around the center has a larger value of � and
a smaller value of �, resulting in a smaller value of �.

The strength � of excitation is computed for soft, nor-
mal, and loud utterances of the male speaker in the VO-

QUAL’03 database. Figure 7 shows the distribution of � for
the three types of utterances. The plot indicates that for soft
voice, the distribution has greater concentration of lower val-
ues of �, whereas for loud voice, the distribution is concen-
trated around larger values of �. Normal and loud utterances
can also be distinguished by comparison, since the propor-
tion of larger values of � is higher in loud utterances com-
pared to that in the normal utterances. Also, the discrimina-
tion between soft and loud utterances in the distribution of �
is comparable to that based on the distribution of the time
constant parameter derived from DEGG signals �Fig. 2�.
Therefore, the distribution of the strength of excitation can
be used as a measure of the perceived loudness of a given
speech signal. The distribution of � can be used to identify
soft and loud segments in the speech of a given speaker. The
distribution can also help in inferring some gross speaker-
specific characteristics, as discussed in the next section.

V. EVALUATION OF THE EFFECTIVENESS OF
STRENGTH OF EXCITATION

In this section, the ability of the distribution of the
strength ��� of excitation to distinguish between the levels of
loudness within individual speakers is examined. The distri-
bution is also used for comparing the loudness of speech
from two different speakers. It is examined whether the dis-
tribution of � is in agreement with the subjective judgment
of loudness of speech.
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FIG. 6. Segments of Hilbert envelope of LP residual in the vicinity of impulse-like excitations for �a� soft, �b� normal, and �c� loud utterances.
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FIG. 7. Distribution of the strength ��� of excitation for soft, normal, and
loud utterances.
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A. Speaker-specific nature of loudness

1. Speech material

Speech signals were collected from 44 speakers �13 fe-
male speakers and 31 male speakers� in two levels of loud-
ness, namely, soft and loud. The speakers were undergradu-
ate and graduate students, aged between 17 and 26 years. All
the speakers spoke Indian English, and the native language
of each speaker was one among Telugu, Hindi, Kannada,
Tamil, Marathi, and Oriya. The speakers were guided to lis-
ten to the soft and the loud utterances of the VOQUAL’03

database, so as to help them produce the two levels of loud-
ness while maintaining naturalness of their speech. Each
speaker uttered 20 sentences in soft level and in loud level.
The durations of these sentences ranged from 1 to 5 s. The
speech signals were sampled at 8 kHz.

2. Results

The collected speech signals were analyzed, and the dis-
tribution of the strength ��� of excitation was computed for
the soft and loud utterances of each speaker. Figure 8 shows
the distribution of � for two female and two male speakers,
chosen at random from among the 44 speakers for illustra-
tion. It is observed that the distribution of � does discrimi-
nate between the soft and loud utterances of the speakers.
The degree of discrimination, or separation between the dis-
tributions of � for soft and loud utterances, is speaker depen-
dent. For instance, the separation between the distributions is
less in Fig. 8�b�, compared to that in Figs. 8�a�, 8�c�, and
8�d�. Some speaker-specific characteristics can be inferred
from these figures. For instance, the speaker in Fig. 8�b� is
not able to produce utterances which are significantly louder
than the soft utterances. The distribution of � may also indi-
cate the range of loudness that can be produced by a speaker.
The plots in Fig. 8, derived from the speech of four speakers,
are indicative of the general trend. Any other set of four
speakers is equally suitable for illustration.

The distribution of � for a given loudness level of a
speaker can be approximated by a Gaussian probability den-
sity function. A measure of distance between two distribu-
tions is the Kullback–Leibler �KL� divergence �Kullback,
1968�. When both the distributions are described by univari-
ate Gaussian probability density functions, the KL diver-
gence is given by �Cover and Thomas, 1991�

dKL�A,B� =
1

2
��A

2

�B
2 +

�B
2

�A
2 	 − 1 +

1

2

�A − �B�2� 1

�A
2 +

1

�B
2 	 ,

�8�

where �A and �A denote the mean and the standard devia-
tion, respectively, of the samples in set A, while �B and �B
denote the corresponding quantities for the samples in set B.
Also computed is ��A−�B�, which is the absolute value of
the difference of the mean values �A and �B. In this study,
the samples in sets A and B are the values of the strength ���
of excitation. Let us consider the following two cases: �a�
When the values of � in both A and B are derived from the
soft utterances of a speaker, dKL�A ,B� and ��A−�B� are
small. �b� A similar behavior is expected when the values of
� in both A and B are derived from the loud utterances
of the speaker. If we denote soft and loud as two classes
of loudness, then the above two cases represent intra-class
comparisons. By contrast, inter-class comparisons are
those where the values of � in A and B are derived from
the soft �loud� and the loud �soft� utterances, respectively,
of a speaker. Both dKL�A ,B� and ��A−�B� are expected
to be larger in the case of inter-class comparisons than in
the case of intra-class comparisons. The ordered pair
���A−�B� ,dKL�A ,B�� is used to distinguish between soft and
loud utterances of a speaker, as described below.

Let S denote the set of values of � of a given speaker,
derived from the 20 utterances collected in soft voice. Let S1,
S2, and S3 denote three distinct subsets of S, such that the
values of � in each subset are derived from six utterances in
the soft voice. For the same speaker, let L, L1, L2, and L3

denote the corresponding sets derived from the loud
utterances. For each speaker, the following ordered
pairs are computed: �a� ���Si−�Lj� ,dKL�Si ,L j��, for i
=1,2 ,3, and j=1,2 ,3; �b� ���S−�L� ,dKL�S ,L��; �c�
���Si−�Sj� ,dKL�Si ,S j�� for i=1,2 ,3, j=1,2 ,3, and i� j; and
�d� ���Li−�Lj� ,dKL�Li ,L j��, for i=1,2 ,3, j=1,2 ,3, and i
� j. It was observed that �L��S, and �Li��Sj, for i
=1,2 ,3, and j=1,2 ,3, for all the speakers. The ordered pairs
in �a� and �b� denote inter-class comparisons within a
speaker, while those in �c� and �d� denote intra-class com-
parisons. Each ordered pair can be plotted as a point in a
two-dimensional plane. For each speaker, there are ten points
due to inter-class comparisons and six points due to intra-
class comparisons �since dKL�A ,B�=dKL�B ,A��. Figures
9�a� and 9�c� show the intra-class points for the recorded 13
female and 31 male speakers respectively, while Figs. 9�b�
and 9�d� show the inter-class points. For both female and
male speakers, the intra-class points are clustered closer to
the origin compared to the inter-class points which are far-
ther from the origin and have a greater spread. Thus, the
distribution of strength of excitation does help in distinguish-
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FIG. 8. Distribution of the strength ��� of excitation for four speakers. In
each case, the broken and the solid lines correspond to soft and loud utter-
ances, respectively. �a� and �b� correspond to two female speakers, while �c�
and �d� correspond to two male speakers.
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ing between the loudness levels of a speaker. The distribution
of � may also be useful in identifying those segments of
speech signal of a speaker which are relatively soft. Such
segments can then be processed, if necessary, to improve the
loudness of the signal.

B. Comparison of loudness across speakers

Given two speakers, human listeners can judge in most
cases, if the speech of one speaker is louder relative to the
speech of the other speaker. This is particularly so if both the
speakers belong to the same gender. This section describes
an experiment to compare the subjective judgment of loud-
ness and an objective measure of loudness.

The effect of prosodic factors such as changes in dura-
tion and pitch, on the perception of loudness in spontaneous
speech, can be significant. For instance, speakers tend to
raise their pitch while producing loud speech. Hence, when
the utterances used for subjective listening consist of read
speech corresponding to the same sentence, the prosodic
variations across different speakers may be comparable. The
subjective judgment of loudness is likely to be influenced
more by the excitation characteristics of the voices than by
the prosodic factors.

1. Speech material and subjective listening

Twenty-five subjects participated in the listening test to
judge the relative loudness of several pairs of utterances.
These 25 subjects belonged to the set of 44 subjects who
participated in the experiment described in Sec. V A 1. For
listening, speech signals corresponding to the utterances of
the same text were selected from 20 speakers �6 female and
14 male speakers� of TIMIT database �Garofalo et al., 1993�.
The average duration of the utterances is about 3 s. The sig-
nals were sampled at 16 kHz. The data were organized into
pairs of utterances where each pair belonged to one of the
following three types: �a� XY, when the pair consists of two

different speakers; �b� YX, when the order of the speakers in
the pair is reversed; and �c� XX, when the pair is a repetition
of an utterance of the same speaker. For listening tests, 40
pairs of utterances were used, with 30 pairs of type XY, 5
pairs of type YX, and 5 pairs of type XX. The pairs of type
YX and XX were used to check the consistency in the judg-
ment of the subjects. Of the 30 pairs of type XY, 10 pairs
consist of female speakers, and 20 pairs consist of male
speakers. The utterances in each pair were normalized so that
the energy of the signal was same in both the utterances.

The 40 pairs of utterances were presented in a random
order. The subjects did not know the identity of the speakers.
The subjects were asked to mark A or B, depending on
whether the first or the second utterance in the pair was
judged louder. They were asked to mark C if they observed
no perceptible difference in loudness between the two utter-
ances in a pair. For all the five pairs of type XX, all the
subjects marked C. If a subject’s decision on louder voice in
the pairs of type XY and YX was not consistent, then the
subject was regarded as inconsistent. If a subject was found
inconsistent in two or more of the five such cases, then the
decisions made by that subject were ignored. Out of the 25
subjects, four subjects were found to be inconsistent. Hence
the decisions by the remaining 21 subjects were considered
for evaluation. Out of these 21 subjects, the decision by the
majority of the subjects on a pair of utterances of type XY
was taken as the correct one. Here, the term majority denotes
that at least 11 subjects out of the 21 subjects have voted in
favor of one particular speaker, in a pair of utterances of type
XY.

The subjective tests gave a clear decision on louder
voice consistently, only for 21 out of the 30 pairs of the type
XY. For the remaining nine pairs, there was no clear decision
on the louder voice. This observation correlated with the
objective measure described in Sec. V B 2.

2. Objective measurement of loudness

The loudness of two speakers in a pair is compared us-
ing the distributions of the strength ��� of excitation. For
each speaker, ten utterances �including the utterance used in
the listening test� were used to derive the distribution of �.
The durations of the utterances varied from 2 to 4 s. All
speech signals were downsampled to 8 kHz for processing.
Let A and B denote the sets of values of � for a pair of
speakers. The ordered pair ���A−�B� ,dKL�A ,B�� is com-
puted, as described in Sec. V A 2. There are 30 such ordered
pairs corresponding to the 30 pairs of utterances of type XY,
and these ordered pairs are plotted as points in a two-
dimensional plane, as shown in Fig. 10. In Fig. 10�a�, the
points marked by “�” correspond to the nine pairs of speak-
ers, for whom a clear decision could not be made by the
listeners in the subjective test. Eight of these nine points lie
close to the origin, indicating lack of discrimination between
the distributions of � for the speakers in these pairs. Note
that the subjective tests were conducted using only one ut-
terance per speaker, whereas the distribution of � is obtained
using ten utterances per speaker. The points marked by “	”
in Fig. 10�a� denote the 21 pairs of speakers where one
speaker was rated as louder in the subjective test. Here, the
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FIG. 9. Illustration of the variation of speaker-specific loudness. �a� and �b�
show the results of intra-class comparisons and inter-class comparisons,
respectively, for 13 female speakers. �c� and �d� show the results of intra-
class comparisons and inter-class comparisons, respectively, for 31 male
speakers.
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points are located farther away from the origin compared to
the points marked by �. Thus, discrimination between the
loudness of two speakers based on the distributions of the
strength of excitation is in agreement with the subjective
judgment of loudness.

Figures 10�a�–10�d� correspond to the cases where the
distribution of � for each speaker is obtained using ten, six,
three, and one utterances, respectively. It is evident that the
discrimination between the clusters of 	 and � points is
reduced when the amount of speech data is reduced. Thus,
10–15 s of speech material may be required per speaker to
obtain a reliable estimate of the distribution of the strength of
excitation. The reliability of subjective judgment of loudness
may also improve with increase in the duration of speech
material used for listening.

VI. CONCLUSION

This paper presents a measure of perceived loudness in
the form of distribution of a feature called strength of exci-
tation. The strength of excitation represents the impulse-like
nature of excitation in speech production. Observation of the
electroglottograph signals indicates that the abruptness of
glottal closure during the production of voiced speech plays
an important role in the perception of loudness. The abrupt-
ness of the glottal closure lends the impulse-like characteris-
tic to the excitation. Two features of the impulse-like excita-
tion are investigated, namely, the amplitude and the strength
of excitation. These features are derived from the Hilbert
envelope of the LP residual of speech signal. The method
proposed for estimating the amplitude of excitation is based
on filtering the Hilbert envelope of LP residual through a
zero frequency resonator. The strength of excitation is de-
rived from a short segment of the Hilbert envelope of the LP
residual of speech signal, around the instant of impulse-like
excitation. The feature of the strength of excitation is that it
is independent of the period of glottal vibration, and does not

require parametrization of the glottal flow derivative. Experi-
ments show that the distribution of the strength of excitation
is strongly related to perceived loudness. The ability of the
distribution of the strength of excitation to distinguish be-
tween soft and loud utterances of individual speakers is dem-
onstrated using speech signals collected from a set of 44
speakers. Also, discrimination between the loudness of two
speakers obtained based on the subjective judgment is in
agreement with the discrimination between the distributions
of the strength of excitation of the two speakers. This is
illustrated on a set of 30 pairs of utterances, spoken by 20
speakers. Thus the distribution of the strength of excitation is
useful for comparison of loudness of speakers. The signifi-
cance of the amount of speech material required for reliable
estimation of the distribution is also discussed. Since loud-
ness varies over different segments of speech signal, it is
more appropriately described by the distribution of the
strength of excitation, than by the strength itself.

The proposed feature highlights the significance of the
nature of excitation in the perception of loudness. The fea-
ture of the strength of excitation can help in measuring the
loudness level of a speaker’s voice on a quantitative basis.
The proposed feature can be used to automatically identify
the segments or regions of speech signal with relatively less
loudness. Such segments may then be processed to enhance
their loudness, if necessary. The reliability of the distribution
of the strength of excitation improves with the amount of
speech data. This is mainly due to variation in loudness over
different segments of speech signal. Perceived loudness
could be different for different sounds, due to loading of the
vocal tract system on the vocal source during the production
of speech sounds. The perception of loudness in human lis-
teners is also influenced by prosodic factors, such as varia-
tions in pitch and duration, which are manifested over longer
durations of speech. Hence, the assessment of loudness by
human listeners is likely to improve with the duration of
speech data. Prosodic factors, such as stress on particular
syllables of words and accentuation of stressed syllables,
also affect the perception of loudness. The influence of such
factors on the perception of loudness needs to be studied and
quantified, in order to obtain a more comprehensive measure
of loudness of speech.

Alku, P., Airas, M., Björkner, E., and Sundberg, J. �2006�. “An amplitude
quotient based method to analyze changes in the shape of the glottal pulse
in the regulation of vocal intensity,” J. Acoust. Soc. Am. 120, 1052–1062.

Alku, P., Vintturi, J., and Vilkman, E. �2002�. “Measuring the effect of
fundamental frequency raising as a strategy for increasing vocal intensity
in soft, normal and loud phonation,” Speech Commun. 38, 321–334.

Allen, G. D. �1971�. “Acoustic level and vocal effort as cues for the loud-
ness of speech,” J. Acoust. Soc. Am. 49, 1831–1841.

Ananthapadmanabha, T. V., and Yegnanarayana, B. �1979�. “Epoch extrac-
tion from linear prediction residual for identification of closed glottis in-
terval,” IEEE Trans. Acoust., Speech, Signal Process. 27, 309–319.

Bäckström, T., Alku, P., and Vilkman, E. �2002�. “Time-domain parameter-
ization of the closing phase of glottal airflow waveform from voices over
a large intensity range,” IEEE Trans. Speech Audio Process. 10, 186–192.

Beranek, L. L., Marshall, J. L., Cudworth, A. L., and Peterson, A. P. G.
�1951�. “Calculation and measurement of the loudness of sounds,” J.
Acoust. Soc. Am. 23, 261–269.

Cairns, D. A., and Hansen, J. H. L. �1994�. “Nonlinear analysis and classi-
fication of speech under stressed conditions,” J. Acoust. Soc. Am. 96,
3392–3400.

0 0.1 0.2 0.3 0.4
0

2

4

6
(a)

|µ
A
−µ

B
|

d K
L(A

,B
)

0 0.1 0.2 0.3 0.4
0

2

4

6
(b)

|µ
A
−µ

B
|

d K
L(A

,B
)

0 0.1 0.2 0.3 0.4
0

2

4

6
(c)

|µ
A
−µ

B
|

d K
L(A

,B
)

0 0.1 0.2 0.3 0.4
0

2

4

6
(d)

|µ
A
−µ

B
|

d K
L(A

,B
)

FIG. 10. In each plot, the points marked by 	 denote those pairs for which
one speaker in each pair was judged as louder, based on the subjective
listening. The points marked by o denote those pairs for which neither
speaker in a pair was decisively voted as louder. For each speaker, the
distribution of strength of excitation was obtained by processing �a� ten
utterances, �b� six utterances, �c� three utterances, and �d� one utterance.

2070 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Seshadri and Yegnanarayana: Loudness of speech based on glottal excitation



Childers, D. G., and Lee, C. K. �1991�. “Voice quality factors: Analysis,
synthesis, and perception,” J. Acoust. Soc. Am. 90, 2394–2410.

Cover, T. M., and Thomas, J. A. �1991�. Elements of Information Theory
�Wiley, New York�.

Cummings, K. E., and Clements, M. A. �1995�. “Analysis of the glottal
excitation of emotionally styled and stressed speech,” J. Acoust. Soc. Am.
98, 88–98.

d’Alessandro, C., and Scherer, K. R. �2003�. “Voice quality: Functions,
analysis and synthesis �VOQUAL’03�,” ISCA Tutorial and Research
Workshop, Geneva, Switzerland, http://archives.limsi.fr/VOQUAL/
voicematerial.html �Last viewed 6/7/2008�.

Doval, B., d’Alessadro, C., and Henrich, N. �2006�. “The spectrum of glottal
flow models,” Acta. Acust. Acust. 92, 1026–1046.

Dromey, C., Stathopoulos, E. T., and Sapienza, C. M. �1992�. “Glottal air-
flow and electroglottographic measures of vocal function at multiple in-
tensities,” J. Voice 6, 44–54.

Eskenazi, L., Childers, D. G., and Hicks, D. M. �1990�. “Acoustic correlates
of vocal quality,” J. Speech Hear. Res. 33, 298–306.

Fant, G. �1960�. Acoustic Theory of Speech Production �Mouton, The
Hague, The Netherlands�.

Fletcher, H., and Munson, W. A. �1933�. “Loudness, its definition, measure-
ment and calculation,” J. Acoust. Soc. Am. 5, 82–108.

Fletcher, H., and Munson, W. A. �1937�. “Relation between loudness and
masking,” J. Acoust. Soc. Am. 9, 1–10.

Garofalo, J. S., Lamel, L. F., Fisher, W. M., Fiscus, J. G., Pallett, D. S., and
Dahlgren, N. L. �1993�. “The DARPA TIMIT acoustic-phonetic continu-
ous speech corpus cdrom,” Linguistic Data Consortium, Philadelphia, PA.

Gauffin, J., and Sundberg, J. �1989�. “Spectral correlates of glottal voice
source waveform characteristics,” J. Speech Hear. Res. 32, 556–565.

Glave, R. D., and Rietveld, A. C. M. �1975�. “Is the effort dependence of
speech loudness explicable on the basis of acoustical cues?,” J. Acoust.
Soc. Am. 58, 875–879.

Gramming, P., and Sundberg, J. �1988�. “Spectrum factors relevant to pho-
netogram measurement,” J. Acoust. Soc. Am. 83, 2352–2360.

Harris, C. M., and Weiss, M. R. �1964�. “Effects of speaking condition on
pitch,” J. Acoust. Soc. Am. 36, 933–936.

Holmberg, E. B., Hillman, R. E., and Perkell, J. S. �1988�. “Glottal airflow
and transglottal air pressure measurements for male and female speakers
in soft, normal, and loud voice,” J. Acoust. Soc. Am. 84, 511–529.

Johnstone, T., and Scherer, K. R. �1999�. “The effects of emotions on voice
quality,” in Proceedings of the 14th International Conference on Phonetic
Sciences, San Francisco, pp. 2029–2032.

Klatt, D. H., and Klatt, L. C. �1990�. “Analysis, synthesis, and perception of
voice quality variations among female and male talkers,” J. Acoust. Soc.
Am. 87, 820–857.

Kullback, S. �1968�. Information Theory and Statistics �Dover, Mineola,
NY�.

Ladd, D. R., Verhoeven, J., and Jacobs, K. �1994�. “Influence of adjacent
pitch accents on each other’s perceived prominence: Two contradictory
effects,” J. Phonetics 22, 87–99.

Ladefoged, P., and McKinney, N. P. �1963�. “Loudness, sound pressure, and
subglottal pressure in speech,” J. Acoust. Soc. Am. 35, 454–460.

Lane, H. L., Catania, A. C., and Stevens, S. S. �1961�. “Voice level: Auto-
phonic scale, perceived loudness, and effects of sidetone,” J. Acoust. Soc.
Am. 33, 160–167.

Laver, J. �1994�. Principles of Phonetics, Cambridge Textbooks in Linguis-
tics �Cambridge University Press, Cambridge�.

Lieberman, P., Knudson, R., and Mead, J. �1969�. “Determination of the rate
of change of fundamental frequency with respect to subglottal air pressure
during sustained phonation,” J. Acoust. Soc. Am. 45, 1537–1543.

Liénard, J.-S., and Benedetto, M.-G. D. �1999�. “Effect of vocal effort on
spectral properties of vowels,” J. Acoust. Soc. Am. 106, 411–422.

Makhoul, J. �1975�. “Linear prediction: A tutorial review,” Proc. IEEE 63,
561–580.

Monsen, R. B., and Engebretson, A. M. �1977�. “Study of variations in the
male and female glottal wave,” J. Acoust. Soc. Am. 62, 981–993.

Murty, K. S. R., and Yegnanarayana, B. �2008�. “Epoch extraction from
speech signals,” IEEE Trans. Audio, Speech, Lang. Process. 16, 1602–
1613.

Oppenheim, A. V., and Schafer, R. W. �1975�. Digital Signal Processing
�Prentice-Hall, Englewood Cliffs, NJ�.

Orlikoff, R. F. �1991�. “Assessment of the dynamics of vocal fold contact
from the electroglottogram: Data from normal male subjects,” J. Speech
Hear. Res. 34, 1066–1072.

Pickett, J. M. �1956�. “Effects of vocal force on the intelligibility of speech
sounds,” J. Acoust. Soc. Am. 28, 902–905.

Rothenberg, M. �1983�. “The effect of flow dependence on source-tract
acoustic interaction,” J. Acoust. Soc. Am. 73, S72–S72.

Schulman, R. �1989�. “Articulatory dynamics of loud and normal speech,” J.
Acoust. Soc. Am. 85, 295–312.

Smits, R., and Yegnanarayana, B. �1995�. “Determination of instants of
significant excitation in speech using group delay functions,” IEEE Trans.
Speech Audio Process. 3, 325–333.

Stevens, S. S. �1956�. “Calculation of the loudness of complex noise,” J.
Acoust. Soc. Am. 28, 807–832.

Stevens, S. S. �1961�. “Procedure for calculating loudness: Mark VI,” J.
Acoust. Soc. Am. 33, 1577–1585.

Sulter, A. M., and Wit, H. P. �1996�. “Glottal volume velocity waveform
characteristics in subjects with and without vocal training, related to gen-
der, sound intensity, fundamental frequency, and age,” J. Acoust. Soc. Am.
100, 3360–3373.

Sundberg, J., and Nordenberg, M. �2006�. “Effects of vocal loudness varia-
tion on spectrum balance as reflected by the alpha measure of long-term-
average spectra of speech,” J. Acoust. Soc. Am. 120, 453–457.

Sundberg, J., Fahlstedt, E., and Morell, A. �2005�. “Effects on the glottal
voice source of vocal loudness variation in untrained female and male
voices,” J. Acoust. Soc. Am. 117, 879–885.

Ternström, S., Bohman, M., and Södersten, M. �2006�. “Loud speech over
noise: Some spectral attributes, with gender differences,” J. Acoust. Soc.
Am. 119, 1648–1665.

Traunmüller, H., and Eriksson, A. �2000�. “Acoustic effects of variation in
vocal effort by men, women, and children,” J. Acoust. Soc. Am. 107,
3438–3451.

Warren, R. M. �1973�. “Anomalous loudness function for speech,” J.
Acoust. Soc. Am. 54, 390–396.

Zwicker, E. �1977�. “Procedure for calculating loudness of temporally vari-
able sounds,” J. Acoust. Soc. Am. 62, 675–682.

Zwicker, E., and Fastl, H. �1999�. Psychoacoustics: Facts and Models,
Springer Series in Information Sciences Vol. 22, 2nd ed. �Springer, Ber-
lin�.

J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Seshadri and Yegnanarayana: Loudness of speech based on glottal excitation 2071



Fractal ladder models and power law wave equations
James F. Kellya�

Department of Applied Mathematics, Naval Postgraduate School, Monterey, California 93943

Robert J. McGough
Department of Electrical and Computer Engineering, Michigan State University, East Lansing,
Michigan 48824

�Received 9 December 2008; revised 20 July 2009; accepted 21 July 2009�

The ultrasonic attenuation coefficient in mammalian tissue is approximated by a
frequency-dependent power law for frequencies less than 100 MHz. To describe this power law
behavior in soft tissue, a hierarchical fractal network model is proposed. The viscoelastic and
self-similar properties of tissue are captured by a constitutive equation based on a lumped parameter
infinite-ladder topology involving alternating springs and dashpots. In the low-frequency limit, this
ladder network yields a stress-strain constitutive equation with a time-fractional derivative. By
combining this constitutive equation with linearized conservation principles and an adiabatic
equation of state, a fractional partial differential equation that describes power law attenuation is
derived. The resulting attenuation coefficient is a power law with exponent ranging between 1 and
2, while the phase velocity is in agreement with the Kramers–Kronig relations. The fractal ladder
model is compared to published attenuation coefficient data, thus providing equivalent lumped
parameters. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3204304�
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I. INTRODUCTION

The attenuation coefficient in human and mammalian
tissue in the ultrasonic range has a power law dependence on
frequency.1–3 The power law exponent typically ranges be-
tween 1 and 1.7 for most tissue.2,4 Moreover, the power law
exponent has been experimentally correlated with the patho-
logical state of tissue.2,5,6 Classical theories for ultrasonic
absorption, such as thermo-viscosity,7 and Biot’s porous me-
dia theories8 predict a frequency-squared dependence in the
low-frequency limit, while classical relaxation predicts an
attenuation coefficient with a resonant peak at the relaxation
frequency of the material. However, neither of these behav-
iors is observed in soft tissue. Multiple-relaxation mecha-
nism models9 predict power law behavior over a narrow fre-
quency band by empirically choosing the proper weights and
relaxation frequencies, yet these models also fail to explain
power law behavior over large frequency bands.

Other phenomenological models for ultrasonic attenua-
tion in biological media have also been proposed.
Frequency-domain descriptions include the linear phase
model,10 the Hilbert dispersive model,11 the material impulse
response model,12 and power law models.13–15 These meth-
ods evaluate a frequency-dependent transfer function and
then perform a numerical inverse Fourier transform. Attenu-
ation and dispersion have also been modeled directly in the
time-domain via partial differential equations �PDEs� and
fractional partial differential equations �FPDEs�. PDE formu-
lations incorporate loss via integer-ordered derivatives,16,17

whereas FPDEs add loss to the wave equation with a time-
fractional derivative,18,19 a space-fractional derivative,20,21 or

the combination of an integer-ordered spatial derivative and
a time-fractional derivative.22,23 Nonlinear dissipative propa-
gation has also been described with fractional spatial deriva-
tives via generalizations of Burgers equation,24 as well as
transient elastic wave propagation in porous25 and viscoelas-
tic media.26 These FPDE models build on previous applica-
tions of fractional calculus to diffusion processes,27,28 relax-
ation processes,29 viscoelasticity,30,31 and seismology.22 A
third approach utilizes doublet mechanics,32 whereby dis-
crete microstructures are incorporated into the wave equa-
tion.

Within the viscoelastic and biomechanics communities,
lumped parameter networks, such as the Maxwell and Voigt
models, are commonly employed33,34 to model the mechani-
cal response of cells34–36 and bulk tissue37,38 to an applied
force. Lumped parameter networks have also been extended
to include infinite-ladder networks consisting of alternating
elastic and viscous elements33,39–41 and fractal tree
networks,42 which generate time-fractional rheological con-
stitutive equations30 for polymers. As discussed in Refs. 39,
33, and 40–42, the time-fractional derivative in the constitu-
tive equation captures the �1� elastic, �2� viscous, and �3�
self-similar properties described by these infinite networks.
To date, however, fractal ladder networks have not been ap-
plied to dispersion in soft tissue. Moreover, time-fractional
derivatives have been linked with diffusion27 and
relaxation28 on fractal structures. In these studies, the order
of the fractional derivative is a function of the fractal dimen-
sion of the underlying geometry. Within the ultrasonics com-
munity, however, this quantitative relationship between the
fractal nature of tissue and FPDE has not been explored
quantitatively.

This paper describes a model for the dissipative proper-
ties of soft tissue that employs hierarchical fractal networks.

a�Author to whom correspondence should be addressed. Electronic mail:
jfkelly@nps.edu
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Section II provides biological motivation and a review of
linear stress-strain relationships in viscoelastic materials. A
ladder model is then proposed by considering fractal net-
works of springs and dashpots.33,40–42 Section III derives a
fractional constitutive equation from the ladder model using
tools from fractional calculus. On the basis of this constitu-
tive equation, a FPDE utilizing a combination of integer-
ordered spatial derivatives and a time-fractional derivative is
derived from basic conservation laws in Sec. IV for linear
macro-homogeneous media. This FPDE, which was origi-
nally proposed within the seismology community22 and later
considered in the biomedical acoustics community,23 yields
both a power law attenuation coefficient and a phase velocity
predicted by the Kramers–Kronig relationships. In Sec. V,
the ladder model is matched to published data and analyzed
in terms of previous biomechanical and fractal models, fol-
lowed by the conclusion in Sec. VI.

II. FRACTAL LADDER MODEL

This section introduces a lumped parameter, fractal lad-
der network to model the stress-strain relationship in biologi-
cal media. From this fractal ladder network, a time-fractional
derivative constitutive equation is derived, thus providing a
physical basis for time-fractional FPDE such as the models
proposed by Caputo22 for seismic wave propagation in the
earth and Wismer23 for ultrasonic wave propagation in tissue.

A linear constitutive equation postulates a functional re-
lationship between the time-dependent stress tensor Tij�t�
and time-dependent strain tensor �ij�t� via a differential, in-
tegral, or integro-differential relationship that satisfies the
principle of superposition. Familiar examples of constitutive
equations, such as Hooke’s law for an elastic solid and New-
ton’s law for a viscous fluid, fail to predict the behavior of
many viscoelastic solids; therefore, generalized viscoelastic
models involving fractional derivatives and integrals have
been developed.30,31 This section proposes a constitutive
equation for biological media using a fractal ladder network
as a lumped parameter model. A qualitative biological model
is first postulated, followed by the basic theory of viscoelas-
ticity for a linear, non-Newtonian fluid.

A. Biological motivation

A mechanical model for the loss mechanism in mamma-
lian biological tissue is motivated in this section. This model
satisfies a power law attenuation coefficient ���� of the form

���� = �0���y �1�

over an appropriate frequency band, where � is angular fre-
quency and 1�y�2 is the power law exponent. Soft tissue
consists of hierarchical arrangements of elastic and fluid-like
components. These tissues are highly heterogeneous and
composed of over a hundred distinct cell types.43 Each tissue
consists of aggregates of cells suspended by a fluid-like
extra-cellular matrix �ECM�. The ECM is often modeled as
an aqueous solution of viscoelastic polymers, which possess
both solid and fluid-like properties. Individual cells are mod-
eled as elastic membranes containing fluid-like cytoplasm.34

Within the cytoplasm are distributed organelles, such as the

nucleus, endoplasmic reticulum, and lysosomes, which in
turn have an elastic membrane containing with a fluid-like
interior.43

This hierarchical arrangement is displayed at several
scales in Fig. 1. Panel �a�, which is on the scale of 200 �m,
contains an ensemble of mammalian cells, each bounded by
an elastic membrane that is suspended in a viscoelastic
ECM. Both the ECM and cytoplasm consist of complex
polymers �e.g., collagen� dissolved in a viscous fluid. The
resulting structure is therefore a viscoelastic material. In
panel �b�, which is on the scale of 20 �m, an individual cell
is shown at a higher level of magnification. Inside the elastic
membrane is the cytoplasm, which has viscoelastic proper-
ties that are similar to the ECM. Panel �c� displays the cell
nucleus on the scale of 5 �m, consisting of a double mem-
brane, a fluid-like nucleoplasm, and an elastic nucleolus in
the interior, which contains chromatin.43 Based on the struc-
ture shown in Fig. 1, both the viscoelastic properties and
self-similar, or fractal, properties of tissue are evident, which
motivates a simplifying hierarchical mathematical model.
Applying this biological picture, tissue may be visualized as
a recursive arrangement of fluid substrates containing elastic
membranes. Similar models, known as liquid drop models,
have been proposed within the biomechanics community to
describe the deformation of eukaryotic cells.34,35 These liq-
uid drop models typically model the cell membrane as a
cortical layer with a characteristic surface tension, whereas
the cytoplasm in the cell interior is modeled as a viscous,
incompressible fluid with a characteristic coefficient of vis-
cosity. The cell nucleus may also be included as an addi-
tional elastic component embedded within the viscous fluid.

In the following fractal model for the viscoelastic prop-
erties of tissue, an infinite number of nested elastic mem-
branes, each containing a viscous compressible fluid, is pro-
posed. By defining an infinite number of layers, larger
structures �e.g., ensembles of cells� and smaller structures
�e.g., cell nuclei� may be included within the lumped param-

~200 µm ~ 20 µm ~ 5 µm

ECM

Cell
Membrane

Cytoplasm

Nuclear
Membrane

Nucleolus

Nucleoplasm

FIG. 1. Schematic showing tissue structure at three different spatial scales
�tissue, cellular, and sub-cellular�. The first panel ��200 �m� displays an
ensemble of mammalian cells, each bounded by an elastic membrane, sus-
pended in a viscoelastic ECM. The second panel ��20 �m� displays an
individual cell at a higher level of magnification. The third panel �
�5 �m� displays the cell nucleus, consisting of a double membrane, a
fluid-like nucleoplasm, and an elastic nucleolus in the interior, which con-
tains chromatin �Ref. 43�. Although the specific biological structures vary at
each successive spatial scale, the essential features are the same: fluid sub-
strates containing elastic compartments. This self-similar pattern forms the
basis for the fractal structure shown in Fig. 2.
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eter framework. By allowing the number of structural com-
ponents to extend indefinitely, the self-similarity of biologi-
cal media is revealed. This topology is depicted in Fig. 2,
where the alternating elastic and viscous components are vi-
sualized as a self-similar hexagonal packing of spheres
within spheres. Each of the three panels in Fig. 2 corre-
sponds to the three panels in Fig. 1. That is, the left panel of
Fig. 2 models the tissue level, the center panel models the
cellular level, and the right panel models the sub-cellular
level. Comparing the three panels of Figs. 1 and 2, the self-
similar nature of this fractal structure is immediately evident.
Hence, this fractal model captures the three essential features
of the biological picture shown in Fig. 1: �1� elastic mem-
branes, �2� fluid compartments, and �3� self-similarity over a
range of spatial scales.

In order to capture these three salient properties of bio-
logical media, a fractal network of springs and dashpots is
proposed in Fig. 3. The elastic membranes displayed in Fig.
2 are represented by springs with Young’s modulus E, while
the viscous compartments are represented by dashpots with
coefficients of viscosity �. Each level in Fig. 3 corresponds

to a pair of elastic/viscous layers shown in Fig. 2 and an
individual level of magnification in Fig. 1. This fractal net-
work is analyzed in depth in Sec. II C. Similar fractal net-
works have previously been used in lumped parameter mod-
els of viscoelastic systems39,44 such as cross-linked polymers
and gels.41

B. Stress-strain relationships

In this section, the well-known constitutive equation for
a viscous Newtonian fluid relating the strain �ij and stress Tij

tensors is generalized to self-similar biological media. The
strain tensor is defined via �ij =�wi /�xj, where wi denotes the
ith component of displacement. The stress tensor Tij denotes
the ith component of stress per unit area along a surface
normal to the jth direction, where 1� i, j�3 denote the x, y,
and z directions. The viscous stress tensor Tij for a compress-
ible, viscous fluid with pressure p and velocity u is given by7

Tij = − p�ij −
2

3
� � · u�ij + �� �ui

�xj
+

�uj

�xi
� , �2�

where � is the coefficient of shear viscosity, �ij is the Kro-
necker delta operator, and i , j=1, 2, 3. For homogeneous
gases, � may be computed via kinetic theory. For more com-
plicated fluids, � must be measured experimentally. Equation
�2� contains three terms: �1� an elastic term involving the
thermodynamic pressure p, �2� an isotropic frictional term,
and �3� a shearing term. In Eq. �2�, the coefficient of bulk
viscosity is assumed to be zero.

Although Eq. �2� may describe the stress-strain relation-
ship on a sufficiently small micro-scale with a variable vis-
cosity �, Eq. �2� fails to predict dissipative behavior on the
macro-scale in most biological media. To obtain a constitu-
tive equation on a scale commensurate with an acoustic
wavelength �macro-scale�, Eq. �2� is averaged over a suffi-
ciently large volume to achieve a constitutive equation with a
constant coefficient. This averaging, or up-scaling procedure,
should account for the signature micro-heterogeneity and hi-
erarchical micro-structure of biological media. One simple
up-scaling procedure employs the lumped parameter model
discussed in Sec. II A, wherein the individual components of
the medium �cells, membranes, organelles, etc.� are repre-
sented via hierarchical arrangements of springs and dashpots.

On the macro-scale, the normal stress is decomposed
according to

Tij�r,t� = − p�r,t��ij + 	ij�r,t� , �3�

where 	�r , t� is the component of stress responsible for dis-
sipation. For a viscous medium, 	�r , t� corresponds to the
second and third terms in Eq. �2�. For a linear material,
	ij�r , t� is a linear function of strain �ij�r , t�. The dissipative
component of Eq. �2� can be generalized to include memory
effects by relating each component of stress and strain to a
causal, stationary, hereditary integral �or Boltzmann superpo-
sition integral�:33

Elastic Membrane (Young’s Modulus E)

Viscous Fluid (coefficient of viscosity )

~200  m
~ 20  m ~ 5  m

η

FIG. 2. Layered fractal model for biological tissue based on the schematic
shown in Fig. 1. The first panel displays an infinite number of thin elastic
membranes with Young’s modulus E alternating with viscous compartments
that have coefficients of viscosity �. The second panel zooms in on the first
panel, thus showing the self-similar layered structure.

E

η E

η E

η E

η

FIG. 3. Fractal ladder model for tissue micro-structure. The continuum
model depicted in Fig. 2 is described by an infinite fractal ladder consisting
of springs with Young’s modulus E and coefficients of viscosity �.
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	ij�r,t� = 	
−


t

g�t − t��
−
2

3�
t=1

3

�il�r,t���ij + �ij�r,t��

+ � ji�r,t���dt�, �4�

where g�t� is a relaxance, or memory, function33 which re-
lates the present state of the material to the previous history.
Since Eq. �4� is a convolution integral, the stress-strain rela-
tionship becomes multiplication in the Laplace domain. In
one dimensional �1D�, the stress tensor has only the compo-
nent ��t�=�11�t�, yielding the convolution 	=4 /3g�t�*��t�.
Applying a Laplace transform and invoking the convolution
theorem yields

	̂�r,s� = 4
3 ĝ�s��̂�r,s� . �5�

C. Infinite ladder

In this section, a fractal ladder model is constructed in
1D. By assuming that tissue is isotropic on the macro-scale,
the 1D model is then extended to three dimensional �3D�.
The combined viscous and elastic components are modeled
as springs and dashpots, respectively. Springs, which model
energy storage, represent the nested elastic membranes
shown in Fig. 2, while dashpots, which model dissipation,
represent the viscous components, such as cytoplasm. The
self-similar structure is realized as a fractal ladder in Fig. 3,
which provides a lumped parameter description of the geo-
metric model shown in Fig. 2. All of the springs in this
model have the same spring constant, or Young’s modulus, E
and all of the dashpots have the same coefficient of viscosity
�. The transfer function ĝ�s� for the stress-strain relationship
given by Eq. �5� is then evaluated as an infinite, periodic
continued fraction:

ĝ�s� = �s +
1

E−1 +
1

�s +
1

E−1 + ¯

=
− �s/E + �s/E��s/E + 4�

2/E
, �6�

where the periodic continued fraction is evaluated in closed
form.41,42 For s� /E�1, the binomial approximation is ap-
plied, yielding the low-frequency approximation

ĝ � �Es . �7�

Inserting Eq. �7� into Eq. �5�, and performing an inverse
Laplace transform by applying Eq. �A2� from Appendix A,
yields

	 =
4

3
�E

�1/2�

�t1/2 , �8�

where the fractional derivative operator is defined by Eq.
�A1� in Appendix A.

The ladder model can also be considered as a fundamen-
tal mechanical component �a “springpot”45�, allowing more

complicated fractal networks, or recursive ladders, to be con-
structed. For instance, consider a recursive ladder model con-
structed by replacing the viscous damper in Fig. 3 with a
fractal ladder, producing the arrangement shown in Fig. 4.
Similarly, a recursive ladder may be constructed by replacing
the springs in Fig. 3 with a fractal ladder, producing the
arrangement shown in Fig. 5. As shown in Appendix B, the
ladder model may be generalized to recursive ladder topolo-
gies. Similar fractal tree networks were considered in Ref. 42
to model the power law response of polymers. These recur-
sive ladder models, which are developed in Appendix B,
yield the stress-strain relationship

	 =
4

3
��E1−����

�t� , �9�

which is a generalization of Eq. �8� for all 0���1. The
fractional derivative order � is specified by �see Appendix B�

� =
1

2
�1 −

1

2M +
1

2N� , �10�

where M is the depth of recursion of the dampers and N is
the depth of recursion of the springs. In the special case of
the simple ladder �M ,N�= �0,0�, the recursive ladder reduces
to the simple ladder with �=1 /2. For M �N, different frac-
tional orders � are obtained. For instance, if �M ,N�= �1,0�,
then each damper in Fig. 3 is replaced by a ladder, yielding
�=3 /4. If �M ,N�= �0,1�, then each spring in Fig. 3 is re-
placed by a ladder, yielding �=1 /4. Note that Eq. �10� does
not uniquely define � for given M ,N�0. For instance, the

FIG. 4. Example of a recursive fractal ladder model where the dampers in
the simple ladder shown in Fig. 3 are replaced with ladders. This particular
fractal arrangement is denoted by �M ,N�= �0,1� and yields a fractional de-
rivative with �=1 /4.

FIG. 5. Example of a recursive fractal ladder model where the springs in the
simple ladder shown in Fig. 3 are replaced with ladders. This particular
fractal arrangement is denoted by �M ,N�= �1,0� and yields a fractional de-
rivative with �=3 /4.
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value of �=1 /2 is recovered for any choice of M =N.

III. 3D FRACTIONAL CONSTITUTIVE EQUATION AND
WAVE EQUATION

A. Fractional constitutive equation

Generalizing Eq. �9� to 3D �under the macro-isotropic
assumption� yields

	ij = − �2

3
E0

1−��0
� ��

�t��
j=1

3

�ij��ij + E0
1−��0

� ��

�t� ��ij + � ji� .

�11�

Constitutive equations similar to Eq. �14� have been previ-
ously proposed for viscoelastic materials within the geology
community.22 Similar to Eq. �2�, Eq. �11� is expressed in
terms of the particle velocity u, yielding

	ij = − �2

3
E0

1−��0
� ��

�t��
j=1

3

�ij��ij + E0
1−��0

� ��−1

�t�−1� �ui

�xj

+
�uj

�xi
� , �12�

where Einstein summation notation is utilized. Thus, a time-
fractional stress-strain relationship follows from the fractal
ladder originally proposed for polymer modeling in Ref. 41.
Equation �12� consists of two viscoelastic terms involving
the fractional derivative of strain with respect to time, where
the fractional derivative term is responsible for the coupled
processes of attenuation and dispersion. For ��1, Eq. �12�
displays a temporal non-locality commonly utilized in phe-
nomenological viscoelasticity.22,30 Theoretical justification
for constitutive equations similar to Eq. �12� was also
established31 on the basis of dilute solutions of polymers46

within a homogeneous, Newtonian solvent.
By identifying a generalized coefficient of viscosity

� = E0
1−��0

�, �13�

the following averaged constitutive equation involving ve-
locity gradients is computed:

Tij = − p�ij −
2

3
�

��−1

�t�−1

�ui

�xi
�ij + �

��−1

�t�−1� �ui

�xj
+

�uj

�xi
� . �14�

For �=1, Eq. �14� reduces to the viscous stress tensor
for a compressible, Newtonian fluid given by Eq. �2�. Equa-
tion �14� contains three terms: �1� an elastic term involving
the thermodynamic pressure p, �2� an isotropic frictional
term, and �3� a shearing term. The frictional terms tend to
diffuse momentum through the flow. In a viscous fluid ��
=1�, the frictional term involves only an integer-ordered de-
rivative and is purely local. For a homogeneous fluid with
simple molecular structure, this relation properly accounts
for momentum diffusion. For biological tissue, however, vis-
cous loss does not properly account for observed dissipation.
Tissue is both heterogeneous and has a complex molecular
structure that can be modeled as a viscoelastic medium.
Physically, momentum may diffuse faster and/or slower in
some directions due to the heterogeneity of tissue. To de-
scribe these effects, the local constitutive relationship is gen-

eralized by a global relation that incorporates memory into
the flow. The temporal operator ��−1 /�t�−1 is the Riemann–
Liouville fractional derivative for 0���1. Thus, the vis-
cous shearing term in a standard Newtonian fluid is replaced
with a memory term which relates the stress at time t to the
entire history of the velocity gradient. Similar hereditary
constitutive equations, which utilize time-fractional and
time-convolutional operators, are widely used in theoretical
viscoelasticity.26,47

B. 3D fractional wave equation

A time-fractional wave equation was originally intro-
duced by Caputo22 to model dissipative elastic wave motion
in geological media. Equation �8� in Ref. 22 contains a
FPDE that models 1D, plane wave propagation in a vis-
coelastic solid. Later, Wismer23 independently obtained a 3D
version of this equation that models ultrasonic wave motion
in power law biological media. This section demonstrates
how the fractal ladder model and fractional constitutive
equation in Sec. II lead to a FPDE that describes dispersive
wave propagation in biological media. In particular, the 3D
fractional wave equation,23 which models power law attenu-
ation via a time-fractional derivative, is derived for a linear,
macro-homogeneous, and isotropic medium governed by Eq.
�14�. Since this derivation is similar to the derivation of the
thermoviscous wave equation presented in Ref. 7, only the
major points are emphasized here.

Linear, longitudinal wave motion is considered in a ho-
mogeneous medium with density 0, sound speed c0, and
generalized viscosity �. Here, shear mode propagation is ne-
glected. The adiabatic hypothesis, whereby entropy is as-
sumed constant, is also adopted; thus the additional dissipa-
tive effects of thermal conduction are neglected. Equation
�14� is complemented by �1� the linearized Cauchy’s equa-
tion, �2� the linearized, adiabatic equation of state, and �3�
the linearized equation of continuity. The linearized Cauchy
equation, which neglects the convective term u ·�u, restates
Newton’s second law of motion as

0
�ui

�t
=

�Tij

�xj
. �15�

The linearized, adiabatic equation of state is given by p
=c0

2�, where � denotes excess density and c0 is the adia-
batic speed of sound. Finally, the linearized equation of con-
tinuity is given by

��

�t
+ 0

�ui

�xi
= 0, �16�

which accounts for local mass conservation. First, the diver-
gence of Eq. �14� is evaluated and inserted into Eq. �15�.
Neglecting the transverse component of velocity �see Ref. 7
for details� yields

0
�ui

�t
= −

�p

�xi
+

4

3
��2ui. �17�

Applying the divergence operator to both sides of Eq. �17�
yields
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0
�

�t
� �ui

�xi
� = − �2p +

4

3
�

��−1

�t�−1�2� �ui

�xi
� . �18�

Finally, to derive a wave equation in terms of the pressure,
Eq. �16� is combined with the equation of state and inserted
into Eq. �18�, yielding

1

c0
2

�2p

�t2 = �2p +
4�

3c0
20

��

�t��2p . �19�

Identifying the relaxation time

�� =
4�

3c0
20

�20�

yields the 3D fractional wave equation23

�2p −
1

c0
2

�2p

�t2 + �y−1 �y−1

�ty−1�2p = 0, �21�

where y=�+1 is the power law exponent. Frequency-
dependent loss is incorporated via the Riemann–Liouville
fractional derivative defined in Appendix A. Equation �21� is
identical to Eq. �5� in Ref. 23 and may be expressed as Eq.
�8� in Ref. 22 for 1D problems. For y=2, Eq. �21� reduces to
the Stokes wave equation,48, which models wave propaga-
tion in a homogeneous, viscous medium. As shown in Ref.
23, for y�1, Eq. �21� admits an attenuation coefficient with
a power law dependence in the low-frequency limit. For y
=1, however, the loss operator reduces to a spatial Laplacian,
and this equation thereby fails to model power law attenua-
tion. For this reason, the exponent is restricted to 1�y�2.
Hence, Eq. �21� arises naturally as a wave equation that mod-
els small-amplitude, longitudinal disturbances in media gov-
erned by the fractional constitutive equation given by Eq.
�14�. In addition, the parameter � appearing in Eq. �21� is
given physical meaning by Eq. �20�, which depends on the
micro-structural properties of the medium � as well as the
macroscopic properties c0 and 0.

C. Power law attenuation

Several important relations, which were discussed in
Refs. 22 and 23, are briefly reviewed in this subsection. To
derive a power law attenuation coefficient for Eq. �21�, the
dispersion relationship between angular frequency � and
spatial wavenumber k is calculated. Applying a space-time
Fourier transform to Eq. �21� yields

− k2 +
�2

c0
2 − k2�y−1�j��y−1 = 0. �22�

Solving for the wavenumber k��� yields

k��� =
�

c0
1 + �j���y−1

. �23�

In the low-frequency limit, the binomial approximation is
applied, yielding

k��� �
�

c0
�1 −

�y−1

2
cos� �y − 1��

2
��y−1

− j
�y−1

2
sin� �y − 1��

2
��y−1� �24�

for an outgoing wave. The attenuation coefficient ���� is
computed by taking the imaginary part of Eq. �24�, yielding
the power law coefficient given by Eq. �1� where

�0 =
�y−1�cos��y/2��

2c0
. �25�

Likewise, the propagation constant is computed by taking the
real part of Eq. �24�, yielding Eq. �10� in Ref. 23. Hence, Eq.
�24� agrees with the phase velocity predicted by the
Kramers–Kronig relations and the local time-causal theory.49

Note that other FPDE models for power law media, such as
the Szabo wave equation18 and the power law FPDE in Ref.
50, satisfy the same relationship.

IV. RESULTS

This section evaluates the lumped parameter values �,
E0, �0, and �M ,N� using published values for attenuation
coefficients and other acoustic parameters. Given values of
the attenuation constant �0, the power law exponent y, the
speed of sound c0, and the density 0, values for the gener-
alized viscosity �, an equivalent coefficient of viscosity �0,
and Young’s modulus E0 may be computed using the rela-
tions derived in Secs. II and III. In addition, given a specified
power law exponent y, a recursive ladder may be constructed
using Eq. �10�. Measured attenuation, sound speed, and den-
sity values from Ref. 4 were utilized in these calculations. To
compute the generalized viscosity �, Eqs. �20� and �25� are
combined, yielding

� =
3�0c0

30

2�cos��y/2��
. �26�

Once � is determined, Young’s modulus E0 and coefficient
of viscosity �0 are computed using Eq. �13� subject to the
constraint �0�max /E0�1, where �max=2�fmax is the largest
angular frequency of interest. These attenuation data are
measured over a range of frequencies between 0.5 and
10 MHz, which are typical operating frequencies in diagnos-
tic and therapeutic ultrasound. Since the fractal ladder model
allows independent values for both E0 and �0, the coefficient
of viscosity �0 was fixed using the total viscosity of water
�shear plus bulk� at room temperature51 �0�0.004 Pa s. This
choice for �0 satisfies the above constraint for all cases con-
sidered in this analysis.

Table I displays the results of this procedure for four
tissue types: �1� breast fat, �2� liver, �3� spleen, and �4� cyst
fluid. From the results of this analysis, there is a large range
of predicted generalized viscosity � values. Breast fat has
the smallest generalized viscosity �3.18�103 Pa s�, while
liver has the largest generalized viscosity �2.32�106 Pa s�.
Spleen and cyst fluid have intermediate values of � given by
8.96�104 and 1.30�104 Pa s, respectively. This large varia-
tion in � values is attributed to the large variation in �1� the
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observed attenuation coefficient values over the frequency
range 1–10 MHz and �2� the �cos��y /2�� factor in the de-
nominator of Eq. �26�, which amplifies � for y values near
unity. Consequently, there is also a large range of equivalent
Young’s modulus values, ranging from a maximum value of
500 MPa for breast fat to a minimum value of 1.89 MPa for
cyst fluid. Liver and spleen have intermediate equivalent
Young’s moduli of 24.1 and 39.7 MPa, respectively. Also,
the low-frequency limit �0s /E0�1 is satisfied for this com-
bination of parameters. For instance, in breast fat, �0s /E0

�1 for frequencies less than 1 GHz, which is satisfactory for
diagnostic and therapeutic applications of ultrasound. On the
other hand, for cyst fluid, the low-frequency limit is only
valid up to about 10 MHz.

Given a power law exponent y, approximate values of
�M ,N� for the recursive depth of the ladder are calculated via
Eq. �10�, yielding

y =
3

2
−

1

2N+1 +
1

2M+1 . �27�

From the computed values of �M ,N� in Table I, breast fat is
well modeled by the simple ladder �M ,N�= �0,0�, while
liver, spleen, and cyst fluid require recursive ladder topolo-
gies. Liver is approximated by a �0,2� ladder, spleen by a
�1,3� ladder, and cyst fluid by a �1,4� ladder. Since the simple
ladder has an equal number of springs and dashpots, breast
fat has equal elastic and viscous contributions according to
the proposed model. However, liver, spleen, and cyst fluid all
require greater recursive spring depths N to match the ob-
served power law exponents. In the �0,2� ladder that approxi-
mates liver, twice as many springs are present relative to
dampers. Hence, according to the recursive fractal ladder,
liver has a greater contribution from the elastic, as opposed
to the viscous, component. Spleen and cyst fluid, which are
modeled by �1,3� and �1,4� ladders, also have more springs
than dashpots in the ladder and are hence more elastic than
viscous.

The ladder model demonstrates how a small coefficient
of viscosity may be combined with springs that have large
Young’s modulus to produce an attenuation coefficient that is
large relative to that of water. Furthermore, in this model,
Young’s modulus E0 is more than an order of magnitude
smaller in liver than in breast fat. This behavior is expected
for two reasons: �1� the attenuation constant �0 is smaller for
liver than for fat and �2� the recursive ladder model for liver
�M =2 and N=0, yielding y=1.125�1.14� contains about

two times as many springs as fat, which is well modeled by
a simple ladder �M =N=0� that predicts a power law expo-
nent y=1.5.

V. DISCUSSION

A. Bio-mechanical interpretation

The physical significance of the power law exponent is
explored in this section. The order of the fractional derivative
� and hence the power law exponent y are determined by the
recursion level of the damper-ladders M and spring ladders N
using Eq. �10�. The fractal ladder model is applicable to four
special cases, each of which is discussed below.

Case I: Micro-homogeneous media �y=2�. Let E=0 and
��0. The viscous theory is recovered using a single dash-
pot, yielding a power law coefficient of y=2. In this degen-
erate case, the model is not fractal. Due to the lack of
springs, the medium is homogeneous at all scales much
smaller than a wavelength, thereby indicating a lack of
micro-heterogeneity.

Case II: Simple ladder model �y=3 /2�. Let M =N=0.
This case is the simple ladder topology shown in Fig. 3. The
behavior of breast fat is captured by the simple ladder model,
where the contributions from the elastic and viscous compo-
nents are roughly equal. The y=3 /2 case is also recovered if
M =N ��0� where the relative depth of recursion of dampers
and springs is the same.

Case III: Recursive ladder model with M �N �1�y
�3 /2�. In this case, the depth of recursion of springs is
greater than the depth of recursion of dampers. Hence, at any
given level of the ladder, there are more springs than damp-
ers, indicating that the medium has a greater elastic compo-
nent than viscous component. Since springs correspond to
elastic structures such as cellular and nuclear membranes,
while dampers correspond to inter- and intra-cellular fluids
such as cytoplasm, the exponent y measures the relative me-
chanical contributions of elastic versus viscous structures.
The power law exponent y ranges from 1 to 1.5 in this case,
which is typical for most soft tissue.4 For instance, anatomi-
cal media such as liver have y close to 1 due to the relatively
complex tissue structure. This suggests that soft tissue gen-
erally has a greater elastic component than viscous compo-
nent, and these elastic components play a greater role in the
dissipation of ultrasonic energy.

Case IV: Recursive ladder model with M �N �3 /2�y
�2�. In this case, the depth of recursion of dampers is

TABLE I. Equivalent generalized viscosity �, Young’s modulus values E, and ladder parameters �M ,N� cal-
culated using density, speed of sound, and attenuation parameters from Ref. 4. The equivalent Young’s modulus
is calculated assuming an equivalent bulk viscosity of water �0=0.004 Pa s.

Tissue Breast fat Liver Spleen Cyst fluid

Density 0 �kg /m3� 930 1050 1054 1000
Sound speed c0 �m/s� 1436 1578 1567 1568

Attenuation constant �0 �Np /cm MHzy� 0.086 0.046 0.046 0.0058
Exponent y 1.50 1.14 1.30 1.29

Predicted generalized viscosity � �Pa s� 3.18�103 2.32�106 8.96�104 1.30�104

Predicted Young’s modulus E0 �MPa� 500 24.1 39.7 1.89
Ladder parameters �M ,N� �0,0� �0,2� �1,3� �1,4�
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greater than the depth of recursion of springs. Therefore, at
any level of the ladder, there are more dampers than springs,
indicating that the medium has a greater viscous component
than elastic component. The power law y ranges from 1.5 to
2 in this case, which is typical for complex fluids like castor
oil and silicone fluid.52

The compound ladder model also sheds light on the de-
pendence of the power law exponent on the pathological
state of tissue. For example, in Ref. 5, the power law expo-
nent y in normal liver exhibits y�1.1, whereas y ranges
from 1.25 to 1.4 in fatty liver. The increase in the power law
exponent has been explained in terms of an increase in Ray-
leigh scattering in fatty liver relative to healthy liver.5 Within
the context of the present compound ladder model, the in-
crease in y is explained as an increase in the viscous micro-
structure relative to healthy liver, which has a greater elastic
component.

The recursive ladder model provides an explanation for
the combined effects of absorption and incoherent scattering
in biological media. First, note that the �local� speed of
sound is a function of the spring constant E by combining
Eqs. �20� and �25�, and the frequency-dependent phase ve-
locity. Thus, the fractal arrangement of springs qualitatively
accounts for sound speed inhomogeneity at multiple spatial
scales, resulting in incoherent scattering of an incident sound
field. However, sound speed inhomogeneity is not solely re-
sponsible for the observed power law dependence of the at-
tenuation coefficient. In addition, a viscous mechanism is
required to dissipate both the incident and incoherently scat-
tered sound fields. This viscous mechanism, like the sound-
speed inhomogeneity, is represented at multiple spatial scales
by the fractal model. The interactions between these two
mechanisms are mediated by the hierarchical arrangement of
springs and dashpots. Finally, the results obtained with the
fractal ladder network, which predicts an exponent y ranging
between 1 and 2, agrees with the bulk of experimental data
collected for soft tissues, which is effectively modeled by a
power law attenuation coefficient with 1�y�1.5.

B. Fractal networks

Although the present model does not correlate the un-
derlying tissue morphology with the power law exponent,
some potentially meaningful information can be extracted
from the computed values. Since the current model does not
consider underlying tissue morphology, the parameters
�M ,N� cannot be interpreted in terms of tissue complexity.
For instance, breast fat has a more complicated structure that
cyst fluid, yet breast fat is described by a simple ladder
whereas cyst fluid requires a recursive ladder. To extend this
model, more sophisticated fractal networks, such as Sierpin-
ski gaskets, may be considered.

Beginning with the pioneering work of Mandelbrot,
fractal geometry has been a useful tool to explain the self-
similar structure �e.g., alveolar surfaces, cell membranes,
etc.� found in biological systems.53 More recently, fractal ge-
ometry has been applied to understanding the pathological
architecture of tumors.54 Since the vasculature of tumors is
more tortuous than healthy tissue, the measured fractal di-

mension of tumor vessels is significantly larger than normal
veins and arteries.54 To interpret the power law exponent
within the context of fractal geometry, which was discussed
in Ref. 20, a quantitative relationship is provided by applying
the analysis presented in Ref. 41. In Ref. 41, a constitutive
equation for cross-linked polymers is derived by first assum-
ing a fractal arrangement of springs and dashpots with spec-
tral dimension ds and then formulating an equivalent random
walk problem. The spectral dimension ds is related to the
vibrational properties of the underlying fractal network, such
as the density of normal modes in the low-frequency
limit.55,56 Intuitively, ds measures the connectivity of a fractal
network and may be tailored to different tissue types. In
future work, the ladder models developed in this paper will
be extended to these more general fractal networks.

C. Inhomogeneous media and nonlinear media

In general, biological medium is inhomogeneous on
both the microscopic scale ��1 �m� and the macroscopic
scale ��1 mm�. The fractional derivative operator in Eq.
�21� accounts for the effect of micro-heterogeneity on the
macroscopic scale. However, Eq. �21� does not account for
the macro-heterogeneity that is responsible for coherent scat-
tering. To incorporate macro-heterogeneity, the material
properties of density 0�r�, adiabatic compressibility �0�r�,
and shear viscosity ��r� are assumed to be functions of
space. By utilizing the constitutive equation in Eq. �14�, an
inhomogeneous 3D fractional wave equation �see Eq. �11� in
Ref. 23� may be derived via the methods presented in Sec.
III. In addition, the 3D fractional wave equation, as derived
in Sec. III, assumes small amplitude oscillations and negli-
gible heat conduction by utilizing a linear, adiabatic equation
of state. Although the adiabatic hypothesis is justified in
most biological media due to negligible thermal conductivity,
the linear assumption is not justified in many biomedical
applications where large amplitude effects occur.57 However,
most nonlinear models, such as Burgers equation and West-
ervelt’s equation, assume a thermoviscous dissipation
mechanism, resulting in an attenuation coefficient with
frequency-squared dependence. In order to combine the ef-
fects of power law attenuation with nonlinearity, several au-
thors have formulated nonlinear FPDEs.18,20,24 Finite ampli-
tude effects may be incorporated into the 3D fractional wave
model by augmenting the equation of state with a quadratic
term. Utilizing the stress tensor given by Eq. �14�, a nonlin-
ear generalization of the 3D fractional wave equation may be
derived for both homogeneous and inhomogeneous media.
The competing effects of nonlinearity and power law dissi-
pation may then be studied within the presented framework.

VI. CONCLUSION

This paper proposes a fractal ladder network of springs
and dashpots to model wave propagation in power law at-
tenuation media. Both a simple and a recursive fractal ladder
model are considered in order to capture the viscoelastic,
self-similar, and hierarchical properties of biological tissue.
These fractal ladders capture the hierarchical arrangement of
elastic and viscous components present in biological media.
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The simple fractal ladder network produces a stress-strain
relationship with a fractional derivative of order 1 /2, while
the recursive fractal ladder produces fractional derivatives of
all orders between 0 and 1. Hence, the resulting constitutive
equation interpolates between a Hookean solid and Newton-
ian fluid via the Riemann–Liouville fractional derivative op-
erator.

When the constitutive equation in Eq. �14� is combined
with the linear equation of state and the linear equations of
mass and momentum conservation, Eq. �21�, which models
longitudinal wave propagation in power law media via a
time-fractional derivative, is derived. Hence, a fractional
PDE is derived from a fractal description of the medium. The
attenuation coefficient computed from this constitutive equa-
tion follows a power law in the low-frequency limit. The
ladder model is compared with measured attenuation data,
thereby determining an equivalent Young’s modulus and the
topology of the ladder model.
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APPENDIX A: RIEMANN LIOUVILLE FRACTIONAL
DERIVATIVES

The Riemann–Liouville fractional derivative is formally
defined via a hyper-singular integral58

dyf

dty =
1

��− y�	−


t f�t��
�t − t��1+y dt�, �A1�

where ��z� is the gamma function. By letting y�0 in Eq.
�A1�, a fractional integration is realized. The following
Laplace transform relationship for fractional derivatives is
necessary:

L�dyg

dty � = syL�g� . �A2�

Letting s= j� yields the Fourier transform relationship

F�dyg

dty � = �j��yF�g� . �A3�

APPENDIX B: RECURSIVE FRACTAL LADDER
MODELS

Recursive ladders are constructed in this section. Con-
sider a ladder model constructed by replacing each of the
viscous dampers in Fig. 3 with a fractal ladder, producing the
arrangement shown in Fig. 4. That is, a simple ladder is

embedded within a larger ladder along with springs that have
elastic coefficients E, denoted by a �0,1� network, as shown
in Fig. 4. Computation of ĝ�s� for this model using the low-
frequency approximation given by Eq. �7� yields ĝ�s�
�E3/4�1/4s1/4. This construction may be extended by embed-
ding a ladder within a ladder, yielding a �0, 2� network. This
recursive ladder network is further generalized to N-1 level
ladders alternating with springs to create an N-level ladder-
spring network, yielding ĝ�s��E1 − 1 / 2N+1

�1 / 2N+1
s1 / 2N+1

. By
performing an inverse Laplace transform, fractional deriva-
tive stress-strain relationships of order 1 /2, 1 /4, 1 /8, . . . are
generated. As the depth of the ladder increases �N→
�,
ĝ�s�→E, yielding a purely elastic response.

A similar recursive mechanical network is constructed
with dashpots and fractal ladders, as shown in Fig. 5. Evalu-
ating the transfer function for this recursive ladder yields
ĝ�s��E1/4�3/4s3/4. This model may also be generalized to
dampers alternating with N-1 level ladders, producing ĝ�s�
�E1 / 2N+1

�1 − 1 / 2N+1
s1 − 1 / 2N+1

. By performing an inverse
Laplace transform, fractional derivative stress-strain relation-
ships of order 1 /2, 3 /4, 7 /8, . . . are generated. As the depth
of the ladder increases �N→
�, ĝ�s�→�s, yielding a purely
viscous response.

In order to generate fractional derivatives of all orders
within the unit interval, fractal ladders containing alternating
damper-M ladders and N ladder-spring networks are denoted
as an �M ,N� ladder. The �M ,N� ladder is constructed by
replacing the dampers in Fig. 3 with M-level damper-ladders
and the springs in Fig. 3 with N-level spring ladders. Using
this notation, the recursive ladder shown in Fig. 4 is denoted
as �0,1�, while the recursive ladder shown in Fig. 5 is de-
noted as �1,0�. Computing the frequency-domain modulus
for an �M ,N� network yields

ĝ�s� � E1/2�1+�1/2M�−�1/2N���1/2�1−�1/2M�+�1/2N��

�s1/2�1−�1/2M�+�1/2N��. �B1�

Letting �=1 /2�1−1 /2M +1 /2N� and performing an inverse
Laplace transform yields Eq. �9�.
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Crocodilians are quite vocal relative to other reptile groups, and the alligators are among the most
vocal of the crocodilians. The Chinese alligator, Alligator sinensis, is usually solitary but engages in
bellowing choruses in certain waters during the mating season. This paper reports the organization
of Chinese alligator’s bellowing choruses based upon field observations and playback experiments.
Alligators of both genders engaged in the choruses, remaining immobile throughout and inclining
toward bellowing synchronously �i.e., starting and finishing at about the same time�. The choruses
lasted about 10 min with abrupt onset and offset. Moreover, playback experiments revealed that both
male and female alligators responded equally to bellowing stimuli from the same and opposite sexes
and that none of the tested alligators approached the loudspeaker in spite of playback of male or
female stimuli. These suggest that Chinese alligators may not bellow to compete for or attract mates
during the choruses. Instead, when their ecological behaviors, namely, dispersed inhabitation,
multi-copulation, restricted mating season, etc., are considered, we hypothesize that they may
synchronize bellows to enhance group detectability for assembling individuals into certain waters
for subsequent copulations.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3203667�

PACS number�s�: 43.80.Ka �MCH� Pages: 2082–2087

I. INTRODUCTION

An efficient system of signals and responses is important
for successful reproduction �Patterson, 1985�. The role of
acoustic signals in reproduction has been well investigated in
insects �Minckley et al., 1995; Snedden, 1996; Snedden and
Greenfield, 1998�, amphibians �Wells, 1988; Schwartz, 1993,
2001; Cocroft and Ryan, 1995; Kime et al., 2004�, birds
�Morse, 1989; Lind et al., 1996; Liu et al., 1998�, and mam-
mals �Southall et al., 2003; Notman and Rendall, 2005;
Deecke et al., 2005�. Diverse vocal behaviors and acoustic
tactics are employed in different species’ reproduction pat-
terns. Many studies of anurans, for example, have shown that
overlapping calls are less attractive to females than non-
overlapping calls �Schwartz and Wells, 1983, 1984; Wells
and Schwartz, 1984�, especially if the overlap obscures fine
temporal properties of the call �Schwartz, 1987�. Males may
respond to the calls of their neighbors in ways that help them
maintain or increase their relative attractiveness. For in-

stance, they may elevate the rate, complexity, duration, and
intensity of their call, and may also shift the timing of their
advertisement calls or call elements to reduce the potential
for acoustic interference or to increase the likelihood that
their signals will lead rather than follow those of their neigh-
bors �reviewed in Schwartz and Buchanan, 2002�.

Reptiles, in general, are relatively nonvocal, and conse-
quently their acoustic signals and vocal behaviors have re-
ceived relatively little attention �Marcellini, 1977; Vliet,
1989; Young, 1991�. Some reptile groups, especially the
crocodilian species, produce striking vocalizations during the
mating season �Zhu, 1957; Campbell, 1973; Gans and Mad-
erson, 1973; Herzog and Burghardt, 1977; Chen et al., 1985,
2003; Vliet, 1989; Wang et al., 2006, 2007�, but there are
very few reports that address the precise roles of these acous-
tic signals in successful reproduction.

The Chinese alligator, Alligator sinensis, is one of the
most endangered of the 23 crocodilian species in the world
�Thorbjarnarson, 1992�. Wild individuals currently number
less than 150 and are restricted to a small area in southern
Anhui Province and perhaps in adjacent Zhejiang and
Jiangsu Provinces of China �Ding et al., 2001; Chen et al.,
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wangd@ihb.ac.cn
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2003�. Chinese alligators are usually solitary and territorial
but move into specific ponds, lakes, swamps, and marshes
for copulation during mating season from late May through
middle June �Chen et al., 1985, 2003; Wang et al., 2006,
2007�. Previous investigations have shown that vocal com-
munication plays a vital role in social interactions and repro-
duction of Chinese alligators �Zhu, 1957; Chen et al., 1985,
2003; Wu and Wang, 2004; Wang et al., 2006�. Though both
male and female alligators bellow throughout the active sea-
son, these vocalizations are greatly heightened during the
mating season �Wu and Wang 2004; Wang et al., 2006�. Dur-
ing the mating period, the bellows of one alligator stimulate
neighboring others to bellow, eventually forming a chorus
�Wang et al., 2007�. The choruses are believed to be highly
related to mating, but the mechanisms are still unknown.

Because both male and female Chinese alligators partici-
pate in these bellowing choruses and it is difficult to differ-
entiate males from females by appearance alone, or by dif-
ferent vocal behaviors as American alligator �Alligator
mississippiensis� has, clear observations seem rarely pos-
sible. The present report describes the first experiments to
address this issue by playing back male and female bellow-
ing stimuli to both male and female alligators individually to
determine the mechanism involved in the bellowing chorus.

II. METHODS

A. Study site and subjects

Experiments were carried out during the mating season
of Chinese alligator in 2006 and 2008 within Anhui Research
Center for Chinese Alligator Reproduction �ARCCAR�, lo-
cated in Xuancheng City in Southern Anhui Province, China.
The study site is a reproductive enclosure �30°54�N,
118°46�E� that primarily consists of four permanent ponds.
Most individuals of the reproductive cohort are wild-caught,
although a few are first- and second-generation offsprings
from artificial reproduction �see Zhang et al. �2005� and
Wang et al. �2006� for more details�. The focal field obser-
vation pond was approximately 2000 m2 with a 400 m2 is-
land densely covered by shrub situated in the center.

During the study, a total of 26 Chinese alligators �13
males and 13 females� were harmlessly captured and trans-
ported to a 10�6�1 m3 outdoor arena individually. All
captured alligators were sexually mature �snout-head rub-
bing, mounting behaviors, and bellowing activities had been
observed before capture�. The gender of each alligator was
confirmed by touching the cloaca. Immediately after capture,
the body length �BL� and snout-vent length of each alligator

were measured, and the weight was calculated based on the
following formula: weight=6.7−0.1713BL+0.001 189BL2

+0.000 001 1BL3, provided by Chen et al. �2003� �Table I�.

B. Field observations

To avoid disturbing the animals, field observations were
performed behind a brick boundary wall �1.5 m high� using
the naked eye and/or Fujinon 7�50 binoculars at distances
ranging from 2 to 30 m. We collected information on behav-
ioral context, number of bellows in each bellowing sequence
�i.e., a succession of bellows produced in a regularly re-
peated unit �Garrick et al., 1978��, total number of se-
quences, and responses from neighboring animals to focal
bellowers using the “target objective observation” method
�Zhang et al., 2005� during choruses. We also noted indi-
viduals’ activities after choruses.

C. Playback experiments

The signals used for playback experiments were re-
corded from 19 male and 23 female alligators in captivity
within ARCCAR using an omnidirectional Fidek KSM-81
microphone �frequency response: 30–20 000 Hz, +5.5 /
−11.4 dB, Japan� connected to a Sony TCD-D100 digital
audio tape recorder �sampling frequency: 48 kHz, Japan� and
Sony digital audio tape. All vocalizations were recorded at a
distance of approximately 3 m. The recordings were replayed
from the recorder and were then transformed into, and saved
as, sound files �in wav format� on a computer by PC-based
signal processing software, COOL EDIT PRO 2.0, with a 22 kHz
sampling frequency and 16-bit. The software was also used
to edit and playback sound files during playback experi-
ments. We chose signals with high signal-to-noise ratio and
representative of the population mean as playback stimuli.

After each alligator was transported to the arena, it was
given more than 48 h to adapt to its new surroundings before
testing began. Some fish were provided according to the
feeding arrangement of ARCCAR during the playback pe-
riod. The tested alligator was released at the same place
where it was captured when tests were completed, and an-
other alligator was brought into the arena. Because Chinese
alligator has two pairs of musk glands that are believed to
release substances that influence social interaction �Chen
et al., 1985, 2003�, the arena was always washed before a
new alligator was introduced to it. As bellowing activities
mostly occurred in shallow water �Wang et al., 2006�, water
depth in the arena during playback experiments was con-
trolled and ranged from 11.6 to 19.0 cm according to the BL

TABLE I. Characteristic parameters of 26 Chinese alligators �13 males and 13 females� used in playback
experiments.

Mean Std. deviation Minimum Maximum

Male BL �cm� 164 6.85 151 175
Snout-vent length �cm� 78.9 3.59 74.0 86.0

Weight �kg� 15.5 2.12 11.7 19.0
Female BL �cm� 158 8.9 146 177

Snout-vent length �cm� 76.8 4.20 70.0 86.0
Weight �kg� 13.6 2.59 10.5 19.3
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of each alligator, which may facilitate the “head oblique and
tail arched” bellowing posture �see Wang et al., 2007�. Both
air and water temperatures were measured during the play-
back period �air temperature: 22.0–32.0 °C; water tempera-
ture: 22.4–32.1 °C�.

Playback experiments were conducted between 0600
and 0700 h, a period corresponding to the time of natural
bellowing activity of Chinese alligators �Wang et al., 2006�
during clam and dry weather conditions to avoid sound
propagation problems due to wind. Stimuli were broadcast
from an IBM computer using the COOL EDIT PRO 2.0 software
over a Shock wave SC-2105 amplified speaker �effective
range 25–20 000 Hz�, which was mounted on the arena wall,
1 m above the floor. Peak sound pressure levels �SPLs, in
dB� of playback stimuli were verified at 90 dB �re 20 �Pa�,
measured 5 m from the loudspeaker using a hand-held Real-
istic sound level meter �type DT-805, re 20 �Pa,
C-weighting, fast response�. This level corresponded to that
of natural bellows at that distance �Wang et al., 2007�.

After the equipment were installed and verified, more
than 30 min was spent on acclimation before playback tests
commence at about 0600 every morning. Four male �or fe-
male� bellows were broadcast with a silent interval of 2.5 s
�i.e., a bellowing sequence, Fig. 1�a� and 2�a��, a rhythm that
corresponds to that of natural bellows’ emission. Then, after
at least a 5-min period of silence, another bellowing se-
quence was broadcast. Each alligator was presented with
three male sequences and three female sequences. The order
of sequence presentation was randomized to avoid habitua-
tion. Totally, 78 male and 78 female bellowing sequences
were edited and played back, each broadcast only once.

D. Criteria of responses and data analysis

On the basis of natural observations, responses of alli-
gators to bellows of neighboring individuals were ranked as
follows: 0 �none�, no reaction to the stimulus �tagged as “no
reaction”�; 1 �weak�, presented a head oblique and tail arched
posture but did not bellow �tagged as “HOTA”�; and 2
�strong�, responded to the stimulus by bellowing with a

HOTA posture �tagged as “bellowing”�. If the emitted stimuli
induced no change in the behavior of the focal animal within
5 min of being presented, we scored it as a no reaction. We
monitored each alligator’s response and timed response la-
tency �i.e., time between stimulus onset and the alligator’s
response� in every playback trial behind the arena wall.

Statistical analysis was done using the mean response
per subject as the sample points; thus, the sample size is the
number of subjects. The two-tailed Wilcoxon paired-sample
signed rank test was used to compare the response intensities
of male and female alligators to the same- and opposite-sex
stimuli and the differences in the latency of responses to
male and female stimuli. Statistical significance was set at
P�0.05. All statistical calculations were carried out using
SPSSs 13.0.

III. RESULTS

A. General description of bellowing choruses

Choruses were usually initiated by vocalizations from
one alligator �other times by meteorological thunders� and
then intensified as neighboring individuals joined in. Alliga-
tors tended to bellow synchronously �i.e., starting and finish-
ing at about the same time�, and choruses were characterized
by abrupt onsets and offsets. Choruses lasted for a period of
9.99�2.51 min �means�SD; N=103�. During the mating
season, the inter-chorus silence was 5.33�3.94 h
�means�SD; N=123�. Alligators remained immobile during
choruses, but vigorous swimming, snout-head rubbing, and
mounting behaviors were frequently observed afterwards.

B. Both male and female alligators responded equally
to the same- and opposite-sex stimuli

Playback tests showed that male alligators responded
equally to the same- and opposite-sex stimuli �Z=−0.597,
N=13, and P=0.551� �Fig. 3�a��. Male stimuli evoked 79.5%
bellowing, 12.8% HOTA, and 7.7% no reaction. Female
stimuli evoked 76.9% bellowing, 12.8% HOTA, and 10.3%
no reaction. Response latencies to male and female stimuli

FIG. 1. �Color online� Wave form and spectrogram of bellows of a male
Chinese alligator. �a� Wave form of a sequence of four bellows used in
playback experiments. Panels �b� and �c� show the wave form and spectro-
gram, respectively, of the second bellow of the sequence.

FIG. 2. �Color online� Wave form and spectrogram of bellows of a female
Chinese alligator. �a� Wave form of a sequence of four bellows used in
playback experiments. Panels �b� and �c� show the wave form and spectro-
gram, respectively, of the second bellow of the sequence.
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were not significantly different �Z=−0.490, N=13, and P
=0.624� �Fig. 4�a��. Female alligators also responded equally
well to male and female stimuli �Z=−1.51, N=13, and P
=0.131� �Fig. 3�b��, with 76.9% bellowing, 15.4% HOTA,
and 7.7% no reaction to male stimuli and 87.2% bellowing,

10.3% HOTA, and 2.5% no reaction to female stimuli. Re-
sponse latencies to male and female stimuli were also not
significantly different �Z=−1.58, N=13, and P=0.114� �Fig.
4�b��. None of the tested alligators approached the loud-
speaker during any trial in spite of playback of male or fe-
male stimuli.

IV. DISCUSSION

In numerous densely congregative insects and anuran
species, competitive interactions between males are the best
explanation for the emergence of synchronized vocalizations
�Greenfield and Roizen, 1993; Greenfield, 1994; Greenfield
et al., 1997�. During choruses, males advertise vocally to
attract females for mating �Minckley et al., 1995; Schwartz
and Buchanan, 2002�. Females, on the other hand, are in
general voiceless and move among the males to choose ap-
propriate mates on the basis of their advertisement calls
�Morris, 1991; Howard and Young, 1998; Wollerman and
Wiley, 2002; Smith and Roberts, 2003�.

Unlike many insect and anuran species, however, the
following reasons indicate that Chinese alligators may not
bellow to compete for or attract mates during choruses: �i�
both male and female Chinese alligators engage in bellowing
choruses and bellow synchronously; �ii� attending alligators
remain stationary throughout; and �iii� the choruses last only
about 10 min with abrupt onset and offset, with an average of
14.3�6.40 bellows per alligator during each chorus �Wang
et al., 2007�. Male and female alligators bellow synchro-
nously and remain stationary throughout the chorus, suggest-
ing that male bellows may not be attractive to neighboring
females; otherwise, females would approach bellowing
males �and vice versa�. In addition, unlike those of insects
and anurans, which last several hours or even throughout an
entire night �Brenowitz and Rose, 1999; Grafe, 1999�, a 10-
min alligator chorus might not be sufficient for every indi-
vidual to find an appropriate mate. No alligator bellowed
alone after the end of the choruses. Our deduction is further
supported by studies by Chen et al. �1985, 2003� and Wang
et al. �2006�, in which they found that bellowing activities
mostly occur during 0600–0700 and 1100–1200 h, which is
more than 12 h ahead of the peak time of copulation �around
midnight�.

Bellowing activity involves a significant energy cost
�Chen et al., 1985, 2003�. The bellows have an average SPL
of 90.8 dB �re 20 �Pa� at 5 m distance. Chinese alligators
may not have enough energy to bellow as long as insects and
anurans do, so the chorus lasts just 10 min and the total
number of bellows per alligator is 14.3�6.40 during a cho-
rus �Wang et al., 2007�. This might explain why the Chinese
alligator does not bellow to compete for or attract mates.

The deduction is also strengthened by results from the
playback experiments that both male and female alligators
respond equally to same- and opposite-sex bellowing stimuli
without ambiguity and that none of the tested alligators ap-
proach the loudspeaker in spite of playback of male or fe-
male stimuli, which indicate that bellowing choruses may
have other biological functions rather than as signal to com-
pete for or attract mates. Besides, for attracting mates, the

FIG. 3. Response intensities of tested alligators to male and female bellow-
ing stimuli. �a� Male and �b� female alligators responded equally well to the
same- and opposite-sex bellowing stimuli. Bars show means+SD and N
=13.

FIG. 4. Response latencies of tested alligators to male and female bellowing
stimuli. There is no significant difference in the response latencies of �a�
male and �b� female alligators to the same- and opposite-sex bellowing
stimuli. Bars show means+SD and N=13.
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following hypotheses have also been proposed to explain
why certain animals’ synchronous chorusing might be adap-
tive, none but the last one of which seems reasonable for
Chinese alligators: Species synchronize calling �i� to estab-
lish dominance hierarchy, �ii� to confuse predators, and �iii�
to enhance group detectability �i.e., by maximizing the peak
amplitude of group signaling� �reviewed in Grafe, 1999�.

Studies of the American alligator show that bellowing
activity provides information about the body size and social
status of the active bellower �Garrick and Lang, 1977; Gar-
rick et al., 1978�. Hierarchy is obvious in some crocodilian
species, such as Nile crocodile �Crocodylus niloticus�, Indian
gavial �Gaviails gangeticus�, and Estuarine crocodile �Cro-
codylus porosus� �reviewed in Chen et al., 2003�. Thus, one
might suggest the possibility that Chinese alligators bellow
to increase their dominance status, with large, aggressive in-
dividuals controlling access to mates and resources. In real-
ity, however, Chinese alligators live in separate territories
throughout most time of the year, and dominance hierarchies
do not seem to exist �Chen et al., 1985, 2003�. Hence, this
hypothesized function for Chinese alligator bellowing seems
implausible.

Study on neotropical tree frog �Smilisca sila� shows that
overlapping calls attract fewer predatory bats than alternating
calls �Tuttle and Ryan, 1982�. Yet, Chinese alligator is at the
top of the local food chain—no predator is known to attack
adult Chinese alligator �Chen et al., 1985, 2003�. So, it is
hard to say that Chinese alligators synchronize bellowing to
reduce predation.

Chinese alligator lives in temperate climates, which
force mating to occur within a restricted time frame �Chen et
al., 1985, 2003�. Male alligator mates with more than one
female and female alligator can produce clutches fathered by
more than one male �Chen et al., 1985, 2003; Davis et al.,
2001�. This means that the females can carry offspring of
various genetic compositions, which help the alligators tol-
erate and thrive in new environments and habitats �Davis et
al., 2001�. Consequently, with widely distributed individuals
congregating into a small number of waters, it becomes quite
cost-efficient for alligators to copulate with more mates in a
limited time frame. Meanwhile, an efficient communication
signal is required for them to locate certain aggregative wa-
ters in the dense vegetative habitat.

Compared to visual and olfactory signals, auditory sig-
nal is an effective way for Chinese alligators to locate certain
aggregative waters. Dense vegetation restricts visual commu-
nication, and efficacy of olfactory signaling is low �Chen et
al., 2003; Wang et al., 2007�. The bellow, characterized by
low dominant frequency and high SPL, which facilitate
propagation in the high densely vegetated environment
�Wang et al., 2007�, can serve as an efficient beacon that
allows widely dispersed alligators of both genders to locate a
certain breeding aggregation. The synchronous bellows of
many alligators help to enhance group detectability over a
further spatial range and also provide information about the
number of attending alligators, which would contribute to a
larger number of copulations. These may explain why both
male and female alligators respond equally to the same- and
opposite-sex bellowing stimuli to form bellowing choruses

and why there is a 12-h interval between peak times of bel-
lowing and copulations. The field observation of Wang et al.
�2006� finds that bellowing chorus does have congregative
effect during the mating season.

As the current wild alligators are mainly scattered in the
43 300 h m2 national reserve, it results in a lack of commu-
nication between individuals and, in turn, a lack of reproduc-
tive success �Ding et al., 2001�. Although the tested alliga-
tors are living in semi-natural condition �though once wild-
caught�, their higher density may lead to a population with
reproductive behaviors that more closely reflect the wild al-
ligators prior to reaching the endangered situation of the
present. This study would be useful in the reintroduction of
artificially reproduced alligators back to the wild. But further
works, such as those on Chinese alligator’s hearing capabil-
ity, active space of the bellows, and alligator’s responses at
different distances from the source to single and chorused
bellows, are required to directly test the hypothesis about
enhancing group detectability.
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A first step to understanding how a species communicates acoustically is to identify, categorize, and
quantify the acoustic parameters of the elements that make up their vocalizations. The “chick-a-dee”
call notes of the chestnut-backed chickadee �Poecile rufescens� were sorted into four call note
categories, A, C, D, and Dh notes, based on their acoustic structure as observed in sound
spectrograms, and evaluated based on the syntactical ordering of the note types within calls. The
notes were then analyzed using quantitative measures and it was determined which features have the
potential to convey information to discriminate note type, individual, and the geographic origin of
the producer. The findings were comparable to previous research of congeners in that
chestnut-backed chickadee calls were produced with a relatively fixed syntax and contained
similarly structured note types across all geographic regions. Overall this information will form a
base for future research on chestnut-backed chickadee vocalizations and will strengthen the
foundation for future comparative evolutionary studies.
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I. INTRODUCTION

In order to understand acoustic communication in song-
birds, as in all animal species, we must first understand the
acoustic structure and note composition that comprise their
vocalizations. With this information we can begin to evaluate
which aspects of the vocalizations are potentially important
for individual recognition, species recognition, and to ascrib-
ing meaning. Further, by using similar methods across a
number of closely related species, we can gain insights on
the evolution of complex acoustic signals.

Chickadees �genus Poecile� are a frequently studied
songbird genus for several reasons. First, chickadees are
common in most areas of North America, making them
readily available for scientific investigation. Second, chicka-
dees are an excellent group for comparative study because
there are many species of chickadees that all have unique,
yet comparable, vocalizations such as the chick-a-dee call
�e.g., Hailman and Ficken, 1996�. Third, chickadees have a
social structure that varies seasonally, whereby they form
mated pairs in the spring and summer and in the fall and
winter form cooperative flocks of typically six to eight indi-
viduals �Smith, 1991�. These reasons, combined with the fact

that chickadees have a complex and well-studied vocal rep-
ertoire, make them an excellent choice for studies of com-
munication �Smith, 1991�.

The North American clade of chickadees is often broken
up into two sibling groups: black-headed and brown-headed
chickadees based on both their appearance and their phylo-
genetic relationships �Gill et al., 2005�. To date, the vocal-
izations of all the black-headed species of the North Ameri-
can chickadee clade �black-capped, mountain, and Carolina
�atricapillus, gambeli, and Carolinensis� chickadees� have
been studied extensively, including their whistled song
�black-capped: Weisman et al., 1990; Kroodsma et al., 1999;
mountain: Wiebe and Lein, 1999; and Carolina: Lohr et al.,
1991, 1994� and chick-a-dee call �black-capped: Charrier
et al., 2004; mountain: Bloomfield et al., 2004; and Carolina:
Bloomfield et al., 2005�. The whistled song is not part of the
repertoire of brown-headed chickadees �chestnut-backed
chickadee, Poecile refescens, boreal chickadee, Poecile hud-
sonicus, gray-headed chickadee, Poecile cinctus, and Mexi-
can chickadee Poecile sclateri�, but they all produce chick-
a-dee calls �Hailman, 1989�. In fact, the chick-a-dee call of
these species is used in social contexts normally reserved for
the whistled song in the black-headed group. Specifically, the
chick-a-dee call of the chestnut-backed chickadee is the most
common vocalization of the dawn chorus, and is thought to
be used for territory defense �Dahlsten et al., 2002�. In con-
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trast to the black-headed group, chick-a-dee calls from mem-
bers of the brown-headed group have not been studied nearly
as extensively. Here we present the first in depth study ex-
amining the acoustic structure of the chestnut-backed chicka-
dee chick-a-dee call.

In addition to examining the acoustic structure of the
chestnut-backed chickadee call, we also looked at whether
there was any geographic variation in the structure and syn-
tax of the call; what some researchers refer to as different
“dialects.” Vocal geographic variation has often been dem-
onstrated for songbird populations separated by physical bar-
riers �e.g., Slabbekoorn et al., 2003�, and for populations
lacking these barriers �e.g., Wright et al., 2008�.

Because of the many regional and seasonal differences
that occur in the vocalizations of many species, we examined
and compared calls from a group of chestnut-backed chicka-
dees recorded in May 2006 on Vancouver Island, as well as
recordings of chestnut-backed chickadees recorded across
many regions at different times of year. These regions con-
tained areas of both sympatry and allopatry with other
chickadee species. Our methodology for determining note
types is similar to that used when studying the chick-a-dee
calls of other chickadee species �Charrier et al., 2004;
Bloomfield et al., 2004, 2005�. We then measure and sum-
marize several acoustic features from each note type to de-
termine which aspects of the vocalizations the chestnut-
backed chickadee could potentially use to discriminate
among individuals and to discriminate among note types.
Using this information, we made comparisons between
notes, individuals, and geographic regions. We then postulate
mechanisms by which the birds could extract information
from conspecific calls. Finally, we examine syntactical trends
across a vast library of calls recorded from several geo-
graphic areas.

II. STUDY 1: CALL NOTE CLASSIFICATION

The purpose of this study was to examine sound spec-
trograms of chick-a-dee call notes in order to determine the
different note types present in the call. This information was
then used as a basis for the subsequent studies.

A. Recordings

Recordings were obtained from two sources: a library of
archived calls, and our own field recordings. Our field re-
cordings from Vancouver Island in May 2006 �recorded by
DEG� were used as a source from which we had detailed
information about the nature of the recordings and individu-
als present in the recordings, which was important for some
of our analyses. However, because this source contained re-
cordings from only one location at one time of year, we also
obtained recordings from Macaulay Library of Natural
Sounds at the Cornell Laboratory of Ornithology, which con-
sisted of recordings from many different people, with differ-
ent recording equipment, in different months of the year, in
different locations, and no detailed information regarding the
individual identities of birds contained in the recordings.

The first sample �hereafter referred to as the Vancouver
2006 sample� of chestnut-backed chickadees was recorded in

the field at eight different locations on Vancouver Island,
Canada during May 2006 between the hours of 0500 and
1500 Pacific daylight time. All birds were unbanded, so sex
was usually not known. A total of 43 pairs of chickadees
were recorded. Because birds were unbanded, only record-
ings from one visit were used if locations were visited more
than once. In these recordings it was clear which individual
in the pair was vocalizing; this was important information for
any analyses that required knowing which individual was
calling. Recordings were made using a MiniDisc recorder
�model MZ-N1, Sony Corp., Tokyo, Japan� connected to a
Sennheiser omnidirectional microphone �model ME62, Sen-
nheiser Corp., Wedemark, Germany�, with a 20–20 000 Hz
frequency response, mounted in a 60 cm parabola �Telinga
Pro-universal model, Tobo, Sweden�. The calls were then
edited into individual wave files using SYRINX software,
sampling at 22.05 kHz.

The goal was to obtain large samples of calls from each
of several individuals with a representative sample of their
call note type repertoire. In order to achieve this, there were
two potential problems to overcome. First, calls were gener-
ally produced by birds high in the canopy at very low am-
plitudes, thus making for challenging sample acquisition in
the field. Second, C and D notes in this species were rela-
tively rare compared with other chickadee species studied to
date �e.g., Charrier et al., 2004�. To ameliorate these issues,
we excluded calls from focal individuals if they had poor
signal to noise ratio, high levels of background noise, a small
sample of calls ��10�, and/or had few ��5� calls that con-
tained note types appearing similar to the C and D notes of
other chickadee species. We had no numerical cutoff for poor
signal to noise ratio, as this was determined by visually ex-
amining the spectrograms. However, all spectrograms had a
cutoff of �35 dB below peak frequency �PF�. Therefore,
signals with noise that was louder than �35 dB from the
peak of the signal and obscured our ability to properly dis-
tinguish the note from background noise were omitted. With
all of these considerations in mind, nine individuals were
selected from the Vancouver 2006 sample. From each of
these individuals we then randomly selected ten calls such
that the first five calls from each individual had to contain
either a C or D type note, and additional five calls were
randomly sampled from the remaining set of recorded calls
such that at least five of the calls had notes resembling A or
B type notes from other chickadee species. Thus, we
sampled in total 10 calls each from 9 individuals for a total
of 90 calls consisting of 490 notes.

The second set of calls was obtained from the Macaulay
Library of Natural Sounds at Cornell Laboratory of Ornithol-
ogy. A total of 564 calls and 2242 notes were obtained from
this source, with recordings taken from a variety of regions
�California, Washington, Oregon, and British Columbia� with
various recording equipment �see Table I for details�. Using
the same procedure as was used for the Vancouver 2006
sample, we selected 12 individual recordings and randomly
selected 10 calls from each of these such that at least 5 calls
contained C or D type notes, and at least 5 calls contained A
type notes for a total of 490 notes. These calls were evalu-
ated after we had already established note types using the
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Vancouver 2006 sample, to see if our results generalize to
other regions and seasons. Recordings were from a broad
range of years; however, for all analyses that required us to
split the library into subgroups, year ranges were balanced as
well as possible across subgroups �see Table II for a descrip-
tion of the total samples and the samples used in this study�.

B. Classification procedure

To classify the notes into note type categories, a method
similar to that used in previously published papers was em-
ployed �e.g., Bloomfield et al., 2004�. All 490 of the notes
selected from the Vancouver 2006 sample were saved in
separate sound files with a duration of 300 �non-D notes� or
500 ms �D notes� from which spectrograms were then gen-
erated using SIGNAL sound analysis software �Engineering
Design, Berkeley, CA� at a window size of 512 points with a

cut off amplitude of �35 dB relative to the peak amplitude
of the note. These spectrograms were then printed on glossy
photo paper and arranged with 15 spectrograms per page,
each accompanied with a random 4-digit number. The spec-
trograms were then cut out such that each note had its own
small card.

In a preliminary analysis, we sorted the notes into six
categories based on visual similarity. Exemplars were then
identified for each of the note types by searching for notes
with similar acoustic characteristics from the notes in the
calls that were not selected for individual analysis. The ex-
emplars were then printed on note cards in the same fashion
as the 490 notes used for the analysis and were labeled as
exemplars for each category. These exemplars, as well as a
written description of each note type �the final version of
which is provided in the results section�, were presented to

TABLE I. Details about location, recordist, month and year of recording, and equipment used for the sample received from the Cornell Laboratory of
Ornithology’s Macaulay Library of Natural Sounds.

Region Local Recordist Month Year

Vancouver Island Miracle Beach Provincial Park Gunn, William W. H. 5 1962
Vancouver Island Miracle Beach Provincial Park Gunn, William W. H. 5 1962
Northwestern U.S. Fort Worden State Park Hewitt, Oliver H. 5 1980
Northwestern U.S. Powers; Eden Valley Keller, Geoffrey A. 5 1989
Northwestern U.S. Powers; Eden Valley Keller, Geoffrey A. 5 1989
Northwestern U.S. Charleston, South Slough Sanctuary Keller, Geoffrey A. 3 2000
Northwestern U.S. Unknown Stillwell, J.E. 5 1955
Northwestern U.S. Lake Crescent Robbins, Mark B. 6 1989
Northwestern U.S. Lake Crescent Robbins, Mark B. 6 1989
Northwestern U.S. Lake Crescent Robbins, Mark B. 6 1989
Northwestern U.S. Cape Perpetua; 10 km in on Tachats Loop Road Little, Randolph S. 5 1995
Northwestern U.S. Corvallis; Valley of the Giants Little, Randolph S. 5 1995
Northwestern U.S. Fort Worden State Park Hewitt, Oliver H. 5 1987
California Carmel Allen, Arthur A. and Allen, D. G. 4 1959
California Carmel: PT Lobos Sutherland, C. A. 7 1961
California Marin County Sander, Thomas G.
California Crescent City; Lake Earl Wildlife Viewing Area Keller, Geoffrey A. 5 2001
California Devil’s Gulch Sander, Thomas G. 3 1988
California Monta-a de Oro State Park, Coon Creek Marantz, Curtis A. 6 2005
California Monta-a de Oro State Park, Coon Creek Marantz, Curtis A. 6 2005

TABLE II. Total number of subsamples �recordings� and the years and months of recording for each region are
presented as well as selected subsamples for specific analysis.

Region No. of subsamples Years recorded Months recorded

Vancouver Island and Macaulay Library total sample information
Vancouver Island 37 1962–2006 May
Northwestern United States 12 1955–2001 March–June
California 6 1959–2005 March–July

Note card sort and quantitative analysis subsample information
Vancouver Island 11 1962–2006 May
Northwestern United States 5 1980–2001 May–June
California 5 1959–2005 March–July

Regional comparison subsample information
Vancouver Island 6 1962–2006 May
Northwestern United States 5 1980–2001 May–June
California 5 1959–2005 March–July
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two additional sorters �Sturdy and Moscicki� who then inde-
pendently sorted the notes. Afterwards, the percent agree-
ment was calculated between the sorters and the average
agreement between two individuals was determined. The
sorters then met to discuss any disagreements and refine the
note type definitions.

After agreeing on and finalizing the note types of the
chestnut-backed chickadee based on the Vancouver 2006
sample, this procedure was repeated with the sample ob-
tained from the Macaulay Library to assess whether the same
note types from one location and season are also found in
other locations and seasons.

C. Results

In the first �i.e., preliminary� note sort, six note types
were identified among the 490 notes in the sample of
chestnut-backed chick-a-dee calls. However, due to less than
desired percent agreement among sorters ��80%� on three
of the note types, the six note types were collapsed into four.
Specifically, three of the preliminary note types were col-
lapsed into a single “A” note-type. The percent agreement
among sorters after collapsing into four note types was
100%.

The same four note types were also found in the
Macaulay Library sample as no notes were identified that did
not clearly conform to the categories found in the Vancouver
2006 sample. However, there was slight disagreement among
sorters �97% agreement� that resulted in refining the descrip-
tion of the Dh note, such that A notes with a noisy terminal
portion would not be misclassified as Dh notes. Below are
the final note descriptions that achieved consensus among
the sorters. The nomenclature used for the note types ob-
served here is similar to that used in previous studies with
chick-a-dee calls. For a visual explanation, Fig. 1 shows ex-
emplars of each note type.

1. A notes

The A note, much like A and B notes in other chickadee
species, is highly tonal in nature. It increases in frequency,
peaks, and then decreases in frequency, thus forming an in-

verted U shape, or, in some cases, an inverted V shape. The
A note almost always occurs first in the call, if it occurs at
all.

2. C notes

The C note of the chestnut-backed chickadee appears
visually similar to the C notes of black-capped, mountain,
and Carolina chickadees �Charrier et al., 2004; Bloomfield
et al., 2004, 2005� in that it consists of a “stack” of fre-
quency bands that ascend in frequency to a peak and are then
occasionally observed to rapidly decrease over a very brief
duration. The main �loudest� amplitude band is frequency
modulated from the beginning of the note to the peak and
then occasionally decreases rapidly over a short duration. In
addition, there are usually two parallel frequency bands that
ascend prior to the main band �see Fig. 1�. The C note typi-
cally appears in isolation from other call note types in the
chestnut-backed chickadee.

3. D notes

The D note is also similar to the D notes of other chicka-
dees in that they are composed of a stack of frequency bands
that are relatively unmodulated in frequency over their dura-
tion. In the chestnut-backed chickadee, D notes have several
harmonic-like bands that span a wide frequency range �ap-
proximately 2–9 kHz�. The individual bands remain fairly
constant in frequency, sometimes ascending slightly at the
beginning and descending again at the end. D notes do not
occur in every call, but when they do, they almost always
appear at the end of the call.

4. D hybrid notes „Dh…

The D hybrid note resembles both the D note and A
note, and could be considered a “hybrid” of the two note
types, hence the name. It begins with a more tonal structure
�like the A note� and ends with a harmonic-like structure
�like the D note�. It starts out much like the A note with an
inverted U or V shape, but with a slightly longer descending
than ascending frequency band. The end of the note uses the
descending frequency band of the A note-like portion as the

FIG. 1. Spectrogram exemplars of chestnut-backed chickadee note types �fast Fourier transform �FFT� window=512 points�.
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lowest harmonic band for a D note type ending of the note.
Most Dh notes are relatively long in duration ��150 ms�
and have a portion without frequency modulation that looks
almost exactly like a short D note, whereas some Dh notes
only have frequency modulation on the descending portion
of the tonal part of the note. There are always at least two
additional frequency bands that initiate at or just after the
tonal portion of the note begins to descend in frequency.
When they occur, Dh notes appear after A notes and before D
notes, if there are any D notes in the call. There is never
more than one Dh note in a call.

III. STUDY 2: QUANTITATIVE NOTE ANALYSIS

After first determining and then classifying notes into
types in the previous study, we made quantitative measure-
ments of several measures of frequency and duration on each
note. From the results of this analysis, it was possible to
make quantitative acoustical comparisons between note
types and individual birds.

A. Note measurement procedure

All measurements were completed using SIGNAL 5.10.25

software �Engineering Design, 2001–2007� according to the
methods used with other chickadee species �Charrier et al.,
2004; Bloomfield et al., 2004, 2005�. Because all the
Macaulay Library recordings were sampled at 44.1 kHz,
which is also the standard sample rate used in other chicka-
dee species, we resampled the Vancouver Island recordings
from 22.05 to 44.1 kHz before conducting any measure-
ments.

All frequency measurements were taken in a 1024-point
window size spectrogram, which permitted a frequency pre-
cision of 43 Hz. We used this window to measure the start
frequency �SF�, PF, and end frequency �EF� of the frequency
band with the highest amplitude for A, C, and the opening
portion of D hybrid notes.

Duration measurements were taken in a 256-point win-
dow size spectrogram, which has a duration precision of 5.8
ms. Ascending durations �ADs� and descending durations
�DDs� to and from the PF were measured in all notes with
tonal portions �A, C, and Dh notes� as were the total dura-
tions �TDs� for each note type.

Based on the frequency and duration measurements for
A, C, and the opening portion of D hybrid notes, we were
also able to calculate ascending �FMasc� and descending
�FMdes� frequency modulations. These were calculated as
follows: FMasc= �PF−SF� /AD and FMdes= �PF−EF� /DD.

Finally, a spectrum was generated for each individual
note with a smoothing width of 88.2 Hz, in which the loudest
frequency �frequency of maximum amplitude, FMax� for all
notes was measured. Additionally, the fundamental fre-
quency �f0� was measured for C, D, and D hybrid notes. See
Fig. 2 for a visual explanation of each measurement.

B. Statistical analysis

All initial analyses of the two samples were conducted
separately. This was because for the Vancouver 2006 sample,
but not the Macauley sample, the same recordist made all of

the field recordings using the same equipment. In the Macau-
ley sample, some of the acoustic differences may have been
due to different recordists and/or equipment. Thus, the Van-
couver 2006 sample was ideal to set the standard for the
quantification of chestnut-backed chickadee vocalizations.
The Macaulay sample was examined to confirm that the re-
sults would generalize to chickadees in other regions and
months of the year.

To compare the four note types separately for each
sample, potential for note type coding �PNTC� �Charrier
et al., 2004� was examined to see whether there was more
variation of acoustic features between note types than within
a note type. The PNTC is the ratio of the coefficient of varia-
tion for a particular acoustic feature, calculated between all
note types �CVb� and the mean of the coefficients of varia-
tion �for the same acoustic feature� calculated within note
types �CVw�. The coefficient of variation between note types
is calculated as CVb= �SD / x̄��100 where SD is the stan-
dard deviation and x̄ is the mean for an acoustic feature
calculated on the total sample of call notes. The coefficient
of variation within �CVw� is an average of the coefficients of
variation for all the note types separately for a particular
feature, calculated with the same formula. For example, the
CVw for SF was calculated from the average coefficient of
variation of SF for A, C, D, and Dh notes calculated sepa-
rately. This allows us to look at the average variation within
a note type to compare it to the total variation. If the varia-
tion for a given acoustic feature is greater between note types
than within note types, then the ratio will be �1, and it is
theoretically possible that these differences can be used by
the birds to discriminate note types. Conversely, if similar
amounts of variation exist between and within types, then the
ratio will be �1, indicating that the particular acoustic fea-
ture is unlikely to contribute in any meaningful way to note-
type perception.

Similar to the PNTC, potential for individual coding
�PIC� �Charrier et al., 2004� was examined. This allowed us
to determine whether there are any acoustic features that are
specific to an individual, and thus could be used by conspe-
cifics for individual identification. We could distinguish in-
dividuals of the Vancouver 2006 sample, but not for the
Macaulay Library sample, so only the Vancouver 2006
sample was used for this analysis. The PIC is calculated in
the same manner as the PNTC �i.e., PIC=CVb /CVw�. How-
ever, PIC values were calculated separately for each note
type and feature, unlike the PNTC. CVb, therefore, instead
of being calculated for each feature across all note types and
individuals, was calculated for each feature separately for
each note type but across all individuals. CVw is an average
of the coefficients of variations within each individual, rather
than note type like in PNTC. Because the sample of a single
note type within an individual was small, an adjusted version
of the CVw was used: CVw= �SD / x̄��1+1 / �4n���100
where n is the number of calls in each bird’s sample.

For each sample, a one-way analysis of variance
�ANOVA� was also conducted using SPSS 11.5 �SPSS Inc.
1989–2002� to determine what measurements of each note
type best predicted individual. A Bonferroni correction of
alpha=0.005 �alpha of 0.05/10 measurements� was used to
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account for the multiple measurements that could be used as
predictors of individual.

Finally, we conducted linear discriminant analyses
�LDAs� using Wilks’ lambda stepwise method, and multi-
variate analyses of variance �MANOVAs� on the Macaulay
Library sample for each note type separately to determine
whether within-region similarities and/or between-region dif-
ferences could be observed. Three ad-hoc regions were
formed and evaluated. The first region was the Vancouver
Island chestnut-backed chickadees, which is an allopatric
group of chickadees. No other chickadee species are present
on the island �Dahlsten et al., 2002�. The second region was
the Northwestern United States that consisted of Washington,
Oregon, and the very Northwestern tip of California. This
region contains both black-capped chickadees and chestnut-
backed chickadees, making it a region of sympatry for
chickadees �Smith, 1993; Dahlsten et al., 2002�. The final
sample was chestnut-backed chickadees in other regions of
California, which live in a region separate from black-capped
chickadees. No calls were sampled from chestnut-backed
chickadees north and east of Vancouver Island, because none
were available from the Macauley Library. Both United
States regions also contain some mountain chickadees in the
more mountainous regions of the states �McCallum et al.,
1999�. However, based on the locations that recordings were
obtained �when this information was available�, there was

likely minimal overlap between mountain chickadees and
chestnut-backed chickadees in this study since most of the
recordings in each of the United States appeared to be taken
by the coast rather than in the mountains. Additionally, be-
cause the Vancouver 2006 sample was larger than the entire
sample received from the Macaulay Library, and since the
Macaulay Library contained far less recordings from Van-
couver Island than the other two regions, a subsample of
calls from the Vancouver 2006 sample was chosen to boost
the Vancouver Island region in the regional comparisons. Be-
cause we wanted to use samples with the largest potential
amount of acoustic variation, we looked for the individuals
that had the largest sample of calls from which we pseudo-
randomly chose the ten calls for analysis. Four birds had
�40 �40–73� calls and the other five had �20 �13–17� calls.
We therefore included only these four birds. See Table II for
a full description of the recordings used.

C. Sample specific results

PNTC values indicated that there were numerous acous-
tic features that the birds could potentially use to discrimi-
nate among note types. Both the Vancouver 2006 sample and
the Macaulay Library sample had PNTC values �1 for TD,
AD, DD, SF, EF, FMasc, and FMdes, suggesting that these
measures differ for all note types in both samples. The Van-

FIG. 2. Exemplars of quantitative measurements. �A� Spectrogram showing duration measurements on non-D notes. TD=total duration, AD=ascending
duration, and DD=descending duration. �B� Spectrogram showing frequency measurements on non-D notes. SF=start frequency, EF=end frequency, and
PF=peak frequency. �C� Power spectrum calculated on the entire note duration showing frequency at maximum amplitude �FMax� for non-D notes. �D�
Spectrogram measuring duration of D notes. �E� Power spectrum calculated on the entire note duration to measure FMax and f0 in D notes; f0

=fundamental frequency within note.
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couver 2006 sample had more PNTC values �1, as PF and
FMax also could be used to discriminate note types in this
sample. However, the Macaulay Library sample showed that,
across regions, seasons, and years, TD and FMdes are the
clearest indicators of note type with much higher PNTC val-
ues of 2.9 and 3.3, respectively. See Table III for all PNTC
values.

PIC values for the Vancouver 2006 sample were �1 for
all measurements for all notes except AD for A notes, SF and
FMdes for C notes, and EF, FMax, and f0 for Dh notes. The
highest PIC value for A notes was 1.3 for PF and FMdes. For
C notes, TD, EF, and PF had the highest PIC value of 1.5.
For D notes, both FMax and f0 had PIC values of 2.2, and
Dh notes had the highest PIC value of 2,1 for PF. The ANO-
VAs showed similar results to those obtained using the PIC
measure: All A measurements �F�8,362��2.931, p
�0.003� and D note �F�7,56��6.679, p�0.001�, TD, AD,
f0, and FMasc for C notes �F�4,31��4.862, p�0.004�,
and PF and FMdes for Dh notes �F�4,14��7.115, p
�0.002� were significantly different across individuals.
These results suggest that all note types have the potential to
be used by birds to discriminate among individuals �See
Table IV for all PIC information on the Vancouver 2006
sample�. However, it is possible, as with PNTC, that some of
these results could be due to the limited variation within the
particular sample.

D. Comparative results

The LDAs conducted for each note type on the three
regions suggested that A notes are similar across the three
regions. In spite of this, the model was able to sort them at a
better than chance level. The other three note types �i.e., C,
D, and Dh� form clearly distinguishable categories based on
region. In agreement with these results, all MANOVAs con-
ducted on all note types showed significant differences
across regions for all note types.

A notes were correctly classified by location of origin by
the LDA model an average of 56.5% of the time. However,
California A notes were classified correctly 68.4% of the
time and Vancouver Island and Northwestern United States A
notes were only classified as being Californian 14.4% and
13.2% of the time, respectively. When looking at the

MANOVA to try and further evaluate the differences among
groups, we found that the model returned a significant result
�F�18,942�=11.858, p�0.001�. There were main effects
for all A note measurements across regions except FMasc
and FMdes �F�2,478��5.108, p�0.006�. To look at these
further, we conducted Tukey post-hoc analyses and found
that, for all significant measurements except FMax, SF, and
PF, California was significantly different from the other two
regions �p�0.001�. That said, the two more northerly re-
gions were not significantly different from each other. For SF
only Vancouver Island and California were significantly dif-
ferent from each other �p=0.003�, and for PF and FMax the
opposite was true: All regions except Vancouver Island and
California were different from each other �p�0.035�.

C notes were classified correctly 77.8% of the time by
the LDA model. In this case, both Vancouver Island and the
Northwestern United States group were classified correctly
frequently �81.0% and 83.3% of the time, respectively�
whereas California classified correctly 66.7% of the time.
The MANOVA was significant �F�20,140�=6.527, p
�0.001�, with main effects for all measurements except DD,
FMax, and FMdes �F�2,78��9.147, p�0.001�. When
looking at the results of Tukey post-hoc comparisons for all
measurements with significant main effects, Vancouver Is-
land was significantly different from the other two regions
�p�0.008� with the exception of SF, while California was
significantly different from the other two regions only for SF
�p�0.001�.

D notes were classified correctly 74.4% of the time by
the LDA model. Interestingly, Northwestern United States
and Vancouver Island D notes were least likely to be mis-
classified as Californian �0.0% and 3.8%, respectively�. In
general, the LDA had the highest accuracy at classifying the
Northwestern United States region, with an accuracy of
90.5%. Vancouver Island and California had 65.4% and
71.0% accuracies, respectively. This suggests that the North-
western United States D notes were the least variable, but
they were intermediate between Vancouver Island and
California D notes, which are more distinct from one an-
other. The MANOVA for D notes was again significant
�F�6,146�=15.258, p�0.001� and showed main effects for
all measurements �F�2,75��8.831, p�0.001�. Tukey post-

TABLE III. PNTC values for both the Vancouver 2006 sample and the Macaulay Library sample. A value �1
indicates a potential for note type coding.

Measurement

Vancouver 2006 sample Macaulay Library sample

CVb Mean CVw PNTC CVb Mean CVw PNTC

TD 64.5 55.8 1.2 50.2 17.1 2.9
AD 29.9 24.0 1.2 37.7 22.5 1.7
DD 64.6 53.9 1.2 70.9 45.1 1.6
SF 25.6 20.8 1.2 31.3 24.1 1.3
EF 21.5 20.1 1.1 25.4 17.9 1.4
PF 9.4 8.2 1.1 13.1 15.3 0.9
FMax 9.5 7.7 1.2 11.1 11.2 1.0
f0 17.5 21.0 0.8 24.4 23.6 1.0
FMasc 33.6 27.7 1.2 52.3 39.7 1.3
Fmdes 36.5 29.6 1 2 705.1 214.0 3.3
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TABLE IV. Mean, standard deviation, CVb, mean CVw, and PIC values for each measurement on each note type for the Vancouver 2006 sample. F statistics and df are presented as well as comparison. A PIC
value �1 suggests potential for individual coding.

Note
type TD AD DD SF EF PF Fmax f0 FMasc FMdes

A Mean�SD 51.7�10.2 ms 23.7�5.9 ms 28.5�8.6 ms 4996.4�997.7 Hz 4653.2�667.5 Hz 7853.3�684.0 Hz 6599.9�546.0 Hz 127.8�44.6 Hz /ms 121.1�38.8 Hz /ms
CVb 19.8 25.0 30.1 20.0 14.3 8.7 8.3 34.9 32.1
Mean CVw 17.8 25.1 26.3 18.3 13.6 6.6 7.3 29.3 24.5
PIC 1.1 1.0 1.1 1.1 1.1 1.3 1.1 1.2 1.3
F 12.184a 2.931a 12.660a 13.055a 4.163a 30.723a 12.189a 13.153a 36.565a

df 370.0 370.0 370.0 370.0 370.0 370.0 370.0 370.0 370.0

C Mean�SD 51.8�7.0 ms 40.8�3.6 ms 11.0�5.1 ms 2425.2�280.6 Hz 6652.7�918.2 Hz 8041.8�570.6 Hz 6153.7�575.3 Hz 2854.5�467.7 Hz 138.0�15.4 Hz /ms 127.1�54.3 Hz /ms
CVb 13.5 8.8 45.9 11.6 13.8 7.1 9.3 16.38364971 11.1 42.7
Mean CVw 9.2 6.4 33.0 11.8 9.4 4.8 7.9 12.0 9.7 90.4
PIC 1.5 1.4 1.4 1.0 1.5 1.5 1.2 1.4 1.2 0.5
F 5.050a 9.818a 1.832 0.436 2.730 4.372 3.255 7.681a 4.862a 1.626
df 35 35 35 35 35 35 35 35 35 35

D Mean�SD 175.5�21.9 ms 5731.4�375.2 Hz 2648.8�507.0 Hz
CVb 12.5 6.5 19.1
Mean CVw 8.4 3.0 8.7
PIC 1.5 2.2 2.2
F 9.373a 24.960a 8.650a

df 63 63 63

Dh Mean�SD 149.0�20.0 ms 25.5�4.4 ms 107.6�21.6 ms 3682.0�767.7 Hz 2303.6�299.6 Hz 6432.5�579.5 Hz 5999.6�294.9 Hz 2529.8�210.0 Hz 110.6�39.3 Hz /ms 39.6�10.1 Hz /ms
CVb 13.4 17.4 20.1 20.9 13.0 9.0 4.9 8.3 35.5 25.4
Mean CVw 9.3 13.7 17.2 19.5 12.9 4.4 5.4 8.0 24.2 14.3
PIC 1.4 1.3 1.2 1.1 1.0 2.1 0.9 1.0 1.5 1.8
F 4.141 0.918 0.781 1.824 0.503 22.440a 0.654 3.488 2.299 7.115a

df 18 18 18 18 18 18 18 18 18 18

aSignificant with p�0.005.
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hoc comparisons revealed that for TD, Vancouver Island was
significantly different from the other two regions �p
�0.001�. For FMax and f0, California was significantly dif-
ferent from the other two regions �p�0.002�.

The LDA model classified Dh notes by region correctly
63.8% of the time. The model was high for California
�83.3%� and did less well with Vancouver Island �64.3%�
and even less with the Northwestern United States region
�52.4%�. There were no misclassifications of Vancouver Is-
land as California, or California as the Northwestern United
States. Only the Northwestern United states was misclassi-
fied as both other regions, suggesting that these notes were
intermediate between the other two. Because, in this case,
the Northwestern United States was more likely to be mis-
classified than both the other two regions together, it appears
that this region was the most variable. The MANOVA look-
ing at the differences in measurements across regions was,
again, significant �F�20,72�=3.958, p�0.001�. However,
only AD, SF, PF, and FMax showed significant main effects
�F�2,44��3.880, p�0.028�. When examining the post-hoc
tests with these variables, Vancouver Island and Northwest-
ern United States differed on AD �p=0.027�, California dif-
fered from the other two for SF and PF �p�0.039�, and
Vancouver Island differed from the other two for FMax �p
�0.035�.

In summary, for the majority of the measurements for
the notes, Vancouver Island and California were the most
different with the Northwestern United States falling some-
where in between, suggesting that the acoustic differences
may be correlated with geographic distance between the
populations.

IV. STUDY 3: SYNTACTICAL ANALYSIS

After distinguishing note types and analyzing their fea-
tures, the next step was to examine their ordering, or syntax,
within the call. The subsamples in our studies were pseudo-
randomly selected; that is, we purposefully selected calls that
contained a variety of note types. Because of this, and be-
cause we wanted as large a sample as possible to determine
call syntax trends, we analyzed every usable call �i.e., high
quality, low noise with discernable note types� in both
samples. This not only gave us descriptive information of the
call, but also allowed us to evaluate how our large Vancouver
2006 sample compared to a more general sample, and
whether there are any differences in syntax types and rules
present. If there are differences between the samples, this
would suggest that regional or seasonal differences could
also play a role in syntax.

A. Call note ordering procedure

Whole calls were printed with 4 spectrograms per page
on 8.5�11 pages of paper in a binder of calls. Sorters re-
corded the note type ordering observed within each call. All
three sorters were blind to the classifications from the other
sorters, and were the same sorters from study 1. The sorts
were then compared, and any disagreements discussed to-
gether in a group until the group came to a general consensus
to determine the final agreed syntax.

From the data obtained from the full call sets, all syn-
tactical arrangements were analyzed and the total number of
times a call was produced was examined. Additionally, we
looked at probabilities within the samples of note type order
and placement in order to evaluate whether there are stan-
dard syntactical rules followed in both samples. First we
looked at the probability of notes occurring given the previ-
ous note type. For example, what is the probability that the
next note is a C note given that the previous note is an A
note? These probabilities were calculated by summing up the
total number of all occurrences �e.g., total occurrences of A
followed by C notes� and finding the proportion of each oc-
currence given the preceding note �e.g., total number of A
followed by C occurrences/total transitions from A notes�.

We then looked at the probabilities of note type place-
ment within individual calls. For example, what is the prob-
ability that the first note in a call will be an A note? Or, vice
versa: What is the probability that an A note will be the first
note in a call? These were calculated in the same way as the
order probabilities, e.g., the total number of A notes that are
the first note in the call/the total number of notes that are first
in the call. An example for the opposite calculation would be
the total number of A notes that were the first note in the
call/the total number of A notes. Comparable studies have
been conducted in both black-capped chickadees �Hailman
et al., 1987� and Mexican chickadees �Ficken et al., 1994�
that found both species have fixed syntactical rules used to
generate calls based on Markov chain analyses.

Finally, Pearson correlations were conducted to compare
the proportions of each syntax type between the Vancouver
2006 sample and the Macaulay Library sample to see
whether there are any syntactical differences between a spe-
cific and more general sample. Similar correlations were
conducted on the probabilities of each note type followed by
each other note type, as well as the probabilities of the place-
ment for each note type within the call.

B. Results

The percent agreement in classifying note types was ex-
tremely high �99.6%�. Sixty-eight specific syntax patterns
were found in the two samples together, suggesting that there
is a wide range of patterns the birds can use in communicat-
ing. However, 55.6% of all chick-a-dee calls contain just A
notes, and another 22.7% contained just A notes that termi-
nate in either a single D note or a single Dh note. Overall,
88.7% of all calls in our sample begin with A notes and most
of the remaining calls contain either just C notes �5.4%� or
just D notes �4.8%�. Only 1.1% of the calls �17/1532� have
any other syntax not described above. The chestnut-backed
chickadee does, therefore, appear to have a more primitive
syntactical structure to its call than any of the black-headed
chickadee species �Bloomfield et al., 2004, 2005; Charrier
et al., 2004�, although there is still room for variation within
these parameters.

The frequency of each syntactic sequence was signifi-
cantly correlated between the two samples, but the correla-
tion was not high �r=0.534, p�0.001�. When looking
again at the data, it is apparent that the Vancouver 2006
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sample is dominated by certain vocalizations, whereas the
Macaulay sample seems to have more variation, which
makes sense considering that the Macaulay sample is more
varied in terms of location and season. In fact, 34.3% of the
calls in the Vancouver 2006 sample have identical syntax
�six A notes� whereas the most common call in the Macaulay
sample �four A notes� only makes up 11.7% of the total calls.
See Table V for detailed information on the call types and
their proportions in the different samples.

However, when looking at what proportion of the time a
note, e.g., an A note, is followed by every other note, the two
samples are extremely similar �r=0.949, p�0.001�. This
suggests that the difference between syntax types is not due
to different syntactical rules about which note should follow
which other note. Overall, A notes are most commonly fol-
lowed by more A notes, C notes are most commonly fol-
lowed by more C notes, while D and Dh notes are most
commonly the last notes within the call. See Table VI for
more information on the proportions of the note types fol-
lowing each note type.

V. DISCUSSION

This paper provides the first detailed acoustic descrip-
tion of the note types of the chick-a-dee call of the chestnut-
backed chickadee. This species is the first member of the
brown-headed chickadee clade to have its chick-a-dee calls
studied in such depth, which opens up new opportunities for
comparative study. We looked at both a specific and broad
sample of calls in terms of location and time of year, making
our study the most comprehensive yet.

We found that the chestnut-backed chick-a-dee call was
composed of 4 distinct note types �A, C, D, and Dh� that
were arranged in 68 syntactical call types in our sample of
1532 calls with 7628 notes. Based on the 68 call types, we
described syntactical rules based on the probabilities of note
types being followed by all the other note types, and on the
probabilities of the different placements within the call. For
all note types there were several acoustical features that
could be used by listening birds to differentiate between note
types, as well as the individual producing the note. We also
found regional differences in the structure of all note types
suggesting that, although all regions use the same note types,
the way they are produced varies from region to region.

A. Individual discrimination

Based on the PIC results of the Vancouver 2006 sample,
there appear to be many potential mechanisms for birds to be
able to differentiate between individuals. This information
provides us with numerous possible hypotheses on how
chickadees could discriminate between individuals. As one
example, a listener might distinguish between individuals by
attending to the fundamental frequency of D notes, and this
possibility could be tested using operant conditioning para-
digms �Sturdy et al., 2000�. However, because we recorded
unbanded birds, it was only possible to record each bird used
for analysis once, and it is possible that the current motiva-
tional and contextual states of the birds may have contributed
to the differences we found among individuals. We believe

TABLE V. Syntax types present in each sample �Vancouver 2006 and
Macaulay Library� and totaled over the entire sample.

Syntax pattern Grand total
Vancouver Island

�%�
Macaulay

�%�

AA 26 0.7 3.4
AAA 73 1.1 11.2
AAAA 113 4.9 11.7
AAAAA 189 15.5 6.8
AAAAAA 399 34.3 11.5
AAAAAAA 8 0.5 0.5
AAAAAAAA 17 1.5 0.4
AAAAAAAAA 6 0.6 0.0
AAAAAAAAAA 18 1.8 0.0
AAAAAAAAAAAA 2 0.1 0.2
AAAAAAAAAAADh 1 0.0 0.2
AAAAAAAAADh 2 0.2 0.0
AAAAAAAACCC 1 0.0 0.2
AAAAAAAAD 2 0.2 0.0
AAAAAAAD 1 0.1 0.0
AAAAAAADh 1 0 1 0.0
AAAAAACC 1 0.1 0.0
AAAAAAD 16 1.6 0.0
AAAAAADD 2 0.2 0.0
AAAAACCCD 1 0.0 0.2
AAAAAD 22 2.0 0.4
AAAAADh 8 0.8 0.0
AAAAADhD 2 0.0 0.4
AAAACC 1 0.1 0.0
AAAACCC 3 0.3 0.0
AAAACCCC 12 1.2 0.0
AAAACCCCC 1 0.1 0.0
AAAACCCD 1 0.1 0.0
AAAAD 113 9.2 4.1
AAAADD 9 0.5 0.7
AAAADh 92 9.0 0.7
AAAADhD 41 4.1 0.2
AAACC 4 0.0 0.7
AAACCC 4 0.0 0.7
AAAD 16 0.8 1.4
AAADD 23 1.3 1.8
AAADDD 1 0.1 0.0
AAADh 28 0.0 5.0
AAADhD 26 0.1 4.5
AAC 1 0.0 0.2
AACC 7 0.1 1.1
AACCD 1 0.0 0.2
AAD 15 0.4 2.0
AADD 3 0.0 0.5
AADh 24 0.4 3.6
AADhD 12 0.6 1.1
AD 2 0.0 0.4
ADD 4 0.0 0.7
ADh 4 0.0 0.7
C 2 0.2 0.0
CAAAD 8 0.8 0.0
CC 20 0.9 2.0
CCAA 1 0.0 0.2
CCAAAADh 1 0.1 0.0
CCC 26 0.9 3.1
CCCC 16 0.3 2.3
CCCCC 7 0.3 0.7
CCCCCC 3 0.3 0.0
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that this is most likely not the case, as other chickadee spe-
cies that were recorded on multiple occasions in the labora-
tory also showed similar PIC values �Bloomfield et al., 2004;
Charrier et al., 2004�.

B. Note discrimination and syntax

The PNTC results suggest that all note types found in
our study can be distinguished using several features. The
Vancouver 2006 sample shows that many features measured
on the notes can be used to tell note types apart. Fewer
features can be used across populations as shown through the
PNTC values for the Macaulay sample, possibly because of
variations between regions. However, there are two features,
namely, TD and FMdes, which stand out in the Macaulay
Library sample with extremely high PNTC values, which
suggests that these two features are especially important in
differentiating note types across all regions.

We found numerous syntactical arrangements of the
chestnut-backed chick-a-dee call, which might also be used
in different contexts, as in other chickadee species. For ex-
ample, black-capped chickadees produce more D notes when
a model of a more threatening species of predator is pre-
sented �Templeton et al., 2005�, and Carolina chickadee re-
spond to calls rich in C notes at feeders �Freeberg and Lucas,
2002�. By determining what features of the notes the bird
could potentially use to discriminate between note types, po-
tential mechanisms for processing meaning of call syntax
have also been described. This has been shown with both
black-capped and mountain chickadees, which are able to
discriminate each others vocalizations into categories
�Bloomfield and Sturdy, 2008� and the mechanisms for
which are currently being explored in our laboratory.

In addition to this, our findings from study 3 on the
syntax of the calls suggest that once a note type has been
generated in a call, the probability for the next note type is
the same across samples. Thus, the differences in frequencies
of specific call syntax between the Vancouver 2006 sample
and the Macaulay Library sample seem not to be due to
different syntactical rules; instead they may be due either to
sampling error, or to different contexts, which could be sea-
sonal contexts such as food availability. This is interesting
because even though the chestnut-backed chickadee appears
to use its call for the same functions that song usually serves
�Dahlsten et al., 2002�, and components of songs that are
present often vary across regions �e.g., Slabbekoorn et al.,
2003�, the birds appear capable of producing the same call
set in all regions. This finding is not trivial and was not
necessarily to be expected from the outset; gargle calls in
chickadees have been shown to vary significantly across re-
gions, with more syllable sharing within than between re-
gions �Baker et al., 2000�.

C. Regional differences

The LDAs conducted for each note type on the three
regions suggested that all note types except A notes were
easily differentiated across regions, and A notes were also
distinguished based on region at a greater than chance level.
In addition, the MANOVAs showed that all notes were sig-
nificantly different across regions. Thus it is possible that
these differences were indicative of different dialects in dif-
ferent regions that chestnut-backed chickadees inhabit, in
line with other research on geographic variation in avian vo-
calizations. C, D, and Dh notes were the most different be-
tween the Vancouver Island and California samples, suggest-
ing a geographic correlation, such that, as geographic
distance increases, so do differences in call note production.
However, the reasons for these differences are not yet clear.
Thorough comparative investigations of sympatrically living
species could help us determine whether these differences
are due to acoustic character displacement �Brown and Wil-
son, 1956�. Alternatively, by evaluating whether the different
regions consist of different major habitat types, we could
evaluate whether differences in vocalizations are due to
acoustic adaptation �Morton, 1975�. Finally, regional differ-
ences might reflect genetics differences �Burg, 2007�. Given
our sample, it was not possible to address other potential
vocal differences due to season or time, or look at the regions
in more depth, but this is something that could be looked at
with a more controlled sample in the future.

TABLE V. �Continued.�

Syntax pattern Grand total
Vancouver Island

�%�
Macaulay

�%�

CCCCCCC 7 0.6 0.2
CCCCCCCC 1 0.1 0.0
DADh 1 0.0 0.2
DD 64 0.0 11.5
DDAAAA 1 0.0 0.2
DDD 6 0.0 1.1
DDDD 3 0.0 0.5
DDDDD 1 0.0 0.2
DDh 2 0.0 0.4
DhD 3 0 3 0.0

TABLE VI. Probability of the next note type given the preceding note. These probabilities are based on the
entire sample.

Preceeding note

Probability of next note
�%�

A C D Dh Call end

A 78.90 0.59 3.70 3.50 13.31
C 2.39 68.90 0.72 0.00 27.99
D 0.37 0.00 24.86 0.37 74.39
Dh 0.00 0.00 33.19 0.00 66.81
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VI. Conclusions

Overall, our results can be used as a starting point for
further investigations of the chick-a-dee call. In addition, the
chestnut-backed chickadee is an especially important addi-
tion to current knowledge on chickadee vocalizations be-
cause it will allow us to conduct comparative evolutionary
studies between black-headed and brown-headed chickadees,
which were not possible before.
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Fishes show great variability in hearing sensitivity, bandwidth, and the appropriate stimulus
component for the inner ear �particle motion or pressure�. Here, hearing sensitivities in three vocal
marine species belonging to different families were described in terms of sound pressure and
particle acceleration. In particular, hearing sensitivity to tone bursts of varying frequencies were
measured in the red-mouthed goby Gobius cruentatus, the Mediterranean damselfish Chromis
chromis, and the brown meagre Sciaena umbra using the non-invasive auditory evoked
potential-recording technique. Hearing thresholds were measured in terms of sound pressure level
and particle acceleration level in the three Cartesian directions using a newly developed miniature
pressure-acceleration sensor. The brown meagre showed the broadest hearing range �up to 3000 Hz�
and the best hearing sensitivity, both in terms of sound pressure and particle acceleration. The
red-mouthed goby and the damselfish were less sensitive, with upper frequency limits of 700 and
600 Hz, respectively. The low auditory thresholds and the large hearing bandwidth of S. umbra
indicate that sound pressure may play a role in S. umbra’s hearing, even though pronounced
connections between the swim bladder and the inner ears are lacking.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3203562�

PACS number�s�: 43.80.Lb, 43.64.Ri, 43.30.Xm, 43.66.Gf �ADP� Pages: 2100–2107

I. INTRODUCTION

Fishes are known to have a great variability in hearing
abilities in terms of hearing bandwidth, hearing sensitivity,
and the appropriate stimulus component for the inner ear.
The otolithic end organs in the inner ear are thought to act as
biological accelerometers �Popper and Fay, 1999�. Accord-
ingly, fishes are thought to be primarily sensitive to the par-
ticle motion component of sound. Particle motion can be
either described as acoustic displacement, particle velocity,
or particle acceleration, each of which can be calculated
based on the other two units. It has been suggested by sev-
eral researchers that particle acceleration may be the most
appropriate component for describing particle motion of
sound in the context of fish hearing �Kalmijn, 1988; Fay and
Edds-Walton, 1997; Popper and Fay, 1999; Bass and
McKibben, 2003� Fishes without swim bladders are only
sensitive to particle motion �Enger and Andersen, 1967; Ban-
ner, 1967; Chapman and Sand, 1974�.

Several groups from unrelated taxa �often termed “hear-
ing specialists”� have independently evolved the ability to

perceive also the pressure component of sound. This consid-
erably lowers their hearing thresholds and extends the hear-
ing bandwidth to higher frequencies up to several kilohertz
�Hawkins and Myrberg, 1983; Ladich and Popper, 2004�.
Such enhanced hearing abilities are primarily based on ac-
cessory hearing structures consisting of air-filled cavities.
These transmit oscillations of their walls in the pressure field
to the inner ear. Examples for such accessory hearing struc-
tures are the Weberian apparatus of otophysans �Ladich and
Wysocki, 2003�, the suprabranchial chambers �labyrinths� of
anabantoids, and the auditory bullae of mormyrids and clu-
peids �Stipetić, 1939; Schneider, 1941; Blaxter et al., 1981;
Fletcher and Crawford, 2001�. The degree of the connection
between the air-filled cavity and the inner ear, as well as the
size of the cavity, influence the hearing bandwidth and sen-
sitivity. Catfishes with large swim bladders and a higher
number of connecting ossicles have better high-frequency
hearing than groups with small swim bladders and fewer
Weberian ossicles �Lechner and Ladich, 2008�. Within holo-
centrids, a shorter distance between anterior swim bladder
extensions and inner ear results in lower hearing thresholds
and broader hearing bandwidth �Coombs and Popper, 1979;
Hawkins, 1993�. In sciaenids, this dependence of hearing on
the structure of the auditory periphery seems to be less pro-
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nounced, although a smaller distance between the inner ear
and anterior swim bladder protrusions may be associated
with a higher upper frequency detected �Ramcharitar et al.,
2006a�.

The cod Gadus morhua and damselfish of the genus
Stegastes �syn. Eupomacentrus� have been shown to detect
sound pressure at the higher frequencies within their hearing
range. At low frequencies �below about 100 Hz�, however,
these species are particle motion sensitive �Chapman and
Hawkins, 1973; Sand and Enger, 1973; Myrberg and Spires,
1980�. Cahn et al. �1969� found that two species of the grunt
Haemulon could also shift from particle motion sensitivity to
pressure sensitivity as frequency increased. Whereas at
400 Hz the grunts were sensitive to pressure only, they re-
sponded to either pressure or particle motion at frequencies
of 100 and 200 Hz. The swim bladder of these fishes appears
to serve as an accessory hearing structure: oscillations are
obviously transmitted through the surrounding tissue to the
inner ear, even though there is no apparent specialized ana-
tomical link to the inner ear.

In many fish species, it is unknown which sound com-
ponent �particle motion or sound pressure� is more relevant
for detecting sound at the hearing threshold. Masking studies
in cod have led Buwalda �1981� to assume that signal detec-
tion is ruled by whatever of the two components has the
highest signal-to-noise ratio in a given instance and location.

These observations highly limit the possibility to esti-
mate the auditory sensitivity, hearing bandwidth, or sound
component �particle motion or sound pressure� detected by a
previously unstudied species even within a given taxonomic
group. This underlines the need for assessing hearing in
many more species than has been currently done, whereby
both sound components must be examined.

Due to the lack of commercially available sensors, most
fish audiograms have been described in terms of sound pres-
sure level �SPL�, although this may not always be appropri-
ate. The recent development of miniature sensors allows the
simultaneous measurement of sound pressure and particle
motion �McConnell, 2003; McConnell and Jensen, 2006�.
This overcomes earlier limitations and enables to character-
ize the sound stimulus at threshold for both components of
sound in the small tanks typically used during fish audio-
metry tests whose acoustics are very complex and do not
allow to calculate particle motion out of SPL measurements
based on typical assumptions for an acoustic free-field envi-
ronment.

The aim of the present study was therefore to describe
the hearing range and sensitivity of three vocal Mediterra-
nean species from three perciform families in terms of SPL
and three-dimensional particle acceleration level at hearing
threshold. All three species occur within the Miramare Natu-
ral Marine Reserve near Trieste �Italy� and are currently tar-
get species for assessing the impact of human activities,
namely boat noise, on their biology and physiology �Codarin
et al., 2009; Picciulin et al., 2008�.

II. MATERIALS AND METHODS

A. Animals

Test subjects were six brown meagre Sciaena umbra
�142–173 mm standard length �SL�; 53.3–128 g body mass
�BM��, six damselfish Chromis chromis �72–89 mm SL;
13.9–20.9 g BM�, and six red-mouthed gobies Gobius
cruentatus �97–121 mm SL; 17.6–37.7 g BM�. All test sub-
jects were captured with trap nets at rocky reefs facing the
Gulf of Trieste �North Adriatic Sea, Italy� prior to the study,
and then transported to Vienna. Each species was kept in
250 l tanks for at least 1 week before starting the experi-
ments. The bottoms of the aquaria were covered with sand
and equipped with several plastic shelters. The aquaria were
fitted with external filters and protein skimmers for salt wa-
ter, water temperature was kept at 20 °C, and a 12 h:12 h
L:D cycle was maintained. Fish were fed with frozen mus-
sels �Mytilus galloprovincialis�, crustaceans �Penaeus spp.
and Daphnia spp.� and commercial food for sea water fish
�TetraMin®, TetraWerke, Germany�. All experiments were
performed with the permission of the Austrian Federal Min-
istry for Education, Science and Culture �GZ 66.006/2-
BrGT/2006�.

B. Auditory sensitivity measurements

Hearing thresholds were obtained using the AEP-
recording technique. The AEP protocol was based on that
introduced by Kenyon et al. �1998� and adapted by Wysocki
and Ladich �2005�; therefore only a brief summary of the
technique is given here. During the experiments, fish were
mildly immobilized with Flaxedil �gallamine triethiodide;
Sigma Aldrich Handels GmbH, Vienna, Austria� injected
intramuscularly. The dosage used was 9.8�1.8 �g /g fish
for S. umbra, 4.8�0.6 �g /g for C. chromis, and
12.4�0.3 �g /g for G. cruentatus. This dosage allowed the
fish to retain slight opercular movements during the experi-
ments but without significant myogenic noise to interfere
with the recordings. Test subjects were placed secured in an
oval plastic tub �diameter 45�30 cm; water depth 12 cm;
1.5 cm layer of sand� which was lined on the inside with
acoustically absorbent material �air-filled packing wrap� to
reduce resonances and reflections �see Fig. 1 in Wysocki and
Ladich, 2002�. Fishes were positioned below the water sur-
face �except for the contacting points of the electrodes,
which were maximally 1–2 mm above the surface� in the
center of the tub. Fish respiration was secured through a
simple temperature-controlled �20.7�0.1 °C�, gravity-fed
water system using a pipette inserted into the subject’s
mouth. Tissue paper �Kimwipes®� was placed on the fish’s
head to keep it moist and ensure proper contact of electrodes
during experiments.

The AEPs were recorded by using silver wire electrodes
�0.38 mm diameter� pressed firmly against the skin. The re-
cording electrode was placed in the midline of the skull over
the region of the medulla and the reference electrode crani-
ally between the nares. Shielded electrode leads were at-
tached to the differential input of a Grass P-55 AC preamp-
lifier �Grass Instruments, West Warwick, RI, gain 100�,
high-pass at 30 Hz, low-pass at 1 kHz�. The plastic tub was
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positioned on an air table �TMC Micro-g 63Y540, Technical
Manufacturing Corporation, Peabody, MA�, which rested on
a vibration-isolated concrete plate. The entire setup was en-
closed in a walk-in soundproof room, which was constructed
as a Faraday cage �interior dimensions: 3.2�3.2�2.4 m�. A
ground electrode was placed in the water.

Both presentation of sound stimuli and AEP waveform
recordings were achieved using a modular rack-mount sys-
tem �Tucker-Davis Technologies �TDT� System 3, Gaines-
ville, FL� controlled by a personal computer containing a
TDT digital signal processing board and running TDT BIOSIG

RP software. Sound stimuli waveforms were created using
TDT SIGGEN RP software and played back by a transducer
system consisting of two speakers �Fostex PM-0.5 Sub and
PM-0.5 MKII, Fostex Corporation, Tokyo, Japan� which was
positioned 50 cm above the water surface. Acoustic stimuli
consisted of tone bursts �ranging from 100 to 3000 Hz� pre-
sented at a repetition rate of 21 /s and subsequently at oppo-
site polarities �90° and 270°�. The number of cycles in a tone
burst was adjusted according to frequency in order to obtain
the best compromise between stimulus rapidity �greater ra-
pidity of onset means greater efficacy at generating AEPs�
and peak frequency bandwidth �longer duration implies
sharper spectral peak� �Silman and Silverman, 1991�. The
duration of sound stimuli increased from 2 cycles at 100 Hz
up to 6 cycles at 3000 Hz. Rise and fall times increased from
1 cycles at 100 Hz to 3 cycles at 3000 Hz. All bursts were
gated using a Blackman window. For each test condition,
1000 stimuli �or less, if the response was unambiguous� of
each polarity were presented and the corresponding AEPs
averaged by BIOSIG RP software to eliminate stimulus arti-
facts. At each tested frequency, this procedure was performed
twice and the AEP traces were overlaid to examine if they
were repeatable. The lowest sound pressure level �SPL�
where a repeatable AEP trace could be obtained, as deter-
mined by overlying replicate traces, was considered the
threshold. SPLs were attenuated in 4-dB steps until recog-
nizable and repeatable waveforms could no longer be pro-
duced.

C. SPL and particle acceleration measurements

A hydrophone �Brüel & Kjaer 8101, Naerum, Denmark;
frequency range: 1 Hz–80 kHz�2 dB; voltage sensitivity:
−184 re 1 V �Pa−1� was placed on the right side of the ani-
mals ��1 cm away� in order to control for absolute stimulus
SPLs under water in close proximity to the subjects during
each experimental session. In order to compare SPL and
particle acceleration level for all frequencies tested, a cali-
brated underwater miniature acoustic pressure-acceleration
�p-a� sensor �S/N 2007-001, Applied Physical Sciences
Corp., Groton, CT� was placed at the fish’s position in the
test tub. This p-a sensor �with a frequency bandwidth from
20 Hz to 2 kHz� accelerometer allows the simultaneous re-
cording of sound pressure and particle acceleration. It
consists of two built-in units: a piezoelectric, omni-
directional hydrophone �sensitivity: −173.7 dB re 1 V /�Pa
or −193.7 dB re 1 V /�Pa without preamplifier gain� and
a bi-directional accelerometer �sensitivity: −137.6 dB

re 1 V /�m /s2 or 12.99 mV /g without preamplifier gain�.
The sensor was calibrated by the manufacturer in an acoustic
waveguide and accounts for buoyancy effects owing to the
fact that the sensor is slightly negatively buoyant �McCon-
nell, 2003; McConnell and Jensen, 2006�.

Measurements of all stimulus frequencies at various lev-
els, including the hearing threshold levels of the fish, were
measured with the acceleration sensor subsequently oriented
in all three orthogonal directions. Consistent with previous
studies �Casper and Mann, 2006; Horodysky et al., 2008�,
the x-axis was considered to be anterior-posterior along each
subject’s body, the y-axis was considered to be lateral �right-
left� relative to the subject, and the z-axis to be vertical �i.e.,
up-down� relative to the subject.

This approach yielded simultaneous measurements of
sound pressure and particle acceleration in all three direc-
tions over the entire stimulus range, except for the 3000 Hz
stimulus used for S. umbra because this frequency is above
the sensitivity of the p-a sensor. SPLs were calculated in dB
rms re 1 �Pa and particle acceleration levels �La� in dB rms
re 1 �m /s2. These are the international units for sound pres-
sure and particle acceleration according to ISO standards
�ISO 1683, 1983�.

III. RESULTS

A. Sound stimuli/sound field

Due to the vertical speaker axis, the vertical component
�z-axis� of particle acceleration had substantially greater am-
plitudes than the two horizontal axes �x- and y-axes� at each
frequency and attenuation �Table I�. Any 4-dB attenuation of
the speaker output resulted in a 4-dB decrease of both sound
pressure and particle acceleration �in all three orthogonal di-
rections�. This was valid for each frequency tested at the
position of the fish in the test tub. The proportion between
sound pressure and particle acceleration varied among fre-
quencies by up to 6 dB, with similar proportions for
70–200 Hz and the same proportion for 500 and 600 Hz
�Table I�. For comparative purposes, additional measure-
ments were performed after lowering the sensor by 5 cm.
Here again, any 4-dB attenuation of the speaker output re-

TABLE I. SPL and particle acceleration levels in the three orthogonal Car-
tesian directions and for the magnitude of the three axes combined at each
test frequency. SPL—sound pressure level �dB re 1 �Pa�, La—acceleration
level �dB re 1 �m /s2� in the vertical �vert�, rostrocaudal �rc�, and lateral
�lat� axes; Mag a—magnitude level of particle acceleration of the three
direction combined �sensu Casper and Mann, 2006�. The magnitude was
calculated based on the particle acceleration of each axis in �m /s2 as
20 log�� �x2+y2+z2��.

Frequency
�Hz� SPL La vert La rc La lat Mag a

Ratio SPL-La

�dB�

100 100 59 52 46 60 40
200 100 61 49 47 62 38
300 100 66 51 51 66 34
500 100 63 53 49 64 36
600 100 63 52 51 64 36
700 100 62 48 50 62 38

1000 100 63 57 58 65 35
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sulted in a 4-dB decrease of both sound pressure and particle
acceleration �in all three orthogonal directions� for all fre-
quencies tested. In addition, the vertical component �z-axis�
of particle acceleration again had substantially greater ampli-
tudes than the two horizontal axes �x- and y-axes� at each
frequency and attenuation.

B. Hearing thresholds

In general, the audiograms expressed in terms of SPL
and La were very similarly shaped within each species, with
sensitivity maxima and minima at the same frequencies, ex-

cept in the red-mouthed goby, where the best sensitivity of
the particle acceleration audiogram was slightly lower �Fig.
1, Table II�.

The drum S. umbra showed broadest hearing bandwidth
and lowest thresholds of all three species tested. Consistent
AEPs could be obtained for frequencies up to 3 kHz �Fig.
1�A�� in the drum, whereas no consistent AEPs could be
obtained for frequencies higher than 600 Hz in the damself-
ish or higher than 700 Hz in the goby at the highest level
possible �136 dB re 1 �Pa�.

The brown meagre showed highest auditory sensitivity
at 300 Hz regardless of whether the threshold was expressed
in terms of SPL or particle acceleration level; this was fol-
lowed by a steep sensitivity drop-off toward lower and espe-
cially higher frequencies. In the damselfish, hearing sensitiv-
ity was highest at 200 Hz �Figs. 1�A� and 1�B��. Hearing
sensitivity of the goby was slightly lower than that of the
damselfish.

IV. DISCUSSION

A. Sound pressure and particle acceleration field

The vertical speaker axis resulted in a large vertical
component �z-axis� of particle acceleration with substantially
greater amplitudes than in the two horizontal directions �x-
and y-axes� at each frequency and attenuation independently
of the water depth. Similar findings have been made in other
studies �Casper and Mann 2006—x-axis �anterior-posterior�
with underwater speaker anterior to the fish; Horodysky
et al., 2008—vertical axis with same experimental setup as
in the current study�. In all three cases, the particle motion
component of the two axes perpendicular to the speaker axis
were negligible, and it has thus been proposed to consider
only the particle motion values in the speaker axis for plot-
ting audiograms �Casper and Mann, 2006; Horodysky et al.,
2008�.

Acoustics in small tanks are very complex, and contrary
to a freely propagating plane wave in an unbounded acoustic
free-field, the relative proportion of particle acceleration and
sound pressure at a given frequency is unpredictable. This
proportion will vary depending on frequency, tank acoustics,
sound source used, and distance to the sound source �Par-
vulescu, 1967; Rogers and Cox, 1988�. Underwater speakers
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FIG. 1. �Color online� Mean �� S.E.M.� SPLs �A� and particle acceleration
levels �B� at auditory thresholds of the three species investigated. triangle—
Gobius cruentatus; square—Chromis chromis; circle—Sciaena umbra.

TABLE II. Mean ��S.E.M� hearing thresholds of the three species investigated expressed in terms of SPLs and
magnitude level of particle acceleration of the three directions combined �sensu Casper and Mann, 2006�.

Frequency
�Hz�

Sciaena Umbra Chromis chromis Gobius cruentatus

SPL threshold
�dB re 1 �Pa�

Mag a threshold
�dB re 1 �m /s2�

SPL threshold
�dB re 1 �Pa�

Mag a threshold
�dB re 1 �m /s2�

SPL threshold
�dB re 1 �Pa�

Mag a threshold
�dB re 1 �m /s2�

100 97.83�2.39 57.83�2.39 110.67�2.30 70.67�2.30 110.67�1.28 70.67�1.28
200 90.00�2.21 52.00�2.21 103.17�3.41 65.17�3.41 108.17�2.56 70.17�2.56
300 82.17�1.76 48.17�1.76 105.17�1.76 71.71�1.76 107.17�1.70 73.17�1.70
500 88.50�1.69 52.50�1.69 112.67�2.80 76.67�2.80 116.67�2.01 80.67�2.01
600 112.33�2.74 76.33�2.74
700 125.67�1.09 87.67�1.09
1000 111.67�1.48 76.67�1.48
3000 131.00�1.86
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inside small tanks are considered to generate high amounts
of particle motion relative to pressure as compared to what
would be the case in an unbounded medium �Parvulescu,
1967�. On the other hand, air speakers reduce the amount of
particle motion relative to the pressure component as com-
pared to what would be the case with underwater speakers
�Parvulescu, 1964�. Therefore, air speakers have been widely
used in earlier behavioural fish audiometry studies �Enger,
1966; Jacobs and Tavolga, 1967; Fay, 1969; Popper, 1971�.
More recently, they are also used in combination with the
AEP recording technique �e.g., Kenyon et al., 1998; Ladich
and Yan, 1998; Ladich, 1999; Wysocki and Ladich, 2001;
2005, Cordova and Braun, 2007; Horodysky et al., 2008�. In
agreement with previous findings �Horodysky et al., 2008�,
air speakers produce both components of sound during these
experiments.

The proportion between both sound characteristics �mo-
tion and pressure� differs considerably in various studies.
This is because each experimental chamber would have dif-
ferent impedance depending on the construction of the tank
and where the measurements were made.

This variance in the relative proportion between particle
acceleration and sound pressure shows that it is very impor-
tant to measure both sound characteristics at the hearing
thresholds of the fish. This is especially true when investi-
gating a presumptive “hearing generalist” species, believed
to be sensitive only to the particle motion component of
sound. On the other hand, the issue of the appropriate sound
component seems to be less crucial for describing the hear-
ing range and audiogram shape. Thus, despite frequency-
dependent differences in the relative proportion of particle
acceleration to sound pressure, the few studies measuring
both components have found no significant difference in
terms of best hearing range or general audiogram shape.
Horodysky et al. �2008� reported that the general shapes of
the particle acceleration audiograms of six sciaenid species
were similar to the sound pressure audiograms, except that
they were flatter at low frequencies. A similar conclusion can
be drawn by comparing sound pressure and particle accelera-
tion thresholds of two elasmobranch species �Casper and
Mann, 2006�. Our current results also agree well with these
previous findings. Lugli and Fine �2007� characterized
stream ambient noise and sound spectra of two types of goby
sounds in terms of sound pressure and particle velocity in the
field. They also found no noticeable difference in the shapes
between the particle velocity spectrum and the sound pres-
sure spectrum in the ambient noise and in one type of goby
sound. For the second goby sound type, however, they found
larger differences between the pressure and particle velocity
spectra. They nonetheless concluded that one of the two
sound components is sufficient for characterizing the energy
distribution in stream ambient noise and goby sounds.

B. Inter- and intra-family variabilities in hearing
abilities

Audiograms have only been assessed in a few represen-
tative species of the three fish families investigated in the
current study and different techniques �behavioral condition-

ing versus electrophysiological recordings have been ap-
plied�. Most of audiograms were expressed in terms of sound
pressure.

1. Sciaenidae or drums

Horodysky et al. �2008� measured hearing thresholds in
six sciaenid species and expressed them in terms of SPL as
well as particle acceleration �calculated from the directly
measured particle velocity�. Similar to Ramcharitar et al.
�2006b�, they did not find significant differences in hearing
sensitivity between species with and without anterior swim
bladder diverticulae. In both studies, however, thresholds
tended to be slightly lower in the former. Surprisingly, a
species with swim bladder atrophy in adults was among
those with lowest hearing thresholds �i.e., highest sensitivity�
at frequencies above 600 Hz. Ramcharitar et al. �2006a,
2006b� only measured AEPs up to a frequency of 700 Hz in
the spot Leiostomus xanthurus, a sciaenid species with no
anterior swim bladder extensions, but recorded AEP up to
2000 Hz in the weakfish Cynoscion regalis, a species with
anterior swim bladder horns extending close to the inner ear.
In contrast, Horodysky et al. �2008� recorded AEPs in all six
species up to 1200 Hz �including the spot�, the highest fre-
quency tested, regardless of their swim bladder shape. They
might have found responses to higher frequencies in some of
those species.

Only one report has been published on hearing in S.
umbra: Dijkgraaf �1952�, using an automated sound produc-
tion procedure, reported responses of the fish �syn. Corvina
nigra� up to 1000 Hz or even up to 4000 Hz at very high
intensities. Since his thresholds were related to human hear-
ing, no direct comparison to our data set can be made. How-
ever, the fish proved to be extremely difficult to train to
positive food reward stimuli compared to other species.

Accordingly, their hearing sensitivity and bandwidth
have probably been underestimated. When comparing our
current data on S. umbra to other sciaenid species, the brown
meagre shows lowest sound pressure hearing thresholds and
the broadest hearing range �up to 3000 Hz�. This is surpris-
ing because it has a simple, carrot-shaped swim bladder
without appendages which is still well developed in adults
�Chao, 1986; pers. obs.�. One assumption is that sciaenid
species without such appendages are more likely to respond
solely to the particle motion fields, while species with en-
hanced swim bladder connections to the inner ear may also
be able to detect sound pressure �Horodysky et al., 2008�.
However, the responses of S. umbra to sound stimuli of
3000 Hz cannot be explained by particle motion detection. In
the few studies attempting to separate the two components of
sound, particle motion sensitivity in teleost fish has never
been demonstrated at frequencies above 400 Hz �reviewed in
Fay, 1988; Fay and Megela-Simmons, 1999�. Moreover,
when comparing the audiogram of S. umbra to that of an-
other species with no swim bladder extension, L. xanthurus
�Horodysky et al., 2008�, the inter-species differences are
much larger in particle acceleration versus pressure audio-
grams �Figs. 2�A� and 2�B��.

One possibility is that, despite the lack of anterior ex-
tensions, the swim bladder can still transmit oscillations in

2104 J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009 Wysocki et al.: Hearing in three Adriatic fish species



the sound pressure field to the inner ear. Altogether, the
form-function relationship in different sciaenid species is
much less clear than in holocentrids, where the degree of
swim bladder extension toward the ear nicely matches hear-
ing sensitivity and bandwidth �Coombs and Popper, 1979�.
This currently precludes extrapolating from the few species
investigated to other sciaenid species.

2. Pomacentridae or damselfishes

The highest within-family variation in hearing seems to
occur in damselfish. For example, six species within the ge-
nus Stegastes �syn. Eupomacentrus� yielded quite similar be-
havioral audiograms in terms of absolute pressure sensitivity,
hearing range, best frequency, and audiogram shape �Myr-
berg and Spires, 1980; Kenyon, 1996�. In contrast, represen-
tatives of the genus Abudefduf were up to 50 dB less sensi-
tive to sound when thresholds were measured as SPL �Egner
and Mann, 2005; Maruska et al., 2007� by auditory evoked
potentials. While all Stegastes species had a pronounced sen-
sitivity maximum at 500 Hz, matching well the dominant
frequency of their courtship sounds �Myrberg and Spires,
1980�, the Abudefduf audiograms were much flatter with a
region of highest sensitivity between 100 and 400 Hz �Fig.
3�. The AEP-pressure audiogram of Chromis chromis is in-

termediate between the two other genera, with a best sensi-
tivity at 200 Hz again, matching the dominant frequency of
their sounds �Picciulin et al., 2002� and the narrowest hear-
ing range. Note that responses to higher frequencies might
have been recorded if it would have been technically pos-
sible to produce levels above 140 dB. While some of the
inter-species differences may be explained by methodologi-
cal differences in audiometry, the large inter-generic differ-
ences cannot. So far, no swim bladder diverticulae or other
peripheral adaptations have been described in pomacentrids.
Myrberg and Spires �1980� found that hearing in S. dorsopu-
nicans was governed by particle motion around 100 Hz, but
that its hearing was dominated by pressure detection at fre-
quencies of 300 Hz. That experiment involved changing the
distance between fish and speaker and thus the proportion
between sound pressure and particle motion.

Similar to S. umbra, Stegastes has no swim bladder ex-
tension despite its ability to detect sound pressure. Based on
their audiograms, particle motion may be more relevant for
Abudefduf and Chromis, at least in the low frequency range.
Given the enormous inter-generic variation in pomacentrid
audiograms, it would be desirable to undertake comparative
physiological, behavioral, and morphological studies on vari-
ous pomacentrid species and genera to elucidate the factors
behind such differences.

3. Gobiidae or gobies

The red-mouthed goby showed the lowest hearing sen-
sitivity of all three species investigated, regardless of
whether expressed as sound pressure or particle acceleration
�Fig. 4�. Gobies are generally considered to be hearing gen-
eralists �Lugli et al., 2003�, and some species—though not
the G. cruentatus �Gil et al., 2002�—even lack a swim blad-
der. They therefore probably only detect the particle motion
component of sound. Currently, only sound pressure audio-
grams of gobies are available �Dijkgraaf, 1952—behavioral
thresholds; Lugli et al., 2003—AEP thresholds�. Their shape
resembles that of G. cruentatus. A particle motion audiogram
is available for one representative of the related family Ele-
otridae, the sleeper goby Dormitator latifrons �Lu and Xu,
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FIG. 2. �Color online� Comparison of �A� SPLs and �B� particle acceleration
levels at auditory thresholds of sciaenid species described elsewhere with S.
umbra �current study�. Filled circles—S. umbra �current study�; filled
square—Leiostomus xanthurus �Horodysky et al., 2008�; open square—
Leiostomus xanthurus �Ramcharitar et al., 2006b�; filled triangle—
Cynoscion regalis �Horodysky et al., 2008�; open triangle—Cynoscion re-
galis �Ramcharitar et al., 2006b�.
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FIG. 3. �Color online� Comparison of SPL audiograms of various pomacen-
trid species with C. chromis �current study�. Filled squares—C. chromis
�current study�; filled diamond—Stegastes adustus �syn. Eupomacentrus,
Myrberg and Spires, 1980�; open diamond—Stegastes partitus �syn. Poma-
centrus, Kenyon, 1996�; filled triangle—Abudefduf abdominalis �Maruska
et al., 2007�; open triangle—Abudefduf saxatilis �Egner and Mann, 2005�.
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2002—AEP thresholds�. Given the high inter-specific vari-
ability in other families such as pomacentrids, the audiogram
of D. latifrons looks surprisingly similar to the particle ac-
celeration audiogram of G. cruentatus at comparable fre-
quencies when calculated as particle acceleration level in dB
re 1 �m /s2 �Fig. 5�.

V. CONCLUSIONS

In summary, the three investigated Adriatic species
showed quite different hearing sensitivity and hearing band-
width. Additionally, intra-family comparisons showed large
variations at least among pomacentrids, variations that do not
always coincide with morphological adaptations �accessory
hearing structures�. This shows that among species extrapo-
lations must be interpreted with extreme caution and that it is
better to directly investigate the target species of any envi-
ronmental acoustic impact study. The standard setup used in
most fish hearing studies is unsuitable to determine whether
a fish reacts to the particle motion or the pressure component
of sound below approximately 400 Hz. Special equipment
that separates both sound components would be necessary
for this purpose. In addition, sound in the natural environ-
ment always consists of both components, whose relative
proportions may vary depending on distance to the sound
source and the acoustic field in the environment. Therefore,

the best option if information on absolute sensitivity to sound
of a given fish species is required is to measure both com-
ponents at the hearing threshold.
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waves in soft media such as human tissues. These models are needed to improve understanding of
the measured displacement field, to reconstruct the viscoelasticity of heterogeneous tissues, and to
test inversion algorithms. This paper reports a numerical model based on a pseudospectral time
domain method developed to simulate shear and compression wave propagation in an axisymmetric
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I. INTRODUCTION

A. Background

Elastography is a branch of tissue characterization which
encompasses a wide range of techniques used to measure or
describe the elastic properties of tissues. This method
emerged 20 years ago with the work of Krouskop et al.1 and
Lerner et al.2 who used Doppler ultrasound to measure the
displacements induced in soft tissues by external vibrations.
Several techniques have been developed depending on the
mechanical excitation of the tissues and the technique used
to measure the mechanical response. Static elastography has
been developed by Ophir et al.3 since 1991. In this technique
the tissues are insonified before and after slight compression,
and the speckle distortion due to the compression is related
to the stiffness of the medium. Dynamic elastography is
based on the study of the propagation of low-frequency shear
waves which are generated either monochromatically, as in
the case of magnetic resonance elastography4 �MRE� or tran-
siently, as in the case of transient elastography. The impulse
excitation used in transient elastography is generated either
by an external vibrator or by a transient ultrasound radiation
force. Several groups are currently working in the area of
ultrasound radiation force.5 Using acoustic radiation force
impulse �ARFI� imaging, Nightingale et al.6 generated a lo-
calized radiation force impulse in tissues using a conven-
tional diagnostic ultrasound scanner. In supersonic shear im-
aging �SSI�, shear waves are generated by moving the source
created by focused ultrasound beams at a supersonic speed.7

In vivo measurements have been obtained using these
different elastographic techniques on a variety of organs such
as the breast, prostate, and liver. In the latter case, elastogra-
phy has been clinically proven to be a relevant tool to evalu-
ate liver fibrosis.8 In their study, Sandrin et al. used a Fibros-
can® device �Echosens, Paris, France� composed of a probe,
a dedicated electronic system, and a control unit. A 3.5 MHz
ultrasound transducer was mounted on the probe and used as
a piston to generate a 50 Hz shear wave whose propagation
in the liver was monitored at a repetition frequency of
6000 Hz. The shear wave velocity was then computed from
strain rate images, assuming that the medium was purely
elastic, isotropic, and homogeneous. Young’s modulus can be
estimated using the equation E=3�cs

2.

B. Aims

The development of elastographic techniques is now be-
ing focused on heterogeneous organs. Many disorders such
as cancers result in heterogeneous elasticity patterns or the
presence of inclusions whose elasticity is different from the
surrounding normal tissue. Using transient elastography,
Sandrin et al.9 showed that it is feasible to distinguish be-
tween two areas of differing elasticity in vitro, and Nightin-
gale et al.10 demonstrated that ARFI is able to image local
variations in the mechanical response of tissues. In contrast
to static elastography, several dynamic elastography tech-
niques are quantitative, and the elasticity given by different
modalities such as transient elastography, ARFI, SSI, and
MRE should be the same, whatever the method of signal
processing and reconstruction algorithm used. This is why
there is considerable interest in modeling the propagation of
shear waves in human tissues to test reconstruction algo-

a�Also at Research and Development Department, Echosens, 153 avenue
d’Italie, 75013 Paris, France. Electronic mail: cecile.bastard@
echosens.com
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rithms and to ensure that the image processing does not bias
the elasticity value.

In transient elastography two elastic waves, i.e., a com-
pression wave and a shear wave, are observed in soft tissues,
their velocities being around 1500 and 1.5 m /s, respectively.
Several techniques, including finite element and finite differ-
ence methods, have been used to investigate this problem.
Palmeri et al.11 applied a finite element method to study the
displacements induced by an acoustic radiation force im-
pulse. The focus of the study reported here was to develop a
numerical model appropriate for modeling of the displace-
ments induced by an external vibrator in transient elastogra-
phy. The geometry of the source and the temporal profile of
the excitation were taken into account and a pseudospectral
time domain �PSTD� method was used to solve the elastic
wave propagation equation. As in finite difference methods,
the temporal increment of the numerical model is linked to
the fastest wave velocity. In this paper, a technique to sepa-
rate the shear and compression components of the source
force is introduced. It allows to simulate the shear wave
propagation independently from the compression wave,
which simplifies the wave equation and allows to study the
shear displacements without taking into account compression
wave effects. The separation of the sources also permits to
decrease the computation time due to the considerable dis-
crepancy between the shear wave velocity and the compres-
sion wave velocity. The PSTD method chosen to achieve this
simulation has the advantage to require only two cells per
wavelength12 compared to at least 10 for second order finite
difference time domain �FDTD� methods. PSTD methods
were first introduced by Kreiss and Oliger13 and used in the
field of electromagnetism as an alternative to FDTD
methods.14 The principle underlying PSTD methods is pro-
jection of the propagation equations in the Fourier domain in
order to compute the spatial derivatives analytically. Fast
Fourier transform �FFT� and inverse fast Fourier transform
are used to shift between the spatial domain and the Fourier
domain. Several PSTD methods have already been devel-
oped to simulate the propagation of elastic waves in a het-
erogeneous medium and mostly applied to ultrasonic
waves.15,16

The first part of this paper presents a comparison be-
tween a complete numerical model and an analytical model
in the case of a point source; the second part deals with the
case of soft tissues and introduces a technique to separate
shear and compression components of a force source. In the
last part, experimental results are compared with simulated
displacements.

II. COMPLETE MODEL

A. Numerical model

The propagation of elastic waves in a viscoelastic, lin-
ear, and isotropic medium is described by the following
equation:

�
�v�
�t

= �� · �T� + ��� + f� , �1�

where �, v� , T� , �� , and f� are the density, the velocity, the stress
tensor, the viscous stress tensor, and the force applied to the
medium, respectively.

The model considered was axisymmetric, and all the de-
rivatives as a function of � were then equal to zero.

Stresses were obtained from strains using Hooke’s law,

T� = � tr����1� + 2��� , �2�

where tr stands for the trace and 1� for the identity tensor.
The strain tensor �� = 1

2 ��� u� + ��� u��T� is expressed in cylin-
drical coordinates as
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Combining Eqs. �2� and �3�, and taking the temporal
derivative, yields
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Introducing viscosity requires the choice of an appropri-
ate rheological model. As in previous studies,17,18 the Voigt
model was chosen to introduce viscosity in the wave equa-
tions, leading to the following expression of the viscous
stress tensor:

�� = �p tr�S���1� + 2�sS��, �5�

where �p, �s, 1� , and S�� are the second viscosity coefficient,
the shear viscosity, the identity tensor, and the deformation-
rate tensor, respectively. The second viscosity coefficient was
computed from the shear viscosity �s and from the bulk vis-
cosity �v using the relation

�p = �v − 2
3�s. �6�

Expressing S��= 1
2 ��� v� + ��� v��T� in cylindrical coordinates in

Eq. �5� provides
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Taking into account the axisymmetric conditions, the di-

vergence of the tensor M� =T� +�� in the referential �er ,e� ,ez� is
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The system to solve to compute the velocity is then
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where f�= fre�r+ fze�z.
The numerical implementation of the model was based

on the discretization of Eqs. �4�, �7�, and �9�. The spatial
derivatives were computed in the Fourier domain. Matched
absorbing boundary layers called perfectly matched layers19

were used to avoid reflections on the numerical grid bound-
aries and to counter the wrap-around effect of the FFT. The
temporal evolution of the model was computed with a stag-
gered fourth order Adams–Bashforth method.20

B. Comparison with analytical models

To validate the numerical model proposed, its results
were compared with the displacements given by an analyti-
cal model based on Green’s functions used by Aki and
Richards21–23 and adapted to a viscoelastic situation.17 In this
model, the displacement induced in an infinite homogeneous
isotropic medium was divided into three terms, i.e., a com-
pression term, a shear term, and a coupling term.

The role of the coupling term was previously detailed by
Sandrin et al.22 The coupling term of the displacement has
both shear and compression components. But while the shear

and compression terms attenuate as r−1, the behavior of the
coupling term is more complex. It attenuates as r−1 in a very
near field where r�

3
4�s and as r−2 for r	

3
4�s, where �s is

the shear wavelength. As r−1 becomes dominant over r−2 for
r→
, the shear and compression terms are called far-field
terms. As r−2 is dominant over r−1 as r→0, the coupling
term is called near-field term.

The radiation pattern of the component of these three
terms along z for a force in the e�z direction is shown in Fig.
1. The directivity of the compression term is a function of
cos2 �, as shown in Fig. 1�a�, whereas the shear term direc-
tivity is a function of sin2 � �Fig. 1�c��. On the other hand,
the magnitude of the coupling term is dependent on
�3 cos2 �−1� and is equal to zero for �=54° �Fig. 1�b��. Fig-
ure 2 is a simulation of the response of the medium to a point
source located in O�0,0�, the force being a 50 Hz apodized
sine applied in the z direction. This figure shows the propa-
gation of the compression and shear waves in a heteroge-
neous elastic medium. In order to observe both compression
and shear waves, the shear wave speed and the compression
wave speed were chosen to be very close to each other �cs

=1 m /s and cp=1.5 m /s�, which is not realistic for biologi-
cal media. As expected, the shear wave amplitude was high-
est in the direction perpendicular to the excitation and the
compression wave amplitude was highest in the direction of
the excitation.

The amplitude of the displacement is represented as a

FIG. 1. Angular directivity of the z-component of the displacement for a point source applied in the e�z direction ��=0° � in the plane �=0° as a function of
z and r.
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FIG. 2. �Color online� Component of the displacement along z computed at
time t=50 ms in a purely elastic medium �cs=1 m /s and cp=1.5 m /s� con-
taining a stiffer inclusion �cs=1.41 m /s� represented by a circle. The source
is a force applied in O�0,0� in the z direction.
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function of depth on the z-axis at time t=40 ms for a homo-
geneous viscoelastic medium with a shear viscosity of
0.5 Pa s and a second viscosity coefficient equal to zero �Fig.
3�a��. The excitation is the same as that used in Fig. 2. Nu-
merical and analytical simulations are in very good agree-
ment, and at time t=40 ms the two waves are partly overlap-
ping. The fastest wave, the compression wave, is clearly
apparent at depth z= �60 mm. The second wave is mainly
due to the near-field term. Indeed, as the source is a point
source, the shear displacement is equal to zero on the z-axis.
The amplitude of the displacement as a function of time at
location A�r=0 mm,z=40 mm� and the analytical displace-
ment in Fig. 3�b� are overlaid, showing both near field and
compression terms. In Fig. 3, the displacements have been
normalized with respect to their spatio-temporal maximum.

C. Application to heterogeneous media

The medium represented in Fig. 2 was heterogeneous
and contained a spherical inclusion �represented by a circle�
centered at depth z=−30 mm where the shear modulus was
higher than that of the surrounding medium �cs=1 m /s in the
background and cs=1.41 m /s in the inclusion�. The propa-
gation of the compression wave was not disturbed by the
inclusion because there was no change in the compression
wave speed whereas the shear wave was distorted in the
inclusion and reflected at its edges.

III. SOFT TISSUE SITUATION

A. Source separation

A model to simulate both shear wave and compression
wave propagations was described in Sec. II. In this section
the method used to separate the sources is presented. As the
temporal increment of the numerical model is linked to the
fastest wave speed, i.e., the compression wave speed, the
separation of the sources permits to increase the temporal
increment and thus to reduce the computational time to simu-
late shear wave propagation. The method used to achieve this
separation was that introduced by Aki and Richards,21 con-
sisting of expressing the displacement and the body force
with Helmholtz potentials:

f� = ��  f + �� � � f
� , u� = �� u + �� � �u

� , �10�

where  f and �� f are the body force Helmholtz potentials and
u and �� u the displacement Helmholtz potentials.

The displacement was divided into two terms, u�c=�� u

which is irrotational ��� �u�c=0�� and related to the compres-
sion wave, and u�s=�� ��� u which is solenoidal ��� ·u�s=0� and
related to the shear wave.

The source was also separated into a compression source
�f�c=��  f� and a shear source �f�s=�� ��� f�.

The Navier’s equation was then rewritten as follows:

�
�2�uc� + us� �

�t2 = ��̄ + 2�̄��� �� · �uc� � − �̄�� � �� � us� + f�c

+ f�s. �11�

Decoupling the previous equation gives the system

�
�2uc�

�t2 = ��̄ + 2�̄��� ��� · uc� � + f�c,

�12�

�
�2us�

�t2 = − �̄�� � �� � us� + f�s.

where �̄=�+�p�� /�t� and �̄=�+�s�� /�t�.
It is interesting that, due to the irrotational properties of

u�c and to the solenoidal properties of u�s, the two equations of
the previous system correspond to

�2ui�

�t2 = vi
2�ui� + f�i/� with i = c,s ,

�13�

vs
2 =

�̄

�
and vp

2 =
�̄ + 2�̄

�
.

This equation describes the propagation of a wave at a
speed ci in response to a force f�i. The difference between the
propagation of a compression and a shear wave therefore
originates from the velocity of the wave but mainly from the
spatial pattern of the source f�i.
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FIG. 3. �Color online� z-component of the displacement along z in a viscoelastic homogeneous medium with cs=1 m /s, cp=1.5 m /s, �s=0.5 Pa s, and �p

=0 Pa s. The point source was located in O�0,0� and the force was a 50 Hz sine applied in the z direction.
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For a given source, it is then necessary to determine
which part gives rise to shearing and which part gives rise to
compression. In this situation, the solenoidal and irrotational
parts of the source are computed.

If W� is such that  f =�� ·W� and �� f =−�� �W� , then using
Eq. �10�, W� is the solution of the Poisson equation

�� 2W� = f� . �14�

For a body force at the origin given by f��x� , t�
=F0�t���x��e�z, the general solution of the equation is

W� �x�,t� = −
1

4�
	 	 	

V

f����,t�dV���


x� − ��

. �15�

In the case of a point source, Eq. �15� becomes

W� �x�,t� = −
F0�t�

4�
x� − ��

ez� , �16�

and in the case of a disk-shaped source �Fig. 4� the solution
of Eq. �14� is

W� �x�,t� = −
1

4�
	

0

2� 	
0

R f����,t���d��d��
���2 + �2 − 2��� cos�� − ��� + z2

.

�17�

As f�s=−�� � ��� �W� �, in cylindrical coordinates, and
taking into account the axisymmetry,

f�s =�−
�2Wz

�r�z

0

1

r
� �Wz

�r
+ r

�2Wz

�r2 � . �18�

Figures 5�a� and 5�b� represent the r-component and the
z-component of the shear force for a 9 mm diameter source,
respectively. The displacements are generated on the rims of
the source.

B. Wave equations

In a viscoelastic isotropic medium,

�
�2us�

�t2 = − �̄�� � �� � us� + f�s, �19�

with �̄=�+�s�� /�t�, where � and �s are the shear modulus
and the shear viscosity, respectively.

If Trz
s and �rz

s are defined as

�Trz
s

�t
= �� �vz

s

�r
−

�vr
s

�z
� and �rz

s = �s� �vz
s

�r
−

�vr
s

�z
� , �20�

in cylindrical coordinates, and taking into account axisym-
metry,

− �̄�� � ��� � us� � =�−
��Trz

s + �rz
s �

�z

0

�Trz
s + �rz

s �
r

+
��Trz

s + �rz
s �

�r
.
 �21�

The system to solve is then

�vr
s

�t
= −

1

�

��Trz
s + �rz

s �
�z

−
1

�

�2Wz

�r�z
,

�vz
s

�t
=

1

�
� �Trz

s + �rz
s �

r
+

��Trz
s + �rz

s �
�r

� +
1

�
�1

r

�Wz

�r
+

�2Wz

�r2 � ,

�22�
�Trz

s

�t
= �� �vz

s

�r
−

�vr
s

�z
� ,

�rz
s = �s� �vz

s

�r
−

�vr
s

�z
� .

The same method can be applied for the compression
wave.

C. Coupling term

The coupling term introduced in analytical models is
composed of an irrotational part and a solenoidal part. The
displacement can be written as u� =�� u+�� ��� u.

To calculate the displacement, Aki and Richards21 com-
puted that

FIG. 4. Cylindrical coordinate system used to solve the Poisson equation.
The sources are in �� and the observation points are in x�.
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FIG. 5. �Color online� Shear force in a homogeneous medium. The source is
a 9 mm vibrator centered in O�0,0�.
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�� �u = −
1

4��

3�i� j − �ij

r3 	
0


r
/cp

�F0�t − ��d�

+
1

4��cp
2

�i� j


r

F0�t −


r

cp
� �23�

and

�� � �u
� =

1

4��

3�i� j − �ij

r3 	
0


r
/cs

�F0�t − ��d�

−
1

4��cs
2

�i� j − �ij


r

F0�t −


r

cs
� , �24�

where i , j=x ,y ,z, �i=�r /�i is the direction cosine and F0�t�
is the body force applied in the z direction.

To introduce the coupling term, the two integral terms of
Eqs. �23� and �24� were combined. The separation of the
sources did not suppress the coupling term. Only one of the
two integrals was preserved, the irrotational part or the sole-
noidal part. In soft media, the compression speed is a thou-
sand times higher than the shear wave speed, which yielded

r
 /cp→0. In this case, the irrotational part of the coupling
term was zero. Because of the speed of the compression
wave, the part of the displacement due to this wave can be
ignored. The propagation of an elastic wave in a soft medium
can then be entirely described by Eq. �24�. However, it
should be noted that the coupling term gives rise to a dis-

placement from time t=0 s although the shear wave has not
crossed the medium at this time, which could appear physi-
cally surprising. The presence of displacements before the
arrival of the shear wave is clearly apparent in Fig. 6. Their
directivity is in agreement with the radiation pattern given by
the Green’s function in Fig. 1�b�. This initial displacement
was due to the fact that the medium had already been dis-
turbed by the compression wave.

D. Theoretical validation

Figure 6 represents the propagation of a shear wave in a
homogeneous medium where a 50 Hz apodized sine force is
applied along direction z at position r=0 mm by a point
source. The characteristics of the medium were cs=1 m /s,
�s=0.5 Pa s and �p=0 Pa s. The �3 cos2 �−1� dependence of
the displacement was clearly visible at time t=10 ms when
the near-field term was predominant, and the sin2 � depen-
dence was apparent at time t=40 ms when the shear wave
was propagating. Comparison between the displacement
computed using an analytical model and the displacement
simulated using this numerical approach is shown in Fig. 7.
Figure 7�a� displays the displacement as a function of depth
on the axis r=0 mm at time t=40 ms and is superimposed
with very good precision on the analytical expression. In Fig.
7�b�, the amplitude of the displacement at location �r
=0 mm, z=30 mm� is plotted as a function of time and com-
pared with the analytical result. In this figure, the presence of
a positive plateau before the arrival of the shear wave is
conspicuous. The presence of this displacement before the
arrival of the wave is due to the coupling term. It can be
interpreted as a temporary disturbance of the medium by the
compression wave which does not leave the medium in its
original state.

E. Heterogeneous tissues

Figures 8 and 9 represent the propagation of a shear
wave in a heterogeneous medium incorporating a spherical
inclusion indicated by a circle. In Fig. 8 the shear wave
speed is higher in the inclusion than in the surrounding me-
dium �cs=1 m /s in the background and cs=3 m /s� in the
inclusion�. On the other hand, in Fig. 9, the shear wave speed
is 0.5 m /s in the inclusion against 1 m /s in the background.
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FIG. 6. �Color online� Component of the shear displacement along z com-
puted at time t=10 ms �a� and t=40 ms �b� in a purely elastic homogeneous
medium with cs=1 m /s. The source is a force applied in O�0,0� in the z
direction.
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FIG. 7. �Color online� z-component of the shear displacement along z in a viscoelastic homogeneous medium with cs=1 m /s, �s=0.5 Pa s, and �p=0 Pa s.
The point source is located in O�0,0� and the force is a 50 Hz sine applied in the z direction.
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In the first case, a decrease in shear wave amplitude can be
seen in the inclusion. In the second case the shear wave
velocity can be seen to decrease in the inclusion, and reflec-
tions of the wave can be seen at the edge of the sphere.

IV. EXPERIMENTAL RESULTS

A. Experimental setup

The measurements were performed on tissue-mimicking
phantoms made of a mixture of styrene-ethylene/butylene-
styrene �SEBS� copolymer and mineral oil. A 35–70 �m
silica powder was used for acoustic scattering.24 According
to the Fibroscan®,8 Young’s modulus of the phantom was
4.8 kPa.

The electronic device was composed of a probe contain-
ing a low-frequency vibrator, an ultrasound transducer oper-
ating at 3.5 MHz, a dedicated electronic system, and a con-
trol unit. The sampling frequency of the signal was 50 MHz
with a 14 bit resolution.9 The technique used was transient
elastography in transmit mode. In this configuration, an ul-
trasound transducer and a 9 mm diameter piston were
aligned on each side of the medium. The piston was used to
generate a 50 Hz transient vibration with a peak to peak
amplitude of 2 mm and the transducer was used as an ultra-
sound emitter and receiver. The rf lines were acquired with a

repetition frequency of 6000 Hz. The displacements of the
axis of the vibrator as a function of time were known since
the vibration system is servo-controlled.

B. Experimental displacement

The displacements induced in the medium were com-
puted from the rf data using an autocorrelation method. With
a 50 Hz, 2 mm peak to peak transient excitation, the maxi-
mum displacement measured in the phantom was in the
range of 30–35 �m. Parameters such as the shear wave
speed of the medium, the temporal evolution of the low-
frequency transient excitation, and the diameter of the piston
were used as inputs in the PSTD model to simulate the
propagation of the shear wave in the SEBS phantom.

Figure 10 shows the displacements measured in the
SEBS phantom displayed as a function of time at a depth of
26 mm. Their maximum amplitude was 3.7 �m. As pre-
dicted by the simulation, a negative plateau corresponding to
the coupling term and a positive front corresponding to the
shear wave can be seen. The polarity was different from that
of the previous simulation because the sign of the excitation
was inverted. However, some differences between the two
curves can be seen and these will be discussed in Sec. V.

V. DISCUSSION AND CONCLUSION

A. Discussion

The aim of this study was to propose a model to simu-
late the propagation of shear waves in heterogeneous media.
Two models of propagation of shear waves in viscoelastic
media were compared and they showed results in good
agreement with the analytical models. Such a model is a very
useful tool to understand the displacements induced by an
external vibrator using transient elastography. The impor-
tance of the source condition, the role of viscosity, and the
influence of heterogeneities were investigated.

1. Source condition

Separation of the two parts of the source, i.e., irrota-
tional and solenoidal, is essential for good modeling of shear
wave propagation and is useful to study the displacements
measured using transient elastography. Figure 6�a� shows
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FIG. 8. �Color online� Component of the shear displacement along z com-
puted at time t=50 ms in a purely elastic medium �cs=1 m /s� containing a
stiff inclusion �cs=3 m /s� represented by a circle. The source is a force
applied in O�0,0� in the z direction.
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puted at time t=50 ms in a purely elastic medium �cs=1 m /s� containing a
soft inclusion �cs=0.5 m /s� represented by a circle. The source is a force
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that displacements are observable even at locations where the
shear wave has not yet crossed the medium, and that the
pattern of these displacements is in accordance with the pre-
dictions of the analytical model. Figure 1�c� shows the radia-
tion patterns of the components of the shear displacement
along z. The shear displacement is maximal at the rims of the
source. However, in transient elastography the displacements
are measured on the axis of the vibrator, which is not the
location where the displacements are the largest in the far
field. In fact, in the case of a perfect point source, no shear
displacement would be measurable on the axis of the source.
For instance, in Fig. 6, the maximum amplitude on the z-axis
is 1.3 times higher than that on the r-axis in situation �a� �t
=10 ms�, when only the near-field term is apparent, and, on
the other hand, once the shear wave is being propagated in
situation �b� �t=40 ms�, the maximum amplitude is 3.3 times
higher on the r-axis than on the z-axis.

2. Influence of viscosity

The model developed also makes possible the investiga-
tion of viscosity effects on the shear wavefront. In Fig. 10,
several curves are displayed representing displacements as a
function of time. The first curve was computed using a
purely elastic simulation, the second was obtained with a
shear viscosity of 0.1 Pa s, and the third with a shear viscos-
ity of 0.2 Pa s. The period of the shear wave seems to be
higher in the experiment than in the purely elastic simula-
tion. This shows that viscosity acts as a low-pass filter on the
displacements, resulting in a widening of the wavefronts. In
the case of the viscoelastic simulation, there was a better
match between the periods in the experimental and simulated
curves.

3. Heterogeneities

Figure 11 shows the amplitudes of displacement induced
by a point source as a function of depth computed in three
situations: first for a homogeneous medium with a shear
wave speed of 1 m /s, then for the same medium including a

spherical inclusion with a shear wave speed of 3 m /s, and
finally for a medium with a soft inclusion with a shear wave
speed of 0.5 m /s located at the same place as previously. As
expected, the amplitude of the displacement was higher in
the soft inclusion than in the stiff medium or in the back-
ground. The change in wavelength was also noticeable when
the shear waves crossed the inclusion. The wavelength in-
creased in the stiff inclusion and decreased in the soft one.

B. Conclusion

An axisymmetric model was developed to simulate the
propagation of compression and shear waves in a viscoelas-
tic medium and validated by comparison with an analytical
model based on Green’s functions. Two independent simula-
tions were performed for the shear wave and for the com-
pression wave. To achieve this separation, the source force
was split into its solenoidal and irrotational parts, giving rise
to a shear wave and a compression wave, respectively. This
model was used to simulate the propagation of elastic waves
in a heterogeneous soft tissue. The influences of viscosity
and of heterogeneities on the amplitude of the shear displace-
ment were studied, and the source condition and its influence
on the displacements measured in the transient elastography
configuration were investigated. The comparison between
simulated displacements and experimental data showed good
correspondence. Displacements measured in transient elas-
tography before the arrival of the shear wave have been high-
lighted and explained by the repartition of the shear forces in
the medium. Future improvements will include the develop-
ment of a full three-dimensional simulation and the integra-
tion of other viscoelastic models. These simulations will also
be used in transient elastography to test inverse problem al-
gorithms for elasticity and viscosity mapping.

NOMENCLATURE

� � Lamé’s first parameter
� � Shear modulus
�s � Shear viscosity
�v � Bulk viscosity
�p � Second viscosity coefficient, �p=�v− 2

3�s

cs � Shear wave speed, cs=�� /�
cp � Compression wave speed, cp=���+2�� /�
� � Density
u� � Displacement vector
v� � Velocity vector

T� � Stress tensor
�� � Viscous stress tensor
�� � Strain tensor

1� � Identity tensor
 f � Body force Helmholtz potential
�� f � Body force Helmholtz vector potential
u � Displacement Helmholtz potential
�� u � Displacement Helmholtz vector potential

S�� � Deformation-rate tensor
�� � Nabla operator
tr � Trace
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FIG. 11. �Color online� Comparison between the shear displacements in
media with a stiff inclusion �cs=3 m /s�, with a soft inclusion �cs

=0.5 m /s�, and in homogeneous medium �cs=1 m /s�. The boundaries of
the spherical inclusion are denoted by the dashed line. The source is a 50 Hz
sine force applied in O�0,0� in the z direction.
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Erratum: A new equation for the accurate calculation of sound
speed in all oceans [J. Acoust. Soc. Am. 124, 2774–2783 (2008)]
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A number of errors have come to light in the above paper with regard to units of salinity. In each example of the error, the
unit for salinity has been stated as “%” instead of “‰”; this erroneously represents the values as being in percent rather than
in parts per thousand. The reader should note that the units for salinity throughout the paper are intended as parts per thousand.
On p. 2776, line 15 of Sec. IIB, it should read “parts per thousand” rather than “percent.”

The postal code for the National Physical Laboratory should read TW11 0LW.
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ACOUSTICAL NEWS

Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

President’s report on the 157th meeting of the
Acoustical Society of America held in
Portland, Oregon

The 157th meeting of the Acoustical Society of America �ASA� was
held 18–22 May 2009 at the Hilton Portland and Executive Tower in Port-
land, Oregon. This is the first time that the Society has met in this city and
was the first “green meeting” held by ASA.

The meeting drew a total of 1470 registrants, including 216 nonmem-
bers, 423 students and 155 registrants from outside North America. There
were 28 from the United Kingdom, 23 from Japan, 20 from Germany, 17

from France, 14 from Korea, 11 from the Netherlands, 7 from Australia, 4
each from Russia, Spain, Sweden, and Taiwan, 3 each from Brazil and
Israel, 2 each from Belgium and Norway, and 1 each from Argentina, Czech
Republic, Hong Kong, Iceland, India, Italy, New Zealand, Portugal, and the
Slovak Republic. North American countries, Canada, Mexico, and the
United States, accounted for 53, 3, and 1259, respectively.

A total of 1091 papers, organized into 116 sessions, covered the areas
of interest of all 13 Technical Committees and the Committee on Education
in Acoustics. The Society is grateful to the individuals who organized the 75
special sessions that were part of the technical program. The meeting also
included 19 meetings dealing with standards. The evening tutorial lecture
series was continued by Ela and Leah Lamblin and Uwe Hansen with the

Diane Dalecki—For contributions to
the bioeffects of sound and ultrasound

Robert G. Leisure—For contributions
to the acoustic characterization of con-
densed matter

David K. Mellinger—For contribu-
tions to the analysis of marine mam-
mal calls

Susan Nittrouer—For contributions to
developmental speech perception and
production

Joe Posey—For leadership in aircraft
noise control

Andrew J. Szeri—For contributions to
the nonlinear dynamics of acoustic
cavitation

2118 J. Acoust. Soc. Am. 126 �4�, October 2009 © 2009 Acoustical Society of America0001-4966/2009/126�4�/2118/11/$25.00



tutorial titled “The Art and Science of Unique Musical Instruments.” This
tutorial was presented at the Newmark Theater and was open to the public.
Over 400 people attended.

The Society’s thirteen Technical Committees held open meetings dur-
ing the Portland meeting where they made plans for special sessions at
upcoming ASA meetings, discussed topics of interest to the attendees and
held informal socials after the end of the official business. These are work-
ing, collegial meetings and all people attending Society meetings are en-
couraged to attend and to participate in the discussions. More information
about Technical Committees, including minutes of meetings, can be found
on the ASA Website �http://asa.aip.org/committees.html� and in the Acous-
tical News section of JASA in the September and November issues.

A short course titled “Outdoor Noise Estimation and Mapping” was
given to a group of 20 students. The instructors were Ken Kaliski, Resource
Systems Group, Robert Putnam, Siemens Energy Systems, Brigitte Schulte-
Fortkamp, Technical University of Berlin, and Klaus Genuit, HEAD Acous-
tics.

Thomas L. Geers of the University of Chicago presented a Distin-
guished Lecture titled “A Residual-Potential Boundary for Time-Domain
Problems in Computational Acoustics.” A Student Design Competition,
sponsored by the Technical Committee on Architectural Acoustics and the
National Council of Acoustical Consultants was judged at the meeting by a
panel of professional architects and acoustical consultants. The winners re-
ceived awards of $1250 for the project judged “first honors,” with $700
awarded to designs judged “commendation.” Other events included a pre-
sentation on the new National Institutes of Health peer review procedures
and a workshop on preparing JASA and JASA Express Letters articles.

The ASA Technical Committee on Noise in collaboration with the City
of Portland’s Noise Control Office presented a day-long symposium entitled
“Urban Design with Soundscape in Mind: A Symposium on Urban Planning
with the Consideration of Noise Impacts and the People Concerned” which
was organized by Kerrie Standlee of Daly-Standlee & Associates, Inc. It
brought together city and private planners, acousticians, architects, engineer-
ing, government officials, and the public to discuss urban planning and
development in relation to the health and livability issues of noise pollution.

The Second ASA Special Workshop on Speech: Cross-Language
Speech Perception and Variations in Linguistic Experience, was held 21 to
23 May, at the World Trade Center in Portland. The workshop, intended for
basic and applied researchers and graduate students in psycholinguistics,
linguistics, phonetics, speech sciences, languages and second language
learning, drew a large attendance of about 200 people. The symposium
organizers were Catherine Best, University of Western Sydney, Ann Brad-
low, Northwestern University, Susan Guion, University of Oregon, and
Linda Polka, McGill University.

The ASA Student Council sponsored a workshop for young investiga-
tors which focused on the mechanics of writing grant applications. A Stu-
dent Reception was held with over 300 people in attendance. This reception,
which is sponsored by the ASA and supported by the National Council of
Acoustical Consultants, enabled students to meet with established members
of the Acoustical Society of America. Several of the Technical Committees
awarded Best Student Paper Awards or Young Presenter Awards to students
and young professionals who presented papers at the meeting. The list of
award recipients, as well as other information for students, can be found
online at the ASA Student Zone website http://www.acosoc.org/student/.

Social events included the two social hours held on Tuesday and
Thursday, an “icebreaker” and a reception for students, the Fellows Lun-
cheon and the morning coffee breaks. A special program for students to meet
one-on-one with members of the ASA over lunch, which is held at each
meeting, was organized by the Committee on Education in Acoustics. These
social events provided the settings for participants to meet in relaxed set-
tings to encourage social exchange and informal discussions. The Women in
Acoustics Luncheon was held on Wednesday afternoon with attendance of
100.

Members of the Society organized a “jam session” which was held in
the hotel lounge on Tuesday evening from 9:00 p.m. to 12:00 p.m. A live
band, which included members of the ASA and their friends and family,
played for an enthusiastic audience of meeting attendees.

The plenary session included a business meeting of the Society, an-
nouncements, acknowledgment of the members and other volunteers who
organized the meeting and the presentation of awards and certificates to
newly elected Fellows.

ASA President Mark Hamilton presided over the Plenary Session and
Awards Ceremony. Clark Penrod, Chair of the Fall 2009 meeting, addressed
the audience and invited and encouraged them to attend the meeting to be
held in San Antonio in October.

The 2009 Medwin Prize in Acoustical Oceanography was presented to
Martin Siderius of Portland State University. Dr. Siderius presented the
Acoustical Oceanography Prize Lecture titled “Seabed characterization and
model based processing: Past, present, and future” earlier in the meeting
�see Fig. 1�.

The R. Bruce Lindsay Award was presented to Kelly J. Benoit-Bird,
Oregon State University, “for contributions in marine ecological acoustics”
�see Fig. 2�. The Silver Medal in Speech Communication was presented to
Winifred Strange of the Graduate School, City University of New York—
Graduate School and University Center, “for contributions to understanding
speech perception” �see Fig. 3�. The Gold Medal was presented Thomas D.
Rossing, Stanford University, “for contributions to musical acoustics, lead-
ership in science education, and service to the Society” �see Fig. 4�.

Election of fourteen members to Fellow grade was announced and
fellowship certificates were presented. New fellows are: Russell E. Berger,
II, Suzanne E. Boyce, Ann R. Bradlow, Douglas S. Brungart, Richard S.
McGowan, Luc Mongeau, Patrick W. Moore, Trevor R. T. Nightingale, D.
Lloyd Rice, Christine H. Shadle, Martin Siderius, Aaron M. Thode, Doug H.
Whalen, Lisa M. Zurk �see Fig. 5�.

FIG. 1. �Color online� ASA President Mark F. Hamilton �r� congratulates
Martin Siderius, recipient of the 2009 Medwin Prize in Acoustical Ocean-
ography.

FIG. 2. �Color online� ASA President Mark Hamilton presents the 2009 R.
Bruce Lindsay Award to Kelly Benoit-Bird.
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ASA President Mark Hamilton introduced Lisa Zurk, Chair of the
Portland meeting, �see Fig. 6� who expressed the Society’s thanks to mem-
bers of the Local Committee for the excellent execution of the meeting,
which clearly evidenced meticulous planning, including Marjorie R. Leek,
Technical Program Chair; James McNames and Brent Casaday, Audio-
Visual; Cheryl Siderius, Food and Beverage/Social Events/Meeting Admin-
istrator; Jorge Quijano, Signs and Publicity; Michel Pinton, Accompanying

Persons Program; Dawn Konrad-Martin, Local Outreach; and Barry Ma,
Green Meeting Coordinator. She also expressed thanks to the members of
the Technical Program Organizing Committee: Marjorie R. Leek, Technical
Program Chair; Jeffrey A. Nystuen, Acoustical Oceanography; Holger
Klinck, Animal Bioacoustics; David T. Bradley, Architectural Acoustics; Pe-
ter J. Kaczkowski, Azzdine Ammi, Biomedical Ultrasound/Bioresponse to
Vibration; Thomas J. Matula, Education in Acoustics, Physical Acoustics,

FIG. 3. �Color online� ASA President Mark Hamilton presents the Silver
Medal in Speech Communication to Winifred Strange.

FIG. 4. �Color online� ASA President Mark Hamilton �r� presents the 2009
Gold Medal to Thomas D. Rossing �l�.

FIG. 5. �Color online� New Fellows of the Acoustical Society of America with ASA President and Vice President �l to r�: Mark Hamilton, Lisa Zurk, Doug
Whalen, Martin Siderius, Christine Shadle, Lloyd Rice, Patrick Moore, Richard McGowan, Aaron Thode, Douglas Brungart, Ann Bradlow, Suzanne Boyce,
Russell Berger, Victor Sparrow.
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and Structural Acoustics and Vibration; Thomas R. Howarth, Engineering
Acoustics; Kerrie G. Standlee, Noise; Frederick Gallun, Psychological and
Physiological Acoustics; Paul J. Hursky, Signal Processing in Acoustics;
Susan G. Guion, Melissa R. Redford, Speech Communication; Thomas J.
Matula and Jon La Follett, Structural Acoustics and Vibration; Dajun Tang,
Underwater Acoustics.

The Plenary Session concluded with the presentation of the Vice Presi-
dent’s gavel to Victor Sparrow and the President’s Tuning Fork to Mark
Hamilton, in recognition of their service to the Society during the past year
�see Figs. 7 and 8�.

The full technical program and award encomiums can be found in the
printed meeting program or online for readers who wish to obtain further
information about the Portland meeting �visit scitation.aip.org/jasa and se-
lect Volume 125, Issue 4, from the list of available volumes�.

We hope that you will consider attending a future meeting of the
Society to participate in the many interesting technical events and to meet
with colleagues in both technical and social settings. Information about fu-
ture meetings can be found in the Journal and on the ASA Home Page at
http://asa.aip.org.

MARK F. HAMILTON

President 2008–2009

Calendar of Meetings and Congresses

2009
18–21 October New Paltz, NY, USA. IEEE Workshop on Applications

of Signal Processing to Audio and Acoustics �WASPAA
2009�.

26–28 October Edinburgh, UK. Euronoise 2009.
Web: http://www.euronoise2009.org.uk

26–30 October San Antonio, TX, USA. 158th Meeting of the Acoustical
Society of America. Web: http://asa.aip.org/meetings.html

05–06 November Dübendorf, Switzerland. Swiss Acoustical Society
Autumn Meeting. Web: www.sga-ssa.ch

18–20 November Kyoto, Japan. 30th Symposium on Ultrasonics
Electronics. Web: www.use-jp.org/USE2009/en/
index.html

23–25 November Adelaide, Australia. Australian Acoustics Society
National Conference. Web: www.acoustics.asn.au/joomla

2010
08–11 March Berlin, Germany. Meeting of the German Association for

Acoustics DAGA 2010. Web: www.daga-tagung.de/2010
15–19 March Dallas, TX, USA. International Conference on Acoustics,

Speech, and SignalProcessing. Web: http://icassp2010.org
19–23 April Baltimore, MD, USA. Joint meeting: 159th Meeting of

the Acoustical Society ofAmerica and Noise Con 2010.
Web: http://asa.aip.org/meetings.html

27–30 April Ghent, Belgium. Institute of Acousts/Belgian Acoustical
Association JointMeeting. Web: www.ioa.org.uk/
viewupcoming.asp

09–11 June Aalborg, Denmark. 14th Conference on Low Frequency
Noise and Vibration. Web: http://lowfrequency2010.org

13–16 June Lisbon, Portugal. INTERNOISE2010.
Web: www.internoise2010.org

23–27 August Sydney, Australia. International Congress on Acoustics
2010.Web: www.ica2010sydney.org

14–18 September Kyoto, Japan. 5th Animal Sonar Symposium. Web:
http://cse.fra.affrc.go.jp/akamatsu/AnimalSonar.html

15–18 September Ljubljania, Slovenia. Alp-Adria-Acoustics Meeting joint
with EAA. E-mail: mirko.cudina@fs.uni-lj.si

26–30 September Makuhari, Japan. Interspeech 2010—ICSLP. Web:
www.interspeech2010.org

14–16 October Niagara-on-the Lake, Ont., Canada. Acoustics Week in
Canada. Web: http://caa-aca.ca/E/index.html

11–14 October San Diego, California, USA. IEEE 2010 Ultrasonics
Symposium. E-mail: bpotter@vectron.com

15–19 November Cancun, Mexico. Second Pan-American/Iberian Meeting
on Acoustics �Jointmeeting of the Acoustical Society of
America, Iberoamerican Congress of Acoustics, Mexican
Congress on Acoustics. Web: http://asa.aip.org/
meetings.html

19–20 November Brighton, UK. Reproduced Sound 25.
Web:www.ica.org.uk/viewupcoming.asp

2011
27 June–01 July Aalborg, Denmark. Forum Acusticum 2011. Web:

www.fa2011.org

FIG. 6. �Color online� Lisa Zurk, Chair of the Portland meeting.

FIG. 7. �Color online� Diane Kewley-Port, ASA Vice President-Elect, pre-
sents the Vice President’s gavel to Victor Sparrow, ASA Vice President.

FIG. 8. �Color online� Whitlow Au, ASA President-Elect �l�, presents the
ASA President’s tuning fork to Mark Hamilton, ASA President �r�.
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27–31 August Florence, Italy. Interspeech 2011. Web:
www.interspeech2011.org

05–08 September Gdansk, Poland. International Congress on Ultrasonics.
Web: TBA

04–07 September Osaka, Japan. Internoise 2011. Web: TBA

2013
02–07 June Montréal, Canada. 21st International Congress on

Acoustics �ICA 2013� �Joint meeting: International
Congress on Acoustics, Acoustical Society of America,
Canadian Acoustical Association�. Web:
www.ica2013montreal.org
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A Breviary of Seismic Tomography: Imaging
the Interior of the Earth and the Sun

Guust Nolet

Cambridge University Press, Cambridge, 2008. xiv�344 pp.
Price $65.00 (hardcover). ISBN 978-0-521-88244-6

“The Earth is a laboratory, but one that is very different from those in
experimental physics, where we are taught to carefully design an experiment
so that we have full control.”

This quote, taken from Chap. 14 of this book, reflects one of the main
challenges seismologists are faced with in their quest for imaging Earth’s
interior using uncontrolled seismic waves observed by a sparse and irregular
network of seismometers. Professor Guust Nolet, a leading scientist in the
field of global seismology, has succeeded in writing a very readable treatise
on the many aspects of imaging the interior of Earth and, albeit with less
emphasis, the Sun. The book covers the underlying theory of seismic wave
propagation and scattering, the practical aspects of seismic observations,
and, last but not least, the theory and practice of modern seismic inversion
and imaging methodologies. The existing approaches to imaging Earth’s
interior range from normal mode analysis to reflection and transmission
tomography. The emphasis in this treatise is on seismic transmission tomog-
raphy, a methodology related to medical x-ray and ultrasonic tomography,
ocean acoustic tomography, and cross-well tomographic imaging in explo-
ration geophysics. Some of the specific challenges of seismic tomography
are related to the fact that the interior of Earth is inhomogeneous at many
scales and to the already mentioned aspect of the “uncontrolled experiment.”
The author addresses these challenges with the authority of more than 25
years research experience in seismic tomography.

The book is written for seismic practitioners and students. The author
has chosen for a somewhat informal style, with much more emphasis on
physical explanation than on mathematical rigor. This is not to say that the
mathematics is compromised, but only that the author has decided to limit
the treatment of the underlying mathematics to what is needed for under-
standing the principles of seismic tomography. Readers interested in more
extensive mathematical derivations are guided to the relevant literature. The
physical explanations are often chosen from everyday life: once you have
read the explanation why the sky is blue and clouds are white you will never
forget the essential difference between Rayleigh and Mie scattering. What I
consider very valuable in this book are the many exercises for students and,
in particular, the references to software repositories, which help students
improving their understanding of tomography and practitioners analyzing
their data.

Let me further substantiate my appreciation of this book with a brief
chapter-by-chapter discussion. The introductory chapter mentions a presen-
tation by Keiti Aki at an AGU Conference in 1974, in which arrival times of
seismic waves were interpreted in terms of an image, as the starting point of
modern seismic tomography. This chapter further summarizes the early suc-
cesses of seismic tomography with respect to geophysical discoveries, such
as images of slabs subducting into the lower mantle and evidence of major
low velocity regions near the core-mantle boundary, so-called superplumes.
It concludes by mentioning that further improvement of the images requires
a finite-frequency approach to tomography, accounting for the fact that ar-
rival times are sensitive to perturbations within Fresnel zones around the
rays.

Chapter 2 starts with the fundamentals of acoustic and elastodynamic
wave theory and derives the differential equations for ray tracing in inho-
mogeneous isotropic Earth. It also contains a section on the corrections that
are required for ray tracing in the Sun, where the flow of the medium plays
a role. I like the fact that the author does not complicate things more than
needed. For example, instead of giving a formal definition of correlation

distance, he mentions in a footnote that “for the purpose of this book it is
sufficient to define the correlation distance as the distance over which a
parameter still looks smooth.” Chapter 3 introduces several approaches to
ray tracing, i.e., solving the differential equations derived in Chap. 2, and
discusses aspects such as convergence and stability over long distances. The
author alternates theory with everyday life examples, e.g., by explaining the
shortest path method as finding the shortest route between road signs in a
town. Chapters 4 and 5 conclude the fundamentals of the theory for acoustic
and elastodyamic body waves with a discussion of first order wave scatter-
ing �the Born approximation� and an overview of amplitude effects, such as
geometrical spreading, anelastic damping, and scattering loss.

Chapter 6 discusses the various aspects of travel time observation,
such as the determination of onset times, wavelet estimation, and determi-
nation of differential times via cross-correlation. It also includes a brief
discussion on the sliding transition point between signal and noise and the
recent developments of retrieving Green’s functions from the cross-
correlation of ambient noise. The interpretation of travel times is discussed
in Chap. 7. After an introduction on wave front healing due to finite fre-
quencies, it is shown that travel times are affected by heterogeneities near
the ray. The sensitivity to these heterogeneities is quantified by the so-called
Fréchet kernel. Chapter 8 discusses the observation and interpretation of
amplitudes along similar lines as the previous two chapters, including dis-
cussions on amplitude healing and amplitude Fréchet kernels.

Chapter 9 is dedicated to normal mode analysis. Since Earth is a finite
body with a stress-free surface, the solution of the wave equation yields a
discrete spectrum of eigenfrequencies. For very low frequencies, below 10
mHz, these frequencies are separated well enough to be measured and ana-
lyzed, leading to an estimate of the very long wavelength features of the
Earth’s interior. The models obtained by transmission tomography should
match these features at the low frequency end of their spectrum.

The treatment of surface waves, the most prominent arrivals on a
seismogram, is complicated because surface waves do not have clearly de-
fined wave fronts, like body waves, nor do they exhibit a discrete spectrum,
like normal modes. In Chaps. 10 and 11, the author deals with this “ray-
mode duality,” discusses how to measure the dispersion, and develops
Fréchet kernels for finite frequency surface waves.

The following chapters address the various aspects related to the to-
mographic inversion itself. Chapter 12 deals with the art of model param-
etrization, i.e., finding the delicate balance between not imposing too much
smoothness on the model, while allowing the data misfit to be sufficiently
small and at the same time avoiding too much overparametrization. Param-
eters such as the ellipticity of Earth, surface topography, crustal thickness,
and instrument response cannot be estimated from the data. Chapter 13
discusses how these parameters can be included as model corrections prior
to inversion, assuming of course that a priori information on these param-
eters is available. Chapter 14 discusses the actual linear inversion. It reviews
the basic aspects of maximum likelihood estimation, singular value decom-
position, Bayesian inversion, and information theory. An inversion result
only makes sense if one knows its limitations. Therefore, a chapter is dedi-
cated to resolution and error analysis �Chap. 15�.

In the first 15 chapters, Earth and the Sun were assumed to be isotro-
pic. Chapter 16 discusses some of the modifications that are required to take
anisotropy into account. In the final chapter �Chap. 17�, the author looks
ahead at promising new developments in imaging and observation, such as
the analysis of multiple scattering, the application of non-linear inversion,
and the strive toward global coverage of seismic sensors with programs like
U.S. Array. The latter program involves a dense regular array of temporary
seismic stations, moving across the continent of the United States from 2005
to 2015. This program constitutes an important step in the direction of “the
Earth as a carefully designed experimental physics laboratory,” and will
contribute to obtaining sharper and more reliable images of the interior of
our planet.
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Being an exploration geophysicist, I was only moderately familiar with
the methodologies applied in global seismology. This very readable and
inspiring book has brought my knowledge and understanding of this very
interesting research field to a higher level. To my opinion, this book should
be on the shelves of every seismology student and every practitioner of
global seismic tomography. Moreover, it may be a very useful source for
researchers in other disciplines employing tomography, such as ultrasonics,
ocean acoustics, and exploration geophysics.

KEES WAPENAAR
Professor of Applied Geophysics,
Department of Geotechnology,
Delft University of Technolog,
y, Stevinweg 1,
2628 CN Delft, The Netherlands

Springer Handbook of Speech Processing

Jacob Benesty, Mohan M. Sondhi, and Yiteng Huang

Springer, 2008. 1176 pp. Price: $199.00 (hardcover). ISBN:
978-3-540-49125-5

Speech technology has made great strides over the past 3 decades.
Automatic speech recognition �ASR�, text-to-speech synthesis, voice and
language recognition, speech enhancement, and auditory prostheses have all
matured during this interval. The Springer Handbook of Speech Processing
describes many of the methods and practices used to accomplish these ad-
vances. It is a highly technical tome, with most of the 53 chapters laden with
equations, illustrations, and tables. The quality of writing is excellent. The
prose is clear, simple to understand, and succinct. The illustrations are pro-
fessionally drawn and uniform in format and appearance. The volume has
the look and feel of a professional textbook, an impressive feat given that 85
authors were involved. The Handbook would be well suited as a textbook
for an advanced graduate-level course in speech technology and engineer-
ing.

A typical chapter begins by briefly summarizing its contents and pro-
viding a brief historical overview. More technical �i.e., mathematical� mate-
rial follows. Many chapters conclude with a discussion of commercial ap-
plications as well as a brief summary. In short, the volume strives to strike
a balance between the practical and the theoretical, and it usually succeeds.

The Handbook consists of nine sections: �1� Production, Perception
and Modeling of Speech, �2� Signal Processing in Speech, �3� Speech Cod-
ing, �4� Text-to-Speech Synthesis, �5� Speech Recognition, �6� Speaker Rec-
ognition, �7� Language Recognition, �8� Speech Enhancement, and �9� Mul-
tichannel Speech Processing. A complete listing of chapter titles can be
found at http://www.springer.com/engineering/signals/book/978-3-540-

49125-5?detailsPage�toc. A particularly useful feature is the accompanying
DVD, which contains a fully searchable electronic version �PDF format� of
the Handbook. Its interface allows the reader to traverse the text in a highly
intuitive way, making the book a pleasure to read in electronic form.

As with any book of this length and scope, some of the chapters are
more successful than others in conveying the essence of a field. Particularly
detailed and useful are the chapters on pitch extraction, speech synthesis,
automatic speech recognition, and environmental robustness; many of these
are definitive treatments and should prove useful for years to come. Particu-
larly helpful is the detailed discussion of experimental and computational
data, which serves to clarify and enhance the theoretical sections through
concrete examples.

Perhaps the volume’s greatest topical weakness is its scanty treatment
of speech perception and production. An additional chapter or two on the
neuroscience and cognition of spoken language �and its visual analog�
would have been welcome. The chapter on commercial applications of
automatic speech recognition is dated due to significant changes in the in-
dustry over the past 4 years.

Another weakness of the Handbook is its focus on the past and
present, and relative neglect of the future. Only a few chapters discuss future
trends in a meaningful way, the most notable example being “Towards
Superhuman Speech Recognition,” which provides a superb description of
how ASR systems may function 10–20 years hence. Also lacking is a con-
certed attempt by the editors to link the chapters into an overarching theo-
retical framework. Given the book’s broad scope, this is understandable.
However, many readers will wonder what ties the chapters together other
than a focus on speech technology.

Many of the authors �as well as the editors� have had a professional
association with Bell Laboratories at some stage of his/her career. Fortu-
nately, this slant generally enhances the Handbook’s utility based on Bell
Labs’ distinguished research record. However, approaches pioneered at
other institutions are also well represented.

The bibliography accompanying each chapter is extensive and com-
prehensive. Each citation in the electronic version is linked to the appropri-
ate reference in the text, greatly facilitating its use. Occasionally, a chapter’s
bibliography is overly selective, reflecting the authors’ particular point of
view �e.g., the chapters on speech perception and nonlinear cochlear pro-
cessing�.

In summary, The Springer Handbook of Speech Processing is a first-
rate production, providing a definitive treatment of the methods and tech-
niques used in contemporary speech technology. Although its cost is high,
the Handbook’s superb quality and comprehensive treatment of highly tech-
nical material should prove an attractive investment for advanced students
and speech engineering professionals.

STEVEN GREENBERG
Silicon Speech,
Santa Venetia, CA 94903
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7,520,330

43.20.Tb SYSTEM AND METHOD FOR LIMITING
VORTEX-INDUCED VIBRATIONS ON AN
OFFSHORE PRODUCTION RISER

Cédric Le Cunff et al., assignors to Institut Francais du Petrole
21 April 2009 (Class 166/350); filed in France 16 November 2001

This patent describes a method of reducing fatigue in an oil-drilling
platform riser �piling� by actively driving vibrations in it. The inventors
mention that fatigue due to vibrational modes excited by vortex shedding in
ocean currents is a significant factor in reducing the service lifetime of
oil-drilling platforms. Their goal is to reduce the amplitude of such vibra-
tions, and they claim two novel approaches to this end. First, they claim that
driving the top �platform� end of the riser at a frequency off resonance can
slave the oscillation to the new drive frequency and establish it at a lower
amplitude than if left to freely interact with the current. Second, they claim
that by use of active control in the form of magnetorheological dampers at
the top end connecting to the platform they can effectively impose a fixed-
velocity boundary condition at the top end of the riser, which also shifts the
frequency and amplitude of the oscillations. These are pretty unusual claims,
and just how a damper effects a constant-velocity condition is unclear, but
they do show some data �from simulations of the dynamics� to back up their
claims.—JAH

7,429,127

43.35.Rw MAGNETOACOUSTIC SENSOR SYSTEM
AND ASSOCIATED METHOD FOR SENSING
ENVIRONMENTAL CONDITIONS

Dwight Sherod Walker and Michael Bernard James, assignors to
Glaxo Group Limited

30 September 2008 (Class 374/109); filed 23 April 2003

A magnetoacoustic pharmaceutical blister pack 11-12 environmental
sensor 10 is claimed. Magnetic strip 40 coated with an environmentally
sensitive �e.g., to moisture� material 0.005–10 �m thick, is suspended by
one end 45. An interrogating signal is fed to a proximate coil �not shown�
that will determine the mechanical resonance frequency �typically
40–50 kHz�. Calibration is achieved by precise control of the physical di-
mensions of strip 40 and its coating thickness.—AJC

7,431,892

43.35.Wa APPARATUS FOR STERILIZING A LIQUID
WITH FOCUSED ACOUSTIC STANDING WAVES

Jona Zumeris et al., assignors to Piezo Top Limited
7 October 2008 (Class 422/128); filed 25 September 2002

Sonic transducer 3300 for sterilization of flowing material 3312-3302-
3304-3314 is claimed. Piezoelectric element 3306 is driven in several vibra-
tion modes simultaneously to produce sound pressure waves of several at-
mospheres’ amplitude in passing material 3302-3304. Such waves at a few
megahertz �3306 thickness mode� will break up microorganisms. Other reso-
nance modes of 3306 are longitudinal �kilohertz range� and ring mode
�20–50 kHz�.—AJC
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7,521,841

43.38.Ar STRAIN ENERGY SHUTTLE APPARATUS
AND METHOD FOR VIBRATION ENERGY
HARVESTING

Dan J. Clingman and Robert T. Ruggeri, assignors to The Boeing
Company

21 April 2009 (Class 310/339); filed 1 February 2006

In this patent, the authors disclose a method of coupling a bistable
mechanically resonant structure to a piezoelectric bar transducer so as to
increase the frequency range of mechanical to electrical energy conversion
of the structure. This “energy shuttle apparatus” is claimed to be able to
harvest vibrational energy efficiently in either of two stable states which
differ in operating frequency, so as to increase the range of optimal energy
harvesting performance of the device. This is all supposed to go on without
any control inputs, as a passive operation of the device. There do not seem
to be any calculations or data to back up the claims that this results in an
improvement in performance, and one wonders how the system is ever
supposed to switch autonomously from one state to the other in order to
optimize its behavior. Why is this an improvement over operating the two
piezoelectric resonators separately and combining their outputs with
diodes?—JAH

7,499,563

43.38.Dv SPEAKER DEVICE

Tomoyuki Watanabe, assignor to Pioneer Corporation
3 March 2009 (Class 381/412); filed in Japan 19 March 2004

Buffer member 70 is affixed to bent portion 8b of loudspeaker 100 to
reduce the impact when the vibrating assembly is driven hard against part 52
of yoke 5 by an excessive driving signal. Buffer member 70 can also be
mounted in areas E2 or E3. In the right portion of the figure, one can see the
extreme stress in surround la and spiders 2 compared to the rest position of
same shown in the left part of the figure. What can happen when the speaker
moves in the other direction is left to the reader to imagine.—NAS

7,520,368

43.38.Ja HORIZONTALLY FOLDED REFLEX-
PORTED BASS HORN ENCLOSURE

Dana A. Moore, Bothell, Washington
21 April 2009 (Class 181/155); filed 8 June 2007

This is the third in a series of simple folded horn designs from the
same inventor. In this case, the footprint is rectangular and the rear chamber
can be vented.—GLA

7,522,473

43.38.Ja CONTROLLED ACOUSTIC BEAM
GENERATOR FOR CROWD CONTROL

Zvi Zlotnik and Eitan Zeiler, assignors to Electro-Optics Research
and Development Limited

21 April 2009 (Class 367/139); filed in Israel 11 November 2003

This amusing patent discloses the design of an acoustic beam genera-
tor for mounting on various vehicles to stun and amaze crowds into submis-
sion. In one embodiment, what appears to be a rocket truck is equipped with
an array of hydraulically-steered horn loudspeakers that can be played
across the crowd. There is also a nautical variant �for crowds of swimmers�
that mounts on a boat.—JAH
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7,527,124

43.38.Ja LOUDSPEAKER DIAPHRAGM

Kunihiko Tokura et al., assignors to Sony Corporation
5 May 2009 (Class 181/169); filed in Japan 10 August 2005

This patent discloses an improved formula and method for making a
composite polypropylene loudspeaker diaphragm with enhanced internal
losses. Polyamide fibers are dispersed in a direction perpendicular to the
resin flow direction whereby the internal loss is improved. Comparative
response curves are included.—GLA

7,532,736

43.38.Ja SPEAKER

Osamu Funahashi, assignor to Panasonic Corporation
12 May 2009 (Class 381/412); filed in Japan 27 August 2004

Instead of a conventional centering spider, this loudspeaker design
employs a second half-roll suspension 16. The goal is to improve linearity at
large cone excursions. The patent text emphasizes that the symmetrical ar-
rangement of suspensions 11 and 16 reduces distortion, but this feature is
not included in the patent claims. Although not mentioned anywhere in the
patent, the geometry shown would also be expected to counteract rocking
modes.—GLA

7,505,600

43.38.Lc PROCESSOR CONTROL OF AN AUDIO
TRANSDUCER

Joseph E. Dryer, assignor to Floyd Bell, Incorporated
17 March 2009 (Class 381/111); filed 30 March 2005

An audio system consisting of regulator block 1, controller block 2,
driver block 3, and feedback block 4 offers users of piezoelectric transducers
a system that can generate a variety of audio tones. Block 1 is a voltage
regulator, such as a 78L05. Block 2 is a programmable controller, such as a
PIC12C671. Block 3 is as illustrated but can have several topologies, in-
cluding those that provide a bipolar drive by mirroring the diode-inductor
field-effect transistor and adding a second drive output from block 2. Block
4 can be configured to provide a feedback path to block 2.—NAS

7,526,093

43.38.Lc SYSTEM FOR CONFIGURING AUDIO
SYSTEM

Allan O. Devantier and Todd S. Welti, assignors to Harman
International Industries, Incorporated

28 April 2009 (Class 381/59); filed 10 October 2003

This fairly long patent includes 42 illustrations. It is one of a group of
three related patent applications filed on the same day. All three deal with
the problem of optimizing low frequency reproduction in a listening room.
In the method proposed here, one or more types of loudspeakers are tested at
one or more possible locations in relation to one or more listening locations.

A computer program then performs some kind of statistical analysis to de-
termine the optimum loudspeaker types, quantities, and locations, along
with optimum equalization and delay for each loudspeaker. The 66 patent
claims are not much more specific than the preceding two sentences, but the
concept is interesting and the patent is easy to follow.—GLA
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7,529,377

43.38.Lc LOUDSPEAKER WITH AUTOMATIC
CALIBRATION AND ROOM EQUALIZATION

Fawad Nackvi and Jon Douglas Zenor, assignors to Klipsch LLC
5 May 2009 (Class 381/103); filed 28 July 2006

This is another patent dealing with the process of equalizing the low
frequency response of loudspeakers in listening rooms. The method de-
scribed makes sense and the patent is easy to follow. The equalization pro-
cedure compares measured response with a reference response and then

attenuates peaks, with no attempt to fill in narrow dips—a well tested strat-
egy. The problem for this reviewer is that every one of the steps set forth in
the 35 patent claims seems to be familiar prior art.—GLA

7,529,380

43.38.Si MULTIFUNCTION-TYPE VIBRATION
ACTUATOR AND MOBILE TERMINAL DEVICE

Minoru Ueda et al., assignors to Namiki Seimitsu Houseki
5 May 2009 (Class 381/398); filed in Japan 22 March 2004

This is a combination loudspeaker and vibrator driven by a single coil
4. At voice frequencies, it operates as a typical moving coil loudspeaker.
Diaphragm 3 is fixed at its perimeter so that portion 3e acts as the outer
suspension, which is familiar prior art. The novel feature is the little step 3b,
which is formed as part of the diaphragm. At this point some curious asser-
tions are made. “This rising portion 3b serves as a corrugation to decrease

the lowest resonance frequency…” Is a right-angle bend inherently more
compliant than a shallower angle or a groove? Even more curious is the
statement that extended portion 3c, which is bonded to mounting surface 1b,
“…enlarges the entire radius of the diaphragm 3 and improves the acoustic
characteristics.”—GLA

7,529,381

43.38.Si MULTIFUNCTION-TYPE VIBRATION
ACTUATOR AND PORTABLE COMMUNICATION
EQUIPMENT

Shoichi Kaneda and Minoru Ueda, assignors to Namiki Seimitsu
Houseki Kabushiki

5 May 2009 (Class 381/403); filed in Japan 27 February 2004

The basic mechanism of this device and its inventors are shared by
companion U.S. Patent 7,529,380. In this case, the stepped diaphragm edge

detail is not used. Here, the novel feature is an elongated diaphragm 2 with
a dome-shaped center section 23.—GLA

7,529,570

43.38.Si FOLDING CELLULAR PHONE

Hirobumi Shirota, assignor to NEC Corporation
5 May 2009 (Class 455/575.3); filed in Japan 20 April 2004

It is not unusual to find that a patent abstract describes a great deal
more than is actually covered by the patent claims. In this case the opposite
is true. According to the abstract, the microphone sensitivity of a folding
cellular phone is varied depending on whether the case is open or closed.
However, the patent claims also include sensing call start instructions, de-
termining whether a call exists, and adjusting send and receive gains based
on combinations of these various factors.—GLA
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7,532,719

43.38.Si VOICE ABSORBER FOR PORTABLE
TELEPHONIC DEVICES

Robert M Snodgrass, Spring Lake, Michigan
12 May 2009 (Class 379/441); filed 22 March 2005

The invention disclosed here is a little tent of absorptive material that
clips onto a cellular phone. It is intended to act as an acoustical black hole,
enabling its user “…to engage in a more private conversation and limit the
disruption to individuals nearby the user during the conversation.”—GLA

7,532,734

43.38.Si HEADPHONE FOR SPATIAL SOUND
REPRODUCTION

Hong Cong Tuyên Phan, F-94460 Valenton and Ambroise Recht,
F-75015 Paris, both of France

12 May 2009 (Class 381/370); filed in France 29 April 2003

This surround sound headphone design, like a number of earlier pat-
ents, takes the form of a pair of miniature listening rooms clamped over the
user’s ears. In this instance each earphone includes at least five speakers.
The speakers are all non-directional—not too difficult for something the size

of an aspirin tablet—so that a spatial quality of sound can be produced
“…by application of a Huygens Fresnel principle.” The intent is to re-create
sound waves moving across the outer ear as if they had been generated by
individual sound sources in a listening room.—GLA

7,496,208

43.38.Tj WIND SHIELD AND MICROPHONE

Satoshi Uchimura, assignor to Kabushiki Kaisha Audio-Technica
24 February 2009 (Class 381/359); filed in Japan 2 June 2004

Shield body 20 is made of open cell foam. Microphone M fits in cavity
30. Pop filter 40, also made of open cell foam but having a different density
than the foam used for body 20, can be placed in cavity 32, which is for use

when the sound source is at 0° relative to the microphone axis. Optional ring
shaped notch 21 forms an air cavity that can also reduce pop sound.—NAS

7,504,588

43.38.Tj ACOUSTICALLY TRANSPARENT
STRANDED CABLE

Keith Robberding, Daly City, California
17 March 2009 (Class 174/128.1); filed 25 June 2007

A cable similar in construction to a tinsel type cable is described in
prosaic terms and subjective performance claims. One such statement, in a
section called “Critical Understanding and A Speculative Theory Explaining
Why and How It Works,” is that the finer the constituent strands, which can
be as fine as 60 gauge �0.000 309 in. in diameter—which is said to be the
theoretically finest wire that can be drawn�, the “high frequencies are
smoother, less harsh and more detailed, low frequencies are faster and pitch
definition is much more apparent…” Another example is a cable comprised
of 3100 strands of 56 gauge wire. How these are terminated is not
clear.—NAS

7,434,988

43.38.Yn LOW PRESSURE ACOUSTIC PYROMETER
SIGNAL GENERATOR

George Kychakoff et al., assignors to Enertechnix, Incorporated
14 October 2008 (Class 374/117); filed 17 May 2006

A sonic shock pulse generator for cement kiln pyrometry is claimed.
Compressed air at 85–125 psi is supplied through valve 125 through hose
120 and nozzle 122 into chamber 68. Leakage at wall 40a connections will
also admit compressed air into chamber 100, into chamber 117 through
holes 115, and into chamber 105 through holes 110 so that eventually, all
chambers of assembly 20 are charged with air at the supply pressure. Trig-
gering of the pulse �to be emitted from orifice 97� commences by opening an
exhaust valve �not shown� which decompresses chamber 68. Internal pres-
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sure in cavity 117 immediately propels piston assembly 65-55-75 upward
removing piston 75 from orifice 80-97 releasing a burst of air that creates an
external shock wave. The released air and shock are guided by a pipe �not
shown� from orifice 97 to an orifice in the cement kiln chamber wall. Pre-
sumably, the transit time of this shock across the kiln chamber becomes a
measure of the average temperature of the hot kiln gasses �ergo
“pyrometry”�.—AJC

7,428,446

43.40.Ga DRY POWDER DOSE FILLING SYSTEMS
AND RELATED METHODS

Timothy M. Crowder and Anthony J. Hickey, assignors to Oriel
Therapeutics, Incorporated

23 September 2008 (Class 700/240); filed 12 July 2005

Several embodiments of nonlinear vibratory means for accurately dis-
pensing small quantities of dry pharmaceutical powder 15 are claimed, one
of which is shown, where rotation and oscillation 20m of the dispensing
orifice is applied.—AJC

7,494,420

43.40.Le SPORTS SWING AID

James P. Whalen, Toms River, New Jersey
24 February 2009 (Class 473/228); filed 14 April 2007

To provide feedback about swing smoothness and strength, swing aid
28 is mounted using a mounting block of split conical design, near club head
on the shaft of the club shaft, with D being large enough to accommodate
the club grip width. Single weight 42 mounted to outer race 38 creates an
eccentricity. When the golfer swings the club, vanes 40 cause the device to
rotate. “The degree of vibration is directly associated with the swing move-
ment, providing a direct feedback of the swing rhythm to the player.” How
this feedback works is left unsaid, but two embodiments are
described.—NAS

7,529,154

43.40.Sk HYBRID THIN FILM HETEROSTRUCTURE
MODULAR VIBRATION CONTROL APPARATUS
AND METHODS FOR FABRICATION THEREOF

Melanie W. Cole and William Nothwang, assignors to The United
States of America as represented by the Secretary of the Army

5 May 2009 (Class 367/162); filed 28 September 2007

This curious patent discloses the invention of a micromachined “vibra-
tion control pedestal” whose function is to isolate from external vibrations
certain vibration-sensitive microelectronic mechanical sensors, such as gy-
ros. The pedestal shown in the figure is composed of seven different mate-
rials in eight layers. The authors claim that vibrations are reflected from the
various layers as illustrated in the figure, but how this is accomplished in
micron-thick layers at frequencies “between 3 and 20 kHz” is not clear. It is
also claimed that the piezoelectric layer of BaSrTiO3 �second from the top in
the figure� is important to the operation of the device, but how this can
happen is also unexplained. A very complicated pedestal, indeed.—JAH
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7,530,555

43.40.Tm DAMPING ASSEMBLY FOR A
CONSTRUCTION

Kuo-Jung Chuang, Taipei, Taiwan
12 May 2009 (Class 267/136); filed in Taiwan 18 April 2006

This patent describes a means for protecting a building or other struc-
ture from earthquake-induced vibrations. The supporting base 10, which is
to be attached atop the building’s foundation, has a spherically curved top
face 11 on which there rests a similarly shaped stainless steel layer 20 with
a slippery top surface 21. The building to be protected is constructed atop
the supporting plate 70, which rests on a round plug arrangement consisting
of a holder 60 that contains a rubber pad 50 and a stainless steel layer 40. A
thin slippery layer 30 of polytetrafluoroethylene is shaped to conform to the
spherically curved surface 11. Around the circumference there is a shield 71
to keep dirt out. Movement of the foundation in the horizontal direction
causes the building to move along the spherical surface, and thus to vibrate
as if it were suspended on a pendulum whose length corresponds to the
radius of curvature of the spherical surface. Thus, the building in effect is
mounted on an isolation system with a very low natural frequency. Vertical
vibration isolation results from compression of the rubber element
50.—EEU

7,528,525

43.40.Vn DAMPING AND STABILIZATION FOR
LINEAR MOTOR STAGE

James F. Smith et al., assignors to Anorad Corporation
5 May 2009 (Class 310/317); filed 26 October 2007

This patent relates to suppressing the vibrations of extended structures,
such as gantry beams that are used to position tools over particular work
surfaces. According to this patent, this suppression is accomplished by mea-
suring the vibrations of the structures and applying forces that oppose these
vibrations by means of piezoelectric elements. The control arrangement is
described only in general outline.—EEU

7,520,111

43.40.Yq STONE DETECTION METHOD AND
APPARATUS FOR A HARVESTER

John G. Berger et al., assignors to CNH America LLC
21 April 2009 (Class 56/10.2J); filed 24 February 2006

Harvesters pick up crops in an intake header and convey them into an
array of blades where they are cut and subjected to other processing. Since
stones or other hard items that may be included with the crop materials can
damage the equipment, it is desired to remove these items before they reach
the processing stage. This patent describes a means for detecting stones that
are conveyed along an intake header together with the crop materials. The
vibrations produced as rocks impact on protrusions on the header surface are
detected, band-pass filtered, and compared to a preset threshold value.
A trapdoor is actuated if the signal exceeds the threshold, allowing the rock
to drop out of the header. In some embodiments, a second signal channel is
used to assess the impacts produced by the crop materials, so that the
machine’s operator can adjust the threshold value for optimum
performance.—EEU

7,520,162

43.40.Yq VIBRATION METER AND METHOD OF
MEASURING A VISCOSITY OF A FLUID

Alfred Wenger et al., assignors to Endress � Hauser Flowtec AG
21 April 2009 (Class 73/54.41); filed in Germany 27 April 2000

If a section of pipe through which a fluid of interest flows is made to
vibrate flexurally in a given plane, Coriolis forces cause the pipe to exhibit
a secondary out-of-plane motion, which is a measure of the fluid’s mass flow
rate. The fluid-conveying pipe’s torsional motion in response to a given
excitation provides a measure of the fluid’s viscosity. This patent describes
sensor and signal processing arrangements for determination of the desired
data, based on the aforementioned principles.—EEU

7,523,663

43.40.Yq MICROMECHANICAL ROTATION RATE
SENSOR HAVING ERROR SUPPRESSION

Rainer Willing et al., assignors to Robert Bosch GmbH
28 April 2009 (Class 73/504.12); filed in Germany 22 December

2004

This sensor consists of a seismic mass that is made to oscillate along a
given axis. As this axis is rotated, the Coriolis force causes the mass to
vibrate also in a direction that is orthogonal to the aforementioned axis. The
magnitude of this secondary vibration is sensed and provides a measure of
the rotation rate. Compensation arrangements are provided to minimize the
contributions to the rotation rate determination from spurious off-axis
vibrations.—EEU

7,523,667

43.40.Yq DIAGNOSTICS OF IMPULSE PIPING IN AN
INDUSTRIAL PROCESS

Gregory C. Brown and Mark S. Schumacher, assignors to
Rosemount Incorporated

28 April 2009 (Class 73/592); filed 23 December 2003

By impulse piping here is meant a section of pipe that includes a
measuring device, such as a flow meter, orifice, or pitot tube, which tends to
cause turbulence and a pressure drop in the flow. These phenomena can
cause flow constrictions, plugging of the line, and malfunction of the mea-
suring device. Since disassembly and inspection of the impulse piping are
difficult, this patent describes a means for checking the flow by periodically
generating a “check pulse” vibration signal on one side of the measuring
device, sensing the resulting vibration on the other side of the device, filter-
ing the sensed signal, and comparing it to a threshold value.—EEU

7,532,118

43.40.Yq VIBRATION SENSOR FOR BOUNDARY
FENCES

Asaf Gitelis, Moshav Bnei Atarot, Israel
12 May 2009 (Class 340/564); filed in Israel 2 August 2004

Sensors on security fences need to provide reliable real-time indica-
tions of attempts to scale or cut through the fence, and they need to give
years of maintenance-free service in all weathers. A typical sensor consists
of a conductive ball that rests on three mutually isolated contact supports,
arranged so that a sudden disturbance will displace the ball and cause a
momentary interruption in the circuit. Electronic means can filter out ran-
dom noise and the effects of wind and birds, and analysis of the pulses and
their durations can provide an indication of the probable cause. The sensors
described in this patent consist of planar arrangements of six balls, each
resting on three supports, to provide greater reliability and making it more
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difficult to defeat the system by wiring around it. These sensor configura-
tions also include improvements over earlier design to reduce wear and
corrosion of the contact points, to keep birds away, and to enable more
convenient installation.—EEU

7,529,379

43.64.Ha SYSTEM AND METHOD FOR
DETERMINING AN IN-EAR ACOUSTIC RESPONSE
FOR CONFIRMING THE IDENTITY OF A USER

Robert A. Zurek et al., assignors to Motorola, Incorporated
5 May 2009 (Class 381/328); filed 4 January 2005

Using an earpiece containing a microphone and speaker, the identity of
a person is confirmed by comparing at multiple frequencies a previously
stored ear canal signal for that person to the ear canal signal that is produced
by the speaker. The detected signal may contain distortion product otoacous-
tic emission tones.—DAP

7,522,738

43.66.Ts DUAL FEEDBACK CONTROL SYSTEM
FOR IMPLANTABLE HEARING INSTRUMENT

Scott Allan Miller III, assignor to Otologics, LLC
21 April 2009 (Class 381/318); filed 30 November 2006

At least one motion sensor is connected to an implantable support
member to differentiate between desired ambient sounds and undesirable
vibratory-generated sounds such as the wearer’s chewing and own voice.
The axis of sensitivity of the motion sensor is aligned with a principal
movement direction of the implanted microphone diaphragm. After fre-
quency shaping and/or phase shifting, a weighted motion sensor output is
subtracted in multiple bands from the microphone output. In low ambient
noise environments, mechanical feedback in the microphone caused by the
output transducer is reduced with a second control loop.—DAP

7,522,739

43.66.Ts HEARING AID WITH A SWITCHING
DEVICE FOR SWITCHING ON AND OFF AND
CORRESPONDING METHOD

Uwe Rass and Riku Sinikallio, assignors to Siemens Audiologische
Technik GmbH

21 April 2009 (Class 381/323); filed in Germany 11 May 2004

Insertion and removal of the hearing aid in a wearer’s ear canal are
detected with changes in temperature, pressure, load resistance �representing
acoustical volume�, or acoustic level. High and low thresholds are used at

the sensor output to automatically switch the hearing aid on and off, or from
operating to stand-by modes, respectively. Alternately, the hearing aid may
be switched on-off by a remote control signal.—DAP

7,522,740

43.66.Ts MULTI-COIL COUPLING SYSTEM FOR
HEARING AID APPLICATIONS

Stephen D. Julstrom et al., assignors to Etymotic Research,
Incorporated

21 April 2009 (Class 381/331); filed 1 February 2006

A headworn hearing accessory device that may have an array of direc-
tional microphones filters amplifies and converts the output signal into a
magnetic field using several transmitting inductors having different orienta-
tions for improved coupling to the telecoil in a hearing aid. The magnetic

field orientation selected is dependent on whether coupling is to a behind-
the-ear or in-the-ear hearing aid.—DAP
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7,522,961

43.66.Ts INNER HAIR CELL STIMULATION MODEL
FOR THE USE BY AN INTRA-COCHLEAR IMPLANT

Gene Y. Fridman and Leonid M. Litvak, assignors to Advanced
Bionics, LLC

21 April 2009 (Class 607/56); filed 17 November 2004

The onsets of sound in an acoustic signal associated with a particular
frequency band are detected by the circuitry in a cochlear implant so they
can be emphasized to improve sound clarity and speech recognition. The
onset associated with the frequency band is used to determine a forcing
voltage and a transmitting factor as a function of the quantity of neurotrans-
mitter available at the time that modulates the frequency, amplitude, and
decay rate of the acoustic signal to generate an output signal.—DAP

7,526,096

43.66.Ts IN THE EAR AUXILIARY MICROPHONE
FOR BEHIND THE EAR HEARING PROSTHETIC

William Vanbrooks Harrison et al., assignor to Advanced Bionics,
LLC

28 April 2009 (Class 381/330); filed in the World Intellectual
Property Organization 8 August 2002

An external microphone, attached to the earhook of a behind-the-ear
sound processor for a cochlear implant, is placed in the concha. When a
telephone handset is brought to the ear, the intended result is better pickup
of low frequency telephone output signals.—DAP

7,529,378

43.66.Ts FILTER FOR INTERFERING SIGNALS IN
HEARING DEVICES

Hans-Ueli Roeck and Stefan Daniel Menzl, assignors to Phonak
AG

5 May 2009 (Class 381/318); filed 12 November 2004

The repetition rate and duty cycle of well-defined interfering signals
present in the hearing aid input signal, such as pulses from Global System
Mobile cellular phones, are determined by the hearing aid digital circuitry.
An automatically-adjustable volume control in the hearing aid suppresses

the interference in the output signal only within the limited frequency range
of the interference signal spectrum.—DAP

7,529,587

43.66.Ts EXTERNAL SPEECH PROCESSOR UNIT
FOR AN AUDITORY PROSTHESIS

Peter Scott Single, assignor to Cochlear Limited
5 May 2009 (Class 607/57); filed in Australia 13 October 2003

The external speech processor for a cochlear implant periodically
monitors via a telemetry command whether the internal antenna coil is in
proximity and in communication with the external antenna. The external

speech processor is placed into an idle state with reduced power consump-
tion and disabled memory and transmission ability if no response or an
inadequate response is received from the internal coil. The advantage is no
separate power on-off switch is required in the external unit.—DAP

7,532,733

43.66.Ts FEEDBACK REDUCING RECEIVER
MOUNT AND ASSEMBLY

Oleg Saltykov, assignor to Siemens Hearing Instruments,
Incorporated

12 May 2009 (Class 381/324); filed 21 September 2004

A hearing aid receiver, suspended on a sound output tube, is further
stabilized and protected against damage from shock by tethering it on op-

posite sides with studs on a pair of flexible mounting elements to matching
receptacles in the hearing aid housing.—DAP
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7,526,958

43.66.Yw AUDIOMETER RECEIVER AND
AUDIOMETER

Yasuo Nojima, assignor to Rion Company, Limited
5 May 2009 (Class 73/579); filed in Japan 11 May 2006

To avoid having to perform an audiometer calibration each time an
output transducer is replaced, air-conduction, bone-conduction, and masking
receiver calibration and identification information are stored within each
receiver in serial ROM memory. A misconnection detector determines
whether a receiver has been improperly plugged into the audiometer.—DAP

7,530,957

43.66.Yw SYSTEMS, METHODS AND PRODUCTS
FOR DIAGNOSTIC HEARING ASSESSMENTS
DISTRIBUTED VIA THE USE OF A COMPUTER
NETWORK

Gregg D. Givens et al., assignors to East Carolina University
12 May 2009 (Class 600/559); filed 25 April 2005

Under the control of a clinician at a remote site, diagnostic middle ear,
compliance, and distortion product emission hearing tests are conducted
simultaneously on multiple patients at separate physical sites via a computer
network.—DAP

7,521,622

43.72.Ar NOISE-RESISTANT DETECTION OF
HARMONIC SEGMENTS OF AUDIO SIGNALS

Tong Zhang, assignor to Hewlett-Packard Development Company,
L.P.

21 April 2009 (Class 84/609); filed 16 February 2007

The goal of the patented system is to be able to classify an audio signal
as one of speech, music, noise, or silence, or any combination of these. This
would be done by performing a pitch analysis followed by a harmonic

content analysis on each frame of the signal. An interesting method of pitch
analysis is described, consisting of a weighted combination of time-domain
and fast Fourier transform-based frequency-domain autocorrelations. The
classification would apparently be performed by a hand-crafted decision tree
technique, described in some detail in the patent text. Interestingly, the
claims merely state the general goals and approach, but none of the details
of how the task would actually be done.—DLR

7,526,361

43.72.Ar ROBOTICS VISUAL AND AUDITORY
SYSTEM

Kazuhiro Nakadai et al., assignors to Honda Motor Company,
Limited

28 April 2009 (Class 700/245); filed in Japan 1 March 2002

The patent describes a software system suitable for a robot to be able
to identify the direction of signal arrival based on both auditory and visual
sensory information. In fact, the patent text is devoted almost exclusively to
the auditory task, with very little being said about visual analysis. The bin-
aural auditory system would compute interaural differences in both time and
spectral density. Reference to internal models of the head-related transfer
functions for both ears, along with head-turn information from neck-control
motors, would provide sound source location in a body-based coordinate
system. A provision is included for an inverse transform to generate a single,
clean version of the original sound.—DLR

7,522,733

43.72.Gy SYSTEMS AND METHODS OF SPATIAL
IMAGE ENHANCEMENT OF A SOUND SOURCE

Alan Kraemer and Richard J. Oliver, assignors to SRS Labs,
Incorporated

21 April 2009 (Class 381/1); filed 12 December 2003

The motivation is to reduce cancellation of out-of-phase summed ste-
reo sound signals to enhance their spatial characteristics. A portion of left
and right stereo audio input signals are combined to isolate sum and differ-
ence information between different stereo channels. Taking into account
speaker characteristics, the difference information is enhanced with appro-
priate amplitude and phase changes and combined with enhanced sum in-
formation to produce an enhanced monophonic output with preserved audio
information that would otherwise be canceled.—DAP

7,523,038

43.72.Ne VOICE CONTROLLED SYSTEM AND
METHOD

Arie Ariav, 79304 Doar-Na Hof Ashkelon, Israel
21 April 2009 (Class 704/275); filed 24 July 2003

The system described in this patent barely qualifies as a speech recog-
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nizer, as suggested by the assigned PACS code. It is a bare-bones speech
analyzer intended to be able to distinguish among the inputs “yes,” “no,” or
“stop,” with a bare minimum of electronic hardware. The device would
consist of a microphone and high-pass and low-pass filters, followed by a
microprocessor connected so as to be able to read the averaged output of
each of the filters and compare those outputs to predetermined threshold
levels. If both filters produce an output, then if the high output came first,
the word was stop. If low came first, it was yes. And if only the low-pass
filter produced a signal, the word was no.—DLR

7,526,073

43.72.Ne IVR TO SMS TEXT MESSENGER

John Patrick Romeo, assignor to AT&T Intellectual Property
L.L.P.

28 April 2009 (Class 379/88.18); filed 1 July 2005

Instead of typing destination and a text message on a wireless phone
keypad using a short message service �SMS�, users select the interactive
voice response system �IVR� option, which provides prompts for speaking
both the desired telephone number �or name� and the message. The IVR
translates the message to text and speaks it back using a text-to-speech
converter for user confirmation. After any necessary corrections are made,
the message is forwarded to the SMS messaging gateway. The method may
also be adapted for use on public switched telephone networks and wireline
networks.—DAP

7,529,665

43.72.Ne TWO STAGE UTTERANCE VERIFICATION
DEVICE AND METHOD THEREOF IN SPEECH
RECOGNITION SYSTEM

Sanghun Kim and YoungJik Lee, assignors to Electronics and
Telecommunications Research Institute

5 May 2009 (Class 704/236); filed in Republic of Korea 21
December 2004

The intent of this speech recognition procedure is to improve on the
results of a typical but unspecified speech recognition system. Following a
normal recognition that passes by the typical system, a support vector ma-
chine analysis is done based on the log likelihood score, the n-best score,
and the word duration. If this results in a suitably favorable outcome, then a
table of information is collected reflecting the results of the recognition
process. This information would include the dialect, gender, and age of the
speaker and, for each word, the recognized phonetic sequence, the number
of syllables, the number of phonemes, the speaking rate, average pitch, word
duration, and several other such items. This information is used to execute a
decision tree trained using the classification and regression tree procedure. If
this results in a satisfactory outcome, the recognition result is deemed
correct.—DLR

7,533,020

43.72.Ne METHOD AND APPARATUS FOR
PERFORMING RELATIONAL SPEECH
RECOGNITION

James F. Arnold et al., assignors to Nuance Communications,
Incorporated

12 May 2009 (Class 704/257); filed 23 February 2005

Recognition of a speech utterance involving street address information
can be a very difficult task, especially when the speaker is at the wheel of an
automobile on the road. In order to improve the success rate, this recogni-
tion system uses semantic relationships among the recognized words and
numbers to help narrow the search space. For example, if a zip code is
recognized, even partially, it can greatly help narrow the range of street
names and/or city district names which may also be present in the utterance.

This recognizer appears to implement such semantic constraints by guiding
the construction in real time of the language model, in the form of the usual
context free word sequence grammars. Some details of this process are
disclosed in the patent text.—DLR

7,524,288

43.80.Vj HOLDER FOR A HIGH INTENSITY
FOCUSED ULTRASOUND PROBE

Douglas O. Chinn, Arcadia, California
28 April 2009 (Class 600/439); filed 22 February 2005

This holder consists of a base that can be attached to a conventional
tripod and an apparatus into which a high-intensity focused ultrasound probe
is mounted.—RCW

7,524,289

43.80.Vj RESOLUTION OPTICAL AND
ULTRASOUND DEVICES FOR IMAGING AND
TREATMENT OF BODY LUMENS

Jay A. Lenker, Laguna Beach, California
28 April 2009 (Class 600/466); filed 19 May 2003

An ultrasound transducer or an optical sensor array is mounted on the
tip of a catheter. The tip can be rotated around the axis of the catheter by an
angle of up to 360°. The imaging array can also be rocked back and forth in
a plane that includes the longitudinal axis of the catheter.—RCW

2141 2141J. Acoust. Soc. Am., Vol. 126, No. 4, October 2009



7,527,591

43.80.Vj ULTRASOUND PROBE DISTRIBUTED
BEAMFORMER

Geir Ultveit Haugen et al., assignors to General Electric Company
5 May 2009 (Class 600/447); filed 21 November 2003

Signal processing, memory, and control circuits are included in the
ultrasound probe to perform beamforming on received signals.—RCW

7,527,592

43.80.Vj ULTRASOUND PROBE SUB-APERTURE
PROCESSING

Geir Ultveit Haugen et al., assignors to General Electric Company
5 May 2009 (Class 600/447); filed 21 November 2003

A signal processor that includes memory and a controller is used in the
head of an ultrasound probe to process received signals in subapertures of a
transducer array in the probe.—RCW

7,529,393

43.80.Vj GUIDANCE OF INVASIVE MEDICAL
DEVICES BY WIDE VIEW THREE DIMENSIONAL
ULTRASONIC IMAGING

Michael Peszynski et al., assignors to Koninklijke Philips
Electronics, N.V.

5 May 2009 (Class 382/128); filed 4 March 2004

An ultrasound visualization of a volume is used to show a medical

device inserted in the body. The field of view may be shown in a cross
sectional or in an enlarged format. A quantified display such as a wire-frame
model derived from the three-dimensional ultrasonic image data can also be
displayed.—RCW

7,530,951

43.80.Vj METHOD FOR GENERATING A THREE-
DIMENSIONAL ULTRASOUND IMAGE

Jens Fehre and Bernd Granz, assignors to Siemens
Aktiengesellschaft

12 May 2009 (Class 600/459); filed in Germany 11 February 2003

Temporally successive b-scan images in a stationary image plane con-
taining structures that breathing causes to move are combined by a processor
into a three-dimensional image.—RCW

7,530,952

43.80.Vj CAPACITIVE ULTRASONIC
TRANSDUCERS WITH ISOLATION POSTS

Yongli Huang and Butrus T. Khuri-Yakub, assignors to The Board
of Trustees of the Leland Stanford Junior University

12 May 2009 (Class 600/459); filed 1 April 2004

A membrane that defines the cavity of a capacitive ultrasound trans-
ducer is supported by insulating walls with a patterned isolation layer that
has posts in the cavity of the transducer to prevent the transducer electrodes
from coming into contact during operation of the transducer and to minimize
the accumulation of charge compared to an isolation layer without a
pattern.—RCW
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MONDAY MORNING, 26 OCTOBER 2009 REGENCY EAST 3, 8:25 TO 10:30 A.M.

Session 1aAAa

Architectural Acoustics and Engineering Acoustics: Spaces for Experimental Media and Spatial Sound
Reproduction

Molly K. Norris, Chair
Threshold Acoustics, LLC, 53 W. Jackson Blvd., Suite 1734, Chicago, IL 60604

Chair’s Introduction—8:25

Invited Papers

8:30

1aAAa1. The Experimental Media and Performing Arts Center (EMPAC) at Rensselaer Polytechnic: Defining, building, and
using highest-quality spaces for hearing, seeing, and moving in space with integrated multi-modal media technology. Johannes
Goebel �Experimental Media and Performing Arts Ctr. EMPAC, Rensselaer Polytechnic Inst., 110 8th St., Troy, NY 12180,jeg@rpi.edu�

This paper discusses studios and performance spaces built for multi-modal production, presentation, and research without
compromises. Hearing, seeing, and moving in space were treated as equal in the definition of the physical properties of all spaces.
Special diffusive acoustics were developed for a concert hall, a theater, and studios to be able to support any instrumental, vocal, or
electronic sound from anywhere. The noise floor of the theater is as low as in the concert hall as in a studio used for video �NR 15�.
Only sine-wave dimmers are allowed. The integrated digital technology allows creating, recording, and projecting sound, images, and
movement through thousands of audio channels, hundreds of high definition video channels, and with computer controlled rigging and
flying. The world of the human senses is bridged with the digital world of technology. All noisy equipment is banned from any venue.
All venues are acoustically extremely separated with one studio resting on springs, the other studio having a separate foundation, and
acoustical joints everywhere. The team comprises artistic curators as well as engineers and researchers; artists and scholars are in
residence; the task is to span arts, science, and technology. The center opened 2008.

9:15

1aAAa2. Small room production before large room performance. Alex U. Case �Sound Recording Technol., Univ. of Massachusetts,
35 Wilder St., Lowell, MA 01854, alex_case@uml.edu�

Large scale works almost always begin their acoustic life in a small room. Sound designers and composers need studio spaces that
enable creativity while keeping technical matters in check. The stereo recording studio requires a paradigm shift when scaling up to four,
eight, or more channels. While fundamental issues of isolation, noise control, user comfort, and ergonomics remain ever-important, new
challenges arise. Despite the growth in electroacoustic complexity that accompanies multichannel systems, the sound/music creator
needs core issues of level, timbre, localization, distance, envelopment, space, and so on to be presented as faithfully as possible, pre-
dictive of the future large space performance, without corruption by the small room.

9:45

1aAAa3. Utilizing reciprocal maximum length sequences within a multichannel context to generate a natural, spatial sounding
reverberation. Uday S. Trivedi and Ning Xiang �Program in Architectural Acoust., Rensselaer Polytechnic Inst., Troy, NY, 12180,
triveu@rpi.edu�

The development of artificial reverberation has made considerable progress in recent years. Simultaneous advances in knowledge
and computational power have allowed for a rapid development and application in the design of virtual room environments. Within such
situations, simulating room acoustics is critical for producing a convincing immersive experience. This research explores the application
of a multi-channel loudspeaker setup that can be employed in simulating such an environment. An algorithm to shape and vary the
spaciousness within the context of an artificially generated reverberation is implemented. The pseudo-random properties of reciprocal
maximum-length sequences �R-MLSs� allow for a deterministic decorrelation between all channels. The use of R-MLS also provides
several advantages over using traditional random noise. This paper will discuss the potential applications in creating virtual spaces and
variable acoustic environments using multiple channel systems.
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Contributed Paper

10:15
1aAAa4. Binaural reproduction of spherical microphone array signals.
Joshua D. Atkins �Dept. of Elec. Eng., Johns Hopkins Univ., 3400 North
Charles St., Baltimore, MD 21218, joshatkins@jhu.edu�

An efficient method for the production of binaural audio signals from
spherical microphone array signals using head related impulse responses
�HRIRs� is presented. The processing is done directly in the spherical Fou-
rier transform domain which offers significant speed advantages over the
conventional method of beamforming toward each HRIR measurement
point. The encoding of HRIRs into the spherical Fourier domain is compli-

cated by the fact that the available HRIR databases �CIPIC, MIT, KEMAR�
use irregular sampling positions around the sphere and do not contain data
for sound coming from angles below the subject. However, for spatially
bandlimited processing it is possible to use an LMS technique with regular-
ization to perform the spherical Fourier transform of these HRIRs. A real-
time system with head-tracking using the eigenmike �TM� and the CIPIC
HRIR database is presented which processes spherical harmonics up to third
order. Since the head-rotation operation is performed digitally, this tech-
nique is especially useful for remote surveillance and virtual reality systems
with complex acoustic scenes.

MONDAY MORNING, 26 OCTOBER 2009 REGENCY EAST 3, 10:40 A.M. TO 12:00 NOON

Session 1aAAb

Architectural Acoustics: Biggest Mistakes: Lessons for Practitioners, Researchers, and Young Designers

Ian Hoffman, Chair
School of Art, Design, and Architecture, Judson Univ., 1151 State St., Elgin, IL 60123

Chair’s Introduction—10:40

Invited Papers

10:45

1aAAb1. Mixing studios complications. K. Anthony Hoover �McKay Conant Hoover, Inc., 5655 Lindero Canyon Rd., Westlake Vil-
lage, CA 91362�

A new suite of mixing and teaching studios had been discussed for many years at Berklee College of Music in Boston. The autho-
rization to proceed with design and construction of the studios finally came with a new Dean of the Music Technologies Department,
who, without benefit of much of the background and previous discussions, contacted an old colleague for the final studio design and
contracted with a reputable full-service contractor for construction services. Problems developed during construction, which apparently
sensitized the client to subsequent situations, in turn requiring acoustical consulting services. This paper will review some of the project
history, outline the problems, and discuss solutions and recommendations, and will address some of the concerns with the specialized
construction and unusual complications.

11:05

1aAAb2. I did not see that one coming. Richard Talaske, Gregory Miller, Byron Harrison, and Evelyn Way �Talaske, 1033 South
Blvd., Oak Park, IL 60302, info@talaske.com�

Occasionally we encounter something we have not before, to our detriment. Only by looking back do we gain the proper perspective
to know how to avoid similar concerns in the future. We will share several examples from the Talaske body of work where things turned
out differently that we had anticipated. Examples will include a theatre wall system which provided more diffusion and absorption than
laboratory tests had indicated, a contractor construction error that had negative acoustic implications which were not caught until it was
too late to correct, and an acoustic isolation concern between a dance studio and a theatre that passed the boundaries of our analytical
assumptions. In each case, the analytical, practical, and political hurdles required to resolve each issue will be presented.

11:25

1aAAb3. Key planning steps for performance based designs. Joshua Cushner �Arup Acoust., 115 Ave. of the Americas, New York,
NY 10013�

In architecture and engineering, leading firms will often value the opportunity to collaborate with unconventional clients to create
bespoke building designs. However, such projects also require greater early planning and create new risks for the project team to
manage. When generating “customized” designs with a specific tenant in mind rather than simply relying on industry standards for
similar facilities, the rigors of a performance-based design must be understood. This case study reviews a project where key planning
steps for this type of design approach were overlooked, which created conflicting project goals that were never fully resolved. While
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efforts were made by team members over time to improve collaboration, the process-related problems which manifested early in the
project persisted, and the design team was never able to establish cohesion amongst themselves or with the owner. This case study
details the main elements which predicated the project failures and suggests alternate approaches which could have better served the
goals of the project. As a more successful framework, a broadened use of the performance-based design model is reviewed.

Contributed Paper

11:45
1aAAb4. Biggest mistakes encountered on projects without acoustical
consultants. Benjamin Markham, Alicia Wagner, Jeffrey Fullerton, and
Jennifer Hinckley �Acentech Inc., 33 Moulton St., Cambridge, MA 02138�

As consultants, the authors have been called into dozens of projects built
without the benefit of guidance from an acoustician, and the results are often
disastrous �and in many cases, litigious�. This presentation, replete with pho-
tographic evidence, outlines some of the biggest mistakes encountered re-
cently by design teams that lack a critical team player: the qualified acous-

tical consultant. Consider a natatorium with all hard surfaces and a 6-s
reverberation time to match, a fieldhouse gymnasium with a 70-dB back-
ground noise level, and a distressingly common problem in New England:
residential condominiums converted from an old mill building with nothing
between stacked residences except exposed, unimproved hardwood decking.
Other examples relate to inadequate �or altogether absent� vibration isolation
of elevator machinery and other mechanical equipment, cacophonous res-
taurant acoustics, blatant disregard for a nearby railway, and poor music
practice facilities.

MONDAY MORNING, 26 OCTOBER 2009 RIO GRANDE EAST, 8:00 TO 11:45 A.M.

Session 1aAO

Acoustical Oceanography and Underwater Acoustics: Session in Honor of Stanley Flatté I

John A. Colosi, Cochair
Naval Postgraduate School, Dept. of Oceanography, 1833 Dyer Rd., Monterey, CA 93943

Jeffrey A. Simmen, Cochair
Univ. of Washington, Applied Physics Lab., 1013 NE 40th St., Seattle, WA 98105

Chair’s Introduction—8:00

Invited Papers

8:05

1aAO1. Sound transmission through a fluctuating ocean (1979) and ocean acoustic tomography (1995): An intertwined history.
Peter F. Worcester and Walter H. Munk �Scripps Inst. of Oceanogr., Univ. of California at San Diego, La Jolla, CA 92093-0225,
pworcester@ucsd.edu�

Early attempts at understanding scintillations in sound transmission through the ocean assumed that ocean fine structure is homo-
geneous and isotropic. It is, in fact, dominated by internal waves, which are neither homogeneous nor isotropic. Sound Transmission
Through a Fluctuating Ocean �Flatté et al., Cambridge University Press, Cambridge, England 1979� combined recently developed
internal-wave models with path-integral methods to predict the fluctuations of resolved acoustic multipaths. At that time, Ocean Acous-
tic Tomography �Munk et al., Cambridge University Press, Cambridge, England 1995�, which uses ray travel times to determine large-
scale ocean structure, had just been proposed. The wideband acoustic sources and receivers required to make travel-time measurements
for tomography also provided the technology needed to quantify acoustic fluctuations. Conversely, internal-wave-induced scattering
limits travel-time measurement precision. Tomography experiments at 25-km range provided some of the earliest tests of path-integral
predictions. Subsequent tomography experiments provided data at ever-increasing ranges and decreasing frequencies. The Acoustic
Thermometry of Ocean Climate project made measurements at megameter ranges with 1400-m vertical line array receivers. The next
step is a modular distributed VLA capable of spanning the full water column that is under development to enable separation of acoustic
modes using spatial filtering and to fully characterize deep-water acoustic time fronts.

8:25

1aAO2. Center for the studies of nonlinear dynamics, 1982–1985. Frank S. Henyey �Appl. Phys. Lab., Univ. of Washington, 1013
NE 40th St., Seattle, WA 98105, frank@apl.washington.edu�

Stan Flatte was the third director of the Center for the Studies of Nonlinear Dynamics �CSND�, from 1982 to 1985 �and for another
year after he returned to Santa Cruz�. Upon joining CSND, he assembled a group to work on the path integral method for predicting
internal wave effects on acoustic propagation in the ocean. This talk discusses the work done by that group. Topics of this work include
travel time bias, relation to moment equation methods, fourth moment calculations, and pulse spread.
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8:45

1aAO3. Scaling turbulent dissipation and finestructure: The wave-propagation method. Timothy F. Duda �AOPE Dept., MS 11,
Woods Hole Oceanograph. Inst., Woods Hole, MA 02543�

In the 1980s the team of Flatté et al. developed a theory relating the turbulent kinetic energy dissipation rate in the open ocean to
finestructure feature observations �1–100 m scale�, building on work of Henyey and Pomphrey. Formulas derived from this work are
now prevalently used for indirectly estimating cross-isopycnal ocean mixing, a process of critical interest, using platforms and sensors
unable to directly measure viscous-scale dissipation and associated turbulent transport processes. The method originally involved the
internal-wave energy level. Revisions of the method introduced by follow-on investigators involve internal-wave shear and strain. The
physics behind the method is that short-wavelength shear-rich internal waves propagate in a background of larger-scale internal waves,
with action conserved, and can have their energy concentrated spatially. The concentrated waves are inferred to break, and in doing so
provide the energy to support diapycnal mixing. The approach is one of “wave propagation in random media,” a specialty of Flatté.

9:05

1aAO4. Ray methods in long-range deep ocean sound propagation. Michael G. Brown �RSMAS, Univ. of Miami, 4600 Ricken-
backer Cswy., Miami FL 33149, mbrown@rsmas.miami.edu�, Ilya A. Udovydchenkov, and Irina I. Rypina �Woods Hole Oceanograph.
Inst., Woods Hole, MA 02543�

Although ray methods have limitations, they remain extremely important because they provide insight into the underlying wave
propagation physics that is difficult, if not impossible, to obtain by any other means. In this talk the utility of ray methods in long-range
deep ocean sound propagation will be discussed and illustrated. Topics to be discussed include ray-mode duality and action quantization;
adiabatic invariance for rays and modes; beamforming and Radon transforms; caustics and catastrophes; travel time sensitivity kernels,
Fresnel zones and other measures of ray widths; nonlinear resonances, KAM theory, and mode coupling; the waveguide invariant and
its ray equivalent; and beam dynamics—from weakly divergent to explosive. �Work supported by ONR.�

9:25

1aAO5. Flatte fluctuation theory and its use by the US Navy. Arthur B. Baggeroer �Massachusetts Inst. of Technol., Rm. 5-204,
Cambridge, MA 02139�

Fluctuations of narrowband signals and spreading of broadband ones are important concepts in the design of the sonar receiver. The
first determines how long one can integrate or equivalently how narrow a bandwidth can be used to increase the gain and the second
leads to the convolution of the ambiguity function and the scattering function to determine where energy from the transmission will
appear in the range-Doppler plane, hence the region over which one wants to collect energy for a detection. The seminal book “Sound
Transmission through a Fluctuating Ocean” by Flatte et al. essentially defined the concepts of saturated, partially saturated, and unsat-
uration transmissions which parsed the problem in the “lambda-phi” for designing sonar transmitters and receiver appropriate for the
dynamics of an oceanographic region.

Contributed Papers

9:45
1aAO6. Acoustic signal horizontal coherence variability: Relationship to
internal tide and storm events. Marshall H. Orr �Acoust. Div., The Naval
Res. Lab., 4555 Overlook Ave. SW, Washington, DC 20375-5032,
marshall.orr@nrl.navy.mil�, Peter C. Mignerey, and David Walsh �Naval
Res. Lab., Stennis Space Ctr., MS 39529-5004�

Acoustic signal horizontal coherence has been extracted from a 31-day
data set taken during the late fall/early winter time period. The coherence
variability for both 300- and 500-Hz acoustic signals appears coupled to
shelf/slope frontal motion, internal tides, and associate internal waves as
well as changes in the surface gravity field. Acoustic signal and environ-
mental data illustrating the coupling will be presented. The data were taken
on the New Jersey Shelf with a 460-m-long bottomed array placed in �89 m
of water. The cross shelf propagation range was �20 km. The acoustic
sources were in �60 m of water.

10:00—10:15 Break

10:15
1aAO7. Cross-mode coherences and decoupling of equations for mode
intensities in two-dimensional and three-dimensional fluctuating ocean.
Alexander G. Voronovich, Vladimir E. Ostashev �NOAA/Earth System Res.
Lab., Boulder, CO 80303�, John A. Colosi �Naval Postgrad. School,
Monterey, CA 93943�, and Andrey K. Morozov �Woods Hole Oceanograph.
Inst., Woods Hole, MA 02543�

Sound waves propagating in the ocean are scattered by internal waves
�IWs� and spice. A modal approach for studies of low-frequency, long-range
sound propagation in a fluctuating ocean seems to be the most adequate.

This approach has been employed in a number of works, including recently
published papers �A. G. Voronovich and V. E. Ostashev, J. Acoust. Soc. Am.
125, 99–110 �2009�� and �J. A. Colosi and A. K. Morozov, J. Acoust. Soc.
Am. 124, 2598 �2008��. Based on these two papers, in this presentation im-
portant aspects of sound scattering in a fluctuating ocean are considered for
both two-dimensional �2-D� and three-dimensional �3-D� geometries. First,
we compare equations for the coherence function of a sound field in 2-D and
3-D fluctuating ocean. Then, decoupling of equations for the mode intensi-
ties from equations for the cross-mode coherences is studied for the two
geometries. Numerical examples of evolution of the mode intensities and
cross-mode coherences with range are presented and discussed. Finally, in-
sonification of an acoustic shadow zone by sound waves scattered by IWs is
studied. �Work supported by ONR.�

10:30
1aAO8. Antipodal acoustic propagation and a half-century of ocean
warming. Brian D. Dushaw �Appl. Phys. Lab., Univ. of Washington, 1013
N.E. 40th St., Seattle, WA 98105, dushaw@apl.washington.edu�

In 1960, sound signals traveling from Perth, Australia were recorded at
Bermuda. Previous work focused on the path traveled by the sound �Munk
et al., JPO, 1876–1898 �1988��. Calculation of the horizontal refraction of
sound, across the Southern Ocean in particular, gave the perplexing result
that Bermuda was in the shadow of Africa. Heaney et al. �J. Acoust. Soc.
Am., 2586–2594 �1991�� used low-resolution atlases for global sound speed
and bathymetry to obtain two viable acoustic paths between Perth and Ber-
muda, both influenced by bathymetry. From a modern perspective, however,
the explanation of Heaney et al. is unconvincing �Dushaw, GRL �2008��.
High-resolution ocean models put the Perth-to-Bermuda acoustic problem
into a new light. These models suggest that intense, small-scale features,
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e.g., Agulhas rings near the Cape of Good Hope, would greatly influence the
acoustic paths. The antipodal travel time, 13 382 s, is a measure of the ocean
temperature in 1960. If the acoustic propagation issues can be fully under-
stood, data-assimilating ocean general circulation models might be used to
calculate a present-day travel time. The travel-time change over the past
half-century, expected to be about 10 s based on nominal estimates of ocean
warming, is a measure of ocean climate change.

10:45
1aAO9. Characterization of deep acoustic shadow zone arrivals. Lora J.
Van Uffelen and Peter F. Worcester �Scripps Inst. of Oceanogr., Univ. of
California at San Diego, 9500 Gilman Dr., La Jolla, CA 92093-0238,
lvanuffe@ucsd.edu�

Acoustic shadow-zone arrivals first observed in the late 1990s on hori-
zontal receiving arrays in the North Pacific Ocean revealed significant
acoustic energy penetrating the geometric shadow by an estimated
500–1000 m. An extensive vertical line array deployed in conjunction with
250-Hz acoustic sources at ranges of 500- and 1000-km during SPICEX, a
long-range propagation experiment conducted from June to November 2004
in the North Pacific, confirmed the presence of these anomalously deep ar-
rivals and enabled an examination of their vertical structure. Parabolic equa-
tion simulations incorporating scattering consistent with the Garrett–Munk
internal-wave spectrum at full strength are able to describe both the energy
contained in and vertical extent of deep shadow-zone arrivals. Several hun-
dred acoustic receptions were recorded during the experimental deployment,
enabling a statistical characterization of the energy and vertical extent of
these arrivals as well as an investigation of the evolution of the arrivals
throughout the nearly 6 months of acoustic receptions.

11:00
1aAO10. Seismo-acoustic modal scattering by volume heterogeneities in
shallow water sediments. Darin J. Soukup and Robert I. Odom �Appl.
Phys. Lab., Univ. of WA., 1013 NE 40th St., Seattle, WA 98105, odom@apl
.washington.edu�

Elastic anisotropy is a nearly ubiquitous feature of marine sediments.
The simplest type of sediment anisotropy is transverse isotropy, character-
ized by five elastic constants, and results from layered deposition. A modal
scattering theory for volume perturbations of the sediment elastic moduli is
presented. The scattering theory is based on the coupled mode formulation
for propagation in range dependent fluid-elastic media. The Born approxi-
mation is employed to derive a modal scattering matrix. Although the per-
turbations of the elastic moduli are random, they may not be arbitrary in the
sense that certain symmetry and energy constraints among the moduli must
be respected. Mode-mode coupling matrices are computed for quasi-P-
SV-SH seismo-acoustic modes, which show mode mixing and the impor-
tance of non-nearest neighbor interactions. The effects of volume scattering
can be combined with rough surface scattering and also incorporated into

mode coupling caused by deterministic range dependence of the material
properties. This work has implications for acoustic loss estimates for low-
frequency shallow water acoustic propagation. �Work supported by ONR.�

11:15
1aAO11. Deep seafloor arrivals: Scattering or multi-path from ocean
thermal structure? Ralph A. Stephen �WHOI, 360 Woods Hole Rd., Woods
Hole, MA 02543, rstephen@whoi.edu�, Matthew A. Dzieciuch, Peter F.
Worcester �Scripps Inst. of Oceanogr., UCSD, La Jolla, CA 92093-0225�,
Rex K. Andrew, James A. Mercer �Univ. of Washington, Seattle, WA
98105-6698.�, John A. Colosi �Naval Postgrad. School, Monterey, CA
93943�, and Bruce M. Howe �Univ. of Hawaii at Manoa, Honolulu, HI
96822�

An unexplained set of arrivals has been observed on ocean bottom seis-
mometers �OBSs� during the NPAL04 long-range ocean acoustic propaga-
tion experiment in the North Pacific. The observed intensity pattern of the
OBS arrivals is significantly more complex than the waterborne arrivals
seen on the deep vertical line array �DVLA�. These “deep seafloor” arrivals
occur later than the first PE predicted arrival; their arrival time is not pre-
dicted by acoustic PE propagation models, they do not correspond to decay
from shallower turning points �as is the case for deep shadow zone arrivals�,
and they are not readily observed on the DVLA hydrophone just 750 m
above the seafloor. The arrival structure in the observed data, in time and
amplitude, varies substantially between three OBSs that are separated by
less than 4 km. Could these unexplained arrivals be scattering or horizontal
multi-path from persistent ocean thermal structure?

11:30
1aAO12. Internal wave strength inversion based on the shape of the
axial finale. Kevin D. Heaney �OASIS Inc., 11006 Clara Barton Dr., Fairfax
Station, VA 22039�

Flatte had a significant impact on my dissertation and early education in
the field of ocean acoustic propagation. In particular, Flatte’s work on the
impact of internal wave scattering on deep ocean propagation was central to
my early work in adiabatic mode scattering in the presence of deep water
internal waves. In this paper, we will revisit some of Flatte’s wave propa-
gation in a random media theory and show its phenomenological impact on
deep water propagation, primarily within his explanation of the Slice89
experiment. In this experiment the axial finale �latest arriving energy� is
broadened in depth. Flatte correctly asserted that this was due to internal
wave scattering to higher modes �with larger depth extents� and used this as
a method for heuristically determining the internal wave strength. Results
from Heaney �Ph.D. thesis, SIO-UCSD �1997�� will be presented using the
ATOC experiment. More recent results using NPAL data as well as more
recent modeling will be presented. The impact of these results on deep water
anti-submarine warfare and the extension of these results to basin scale
propagation ��10000-km ranges� will be made.
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MONDAY MORNING, 26 OCTOBER 2009 REGENCY EAST 2, 8:00 TO 10:00 A.M.

Session 1aPAa

Physical Acoustics: Propagation, Scattering, and Related Topics

Ralph T. Muehleisen, Chair
Illinois Inst. of Technology, Civil, Environmental and Architectural Engineering, Chicago, IL 60616

Contributed Papers

8:00
1aPAa1. Comparison of three coordinate mapping methods for sound
propagation over irregular terrain. Santosh Parakkal, Kenneth E. Gilbert,
and Xiao Di �Natl. Ctr. for Physical Acoust., Univ. of Mississippi, Univer-
sity, MS 38677, sparakka@olemiss.edu�

In propagation calculations, a coordinate mapping to “flatten” irregular
terrain is an attractive approach. However, coordinate mapping methods can
be as computationally intensive as the propagation calculation itself. Hence
a judicious choice of the mapping method is critical for practical
calculations. We compare three coordinate mapping methods: �1� conformal
mapping; �2� transformation to polar coordinates; and �3� a simple mapping
introduced 30 years ago by Beilis and Tappert . The first two methods are
essentially exact, while the third is, in principle, applicable only to small
slopes and low propagation angles. The three approaches are outlined and a
comparison is made of the accuracy and computational demands of the
methods. Also, the theoretical predictions from the three methods are com-
pared to field measurements of sound propagation over a hill. �Research
supported by the U.S. Army TACOM-ARDEC at Picatinny Arsenal, NJ.�

8:15
1aPAa2. Sound propagation in a refractive, turbulent atmosphere above
a statistically rough, impedance ground surface. Vladimir E. Ostashev
�NOAA/Earth System Res. Lab., Boulder, CO 80303 and Phys. Dept.,
NMSU, Las Cruces, NM 88003�, D. Keith Wilson, and Sergey N. Vecherin
�U.S. Army Engineer Res. and Development Ctr., Hanover, NH 03755�

In recent years, considerable effort has been devoted to studies of sound
propagation in a turbulent atmosphere. It was shown that temperature and
wind velocity fluctuations can significantly diminish the coherence of a
sound wave and, hence, degrade performance of modern acoustic sensor ar-
rays for source detection. Outdoor sound waves are also affected by a rough,
impedance surface of the ground. This paper is devoted to studies of the
effects of a statistically rough, impedance ground surface on the coherence
of a sound wave propagating in a refractive, turbulent atmosphere. Using the
Beilis–Tappert transformation, the considered problem is reduced to sound
propagation over a flat impedance surface in an atmosphere with an effec-
tive turbulence spectrum. Then, a closed equation for the coherence function
of a sound field is derived using the Markov approximation similarly to that
in the work of Wilson and Ostashev �J. Acoust. Soc. Am. 109, 1909–1922
�2001��. The previously developed moment-screen method is used to nu-
merically solve the closed equation for the coherence function. Possible ap-
proaches are discussed for comparing the relative roles of atmospheric tur-
bulence and surface roughness in diminishing the coherence of a sound
wave.

8:30
1aPAa3. Molecular simulation of sound propagation in a gas. Takeru
Yano �Dept. of Mech. Eng., Osaka Univ., Suita 565-0871, Japan, yano
@mech.eng.osaka-u.ac.jp�

Molecular dynamics simulation is carried out to clarify the propagation
process of high frequency and large amplitude sound in a gas. Numerically,
the inter-molecular potential is assumed to be the Lennard-Jones 12-6 po-
tential and the motions of molecules are determined by solving Newton’S
equation of motion for each molecule with the leap-frog method. The gas,
where the sound propagates, is sufficiently rarefied or low density so that its

behavior may be governed by the Boltzmann equation. Comparison of the
numerical results based on the molecular dynamics, the Boltzmann equation,
and the Navier–Stokes equations, the nonequilibrium effects due to the high
frequency and nonlinearity are demonstrated.

8:45
1aPAa4. Sound propagation classes for long-range assessment
algorithms. Michelle E. Swearingen and Michael J. White �US Army
ERDC-CERL, P.O. Box 9005, Champaign, IL 61826, michelle.e.swearingen
@usace.army.mil�

Preparing noise assessments for military training activities is a signifi-
cant challenge due to the short duration of the individual signals and the lack
of highly detailed atmospheric conditions, due to either an absence of nec-
essary meteorological sensors or a need to perform the assessment without
prior atmospheric knowledge. To overcome these difficulties, a set of sound
propagation classes has been developed. These classes narrowly define the
atmospheric and ground properties and have associated mean and variance
as a function of distance. This talk will provide a description of these classes
and examples of how they are used.

9:00
1aPAa5. Exact image solution approach for multiple reflections. Ambika
Bhatta, Miroslava Raspopvic, Max Denis, and Charles Thompson �ECE
Dept., Univ. Mass. Lowell, 1 University Ave. �CACT�, FA 203, Lowell, MA
01854, ambika_bhatta@student.uml.edu�

In this paper a modified method using the solution of the Laplace trans-
form based formulation for the Sommerfeld integral to determine the
strength of image sources and boundary reflections is presented. It is shown
that multiple reflections can be expressed in terms of elemental branch
integrals. This formulation allows for a rigorous derivation of the pressure
field using numerical methods.

9:15
1aPAa6. Convergence of Born series using Padé approximants. Jing M.
Tsui, Max Denis, and Charles Thompson �CACT, Umass Lowell, 1 Univer-
sity Ave., Lowell, MA 01854�

The solution of acoustic wave scattering can be calculated in terms of
Born series in the low contrast limit. Recasting the Born series in terms of
Padé approximants allows one to extend its validity at higher contrast. How-
ever, as the value of the contrast is further increased, the direct calculation of
the scattering field using the Padé approximant coefficients may exhibit lo-
cal divergence in the scattering volume. Origin of this problem and its pos-
sible solution will be discussed. The results will be presented.

9:30
1aPAa7. Turbulence-shear interaction pressure contributions to wind
noise. Richard Raspet, Jiao Yu, and Jeremy Webster �Dept. of Phys. and As-
tronomy and the Natl. Ctr. for Physical Acoust., University, MS 38677�

In an earlier paper �Raspet et al., J. Acoust. Soc. Am. 123, 1260–1269
�2008��, the mean shear-turbulence interaction pressure predicted by George
et al. �J. Fluid Mech. 148, 155–191 �1984�� was calculated for outdoor wind
noise measurements. It was found that the mean shear-turbulence interaction
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pressure predictions overestimated the spectral levels at low wave numbers
and were not consistent with measurements. A new calculation based on
Kraichnan’s method �J. Acoust. Soc. Am. 28, 378–390 �1956�� includes two
significant improvements: It uses a logarithmic wind velocity profile instead
of a linear wind velocity profile, and it models the reduction in the vertical
turbulence spectrum as the ground surface is approached. The effects of the
change in vertical spectrum with height and the curvature of the wind profile
are analyzed by comparing the two calculations. The height dependence of
the predicted turbulence-shear interaction pressure spectrum is also
calculated. The predictions with the improved method agree with measure-
ments made within large �1.0 m� wind-screens. �Research supported by the
U.S. Army TACOM-ARDEC at Picatinny Arsenal, NJ.�

9:45
1aPAa8. Nonuniformly spaced linear array. Jenny Y. Au �Dept. of Elec.
and Comput. Eng., Ctr. for Adv. Computation and Telecommunications,
Univ. of Massachusetts Lowell, 1 University Ave., Falmouth 203, Lowell,
MA 01854, jenny_au@student.uml.edu� and Charles Thompson �Univ. of
Mass., Lowell, MA 01854 �

In this presentation, we will examine the criterion for the design of non-
uniformly spaced linear arrays. The transducer location selection based on
the min-max optimization will be of particular interest. The purpose is to
develop low-complex array structure. The influence of transduced interac-
tion will also be considered.

MONDAY MORNING, 26 OCTOBER 2009 REGENCY EAST 2, 10:15 TO 11:30 A.M.

Session 1aPAb

Physical Acoustics: Thermoacoustics, Cavitation, and Bubbles

E. Carr Everbach, Chair
Swarthmore College, Dept. of Engineering, Swarthmore, PA 19081

Contributed Papers

10:15
1aPAb1. Computational thermoacoustics in fibrous media. Carl Jensen
and Richard Raspet �NCPA, Univ. of Mississippi, 1 Coliseum Dr., Univer-
sity MS 38677, raspet@olemiss.edu�

A computational method for investigating the thermoacoustic properties
of fibrous media has been developed that simulates the time-varying acous-
tic flow through the micro-geometry of fibrous material samples. The fibrous
sample is represented in the simulation as an array of straight, cylindrical
fibers, and a lattice Boltzmann based thermal fluid solver is used to calculate
the response from an acoustic signal passing through the modeled geometry.
It was found in development that the boundary conditions at solid surfaces
must be represented to high accuracy as well as providing sufficient reso-
lution to capture boundary layer effects near the walls and throughout the
domain. These issues place limits on memory capacity that restricts the use
of the method on samples of higher porosity. These issues will be discussed,
and some results of the simulations will be presented.

10:30
1aPAb2. Effects of heat exchanger size on gain of thermoacoustic prime
mover. Bonnie J. Andersen �Dept. of Phys., Utah Valley Univ., 800 W Univ.
Pkwy., Orem, UT 84058, bonniem@uvu.edu� and Orest G. Symko �Univ. of
Utah, Salt Lake City, UT 84112�

Thermoacoustic standing wave prime movers are discussed as self-
sustained oscillators whose initial growth pattern of oscillation followed by
amplitude limitation can be modeled by the Van der Pol equation. The best
fit solutions offer quantitative comparisons of terms related to the energy
supplied to the system and the losses. This study on engines near 2.6-kHz
oscillations suggests that information on performance of the device is con-
tained within the first second of oscillations. The Van der Pol equation is
used to compare the performance of three hot heat exchangers. The hot heat
exchangers used copper wire mesh with 40�40, 60�60, and 80�80 wires
/in. The engine with the 40�40 mesh has a higher gain term and smaller
loss term than either the 60�60 or the 80�80, as expected, since it has the
largest wire diameter and the largest open area. The gain term for the three
heat exchangers increases linearly with increasing surface area of the mesh
in contact with the air in the resonator. This is evidenced in the build-up of
the oscillations, in agreement with the Van der Pol equation.

10:45
1aPAb3. Generation of cavitation in mercury by means of an
electromagnetic acoustic source. Qi Wang, Nicholas J. Manzi, Glynn R.
Holt, Ronald A. Roy, and Robin O. Cleveland �Dept. of Mech. Eng., Boston
Univ., 110 Cummington St., Boston, MA 02215, qiwang@bu.edu�

An electromagnetic acoustic source �EMAS� consists of a flat electrical
coil, a thin insulating membrane, and a metal plate. The EMAS is excited by
discharging a capacitor through the coil, and the resulting eddy currents pro-
duce a repulsive force on the metal plate launching acoustic waves. Here an
EMAS was used to excite acoustic waves in a cylindrical chamber of mer-
cury �75-mm ID and 75-mm long� with the metal plate bonded to the bottom
of the tank. The lid of the chamber had a re-entrant cylinder such that a steel
plate was positioned 50 mm from the EMAS face. A laser Doppler vibro-
meter was used to monitor the deflection of the plate to ascertain the acous-
tic field. A 75-mm-diameter coil was wound with either 18, 27, or 36 turns.
The EMAS plate was steel, aluminum, or just a Mylar insulating membrane
with no metallic plate. Experiments were carried out for capacitances of 0.5,
2, and 4 µF, charging voltage of 0–10 kV, number of coils, and properties of
the plate. For a 4-µF capacitor charged to 10 kV, cavitation was produced in
the mercury with duration of 150 µs.�Supported by the ORNL Spallation
Neutron Source US-DOE Contract DE-AC05-00OR22725�

11:00
1aPAb4. Boundary element simulation of fully three-dimensional bubble
dynamics. Jason P. Kurtz and Mark F. Hamilton �Appl. Res. Labs., The
Univ. of Texas at Austin, Austin, TX 78713-8029�

A three-dimensional boundary element method is presented for simulat-
ing bubble dynamics in incompressible, inviscid fluids �such that the fluid
velocity is the gradient of a potential�. The method is applied to simulate the
migration and collapse of bubbles near rigid boundaries. The motivation is
to model multiple cavitation bubble interactions near the hard surfaces of
kidney stones that occur in shock-wave lithotripsy. In order to accurately
compute the fluid velocity, the method employs a novel curvilinear repre-
sentation of the bubble geometry that enforces the global continuity of the
unit normal vector. Contrary to the axisymmetric setting, the global conti-
nuity of the derivative of the parametrization, known as C1 continuity, can-
not be enforced. Enforcing the continuity of the unit normal, known as G1

continuity, guarantees that the surface gradient of the velocity potential is
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orthogonal to the normal vector and enables a more accurate computation of
the total gradient. The presentation concludes with several movies showing
the simulated bubble migration and collapse, which are in good agreement
with other known simulations �that assume axisymmetry� and experimen-
tally obtained photographs. Results for multiple-bubble scenarios in non-
axisymmetric configurations will also be presented. �Work supported by the
ARL:UT Postdoctoral Fellow Program and NIH DK070618.�

11:15
1aPAb5. Acoustic streaming caused by the oscillation of an irregular
surface. Katherine Aho, Elaine Vejar, and Charles Thompson �CACT, Univ.
of Massachusettes Lowell, 1 University Ave., Lowell, MA 01854�

The analysis of acoustic streaming generated by oscillatory flow over a
two-dimensional flexible boundary will be presented. The time-averaged
slip velocity that results from the gradient of the Reynolds stress is obtained.
Of particular interest is the coupling between transverse motion of boundary
and longitudinal oscillation of the fluid.

MONDAY MORNING, 26 OCTOBER 2009 BOWIE �LOSOYA CENTER�, 10:00 A.M. TO 12:00 NOON

Session 1aSC

Speech Communication: Talker Variation and Identification (Poster Session)

Ewa Jacewicz, Chair
Ohio State Univ., Speech and Hearing Science, 1070 Carmack Rd., Columbus, OH 43210

Contributed Papers

All posters will be on display from 10:00 a.m. to 12:00 noon. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 10:00 a.m. to 11:00 a.m. and contributors of event-numbered papers will be at their
posters from 11:00 a.m. to 12:00 noon.

1aSC1. Dialectal variations on the realization of high tonal targets for
focused and non-focused syllables in Taiwan Mandarin. Yi-Hsuan Huang
�Grad. Inst. of Linguist., Natl. Taiwan Univ, No. 1, Sec. 4, Roosevelt Rd.,
Taipei 10617, Taiwan, r94142011@ntu.edu.tw� and Janice Fon �Natl. Tai-
wan Univ., Taipei 10617, Taiwan�

This study investigated how focus and non-focus were realized across
sentential positions for different dialects of Taiwan Mandarin. Ten male sub-
jects from the northern and central regions of Taiwan participated in this
study and were asked to read Mandarin high-falling tones in focus and non-
focus positions placed sentence initially, medially, and finally. Results
showed that F0 maxima for focused syllables were higher than non-focused
syllables across sentential positions and dialects. Furthermore, the northern
dialect had higher F0 maxima for both focused and non-focused syllables
than the central dialect. A significant interaction among dialects, focus sta-
tus, and sentential positions was found. For northern speakers, differences in
F0 maxima for focused and non-focused syllables were greatest in sentence-
final positions and smallest in sentence-initial positions. However, for cen-
tral speakers, the magnitude of F0 maxima differences between focused and
non-focused syllables were similar across sentential positions. Reasons for
the tonal variations and different declination patterns of the two dialects
were discussed.

1aSC2. Multilevel modeling of speaker variation in cross-dialectal
articulation rate. Ewa Jacewicz, Robert Allen Fox �Speech Percept. and
Acoust. Labs., Speech and Hearing Sci., Ohio State Univ., 1070 Carmack
Rd., Columbus, OH 43210, jacewicz.1@osu.edu�, and Lai Wei �Ohio State
Univ., Columbus, OH 43210�

Articulation rate �excluding pause time� in spontaneous speech was ex-
amined for northern speakers of American English from Wisconsin and for
southern speakers from western North Carolina. The corpus consisted of
speech samples from 192 speakers, males and females, ranging from 8 to 90
years old. The focus of this study is to model statistically both the between-
speaker and within-speaker variations. Within-speaker changes in tempo de-
pend primarily on phrase length so that longer phrases, containing more syl-
lables, tend to be spoken faster than shorter phrases. To capture this type of
variation, mixed-effect models were used and the phrase length was in-
cluded as a predictor. Fixed-effect covariates of interest included dialect,
gender, age, and phrase length. The results indicate that phrase length has a
highly significant fixed effect on articulation rate. When the differences in

phrase length were controlled, the speech tempo of Wisconsin speakers was
found to be significantly faster than of North Carolina speakers and male
speech was significantly faster than female. The effects of age were also sig-
nificant showing that articulation rate increases with age achieving the peak
at 46 years and decreases with age thereafter. �Work supported by NIH.�

1aSC3. A linguistically-informative approach to dialect recognition
using dialect-specific context-dependent phonetic models. Nancy F. Chen,
Wade Shen, and Joseph P. Campbell �MIT Lincoln Lab., 244 Wood St,
C266, Lexington, MA 02420�

In this work, we explore automatic approaches to learn dialect discrimi-
nating pronunciation patterns and use these patterns to automatically recog-
nize dialects. Since linguistic literature suggests that dialect differences of-
ten occur in certain phonetic contexts �2, 7, 8, 9�, we extend adapted
phonetic models �Shen et al. �2008�� to consider phonetic contexts. We
evaluate our system on classifying American and Indian English. Despite
many challenges �e.g., subdialect issues and suboptimal phone recognition
accuracy due to lack of word transcriptions�, we discover dialect discrimi-
nating biphones compatible with the linguistic literature, while outperform-
ing a baseline system by 7.5% �relative�. Our work is an encouraging first
step toward a linguistically informative dialect recognition system, with po-
tential applications such as forensic phonetics and accent training tools.
�This work is sponsored by the Command, Control and Interoperability Di-
vision �CID�, which is housed within the Department of Homeland Securi-
ty’s Science and Technology Directorate under Air Force Contract No.
FA8721-05-C-0002. N. C. F. is also supported by the NIH Ruth L. Kir-
schstein National Research Award and NIH/NIDCD Grant Nos. DC02978
and T32DC00038.�

1aSC4. Low-back vowel merger in Minnesotan English. Kaitlyn
Arctander, Hannah Kinney, and Christina M. Esposito �Dept. of Linguist.,
Macalester College, 1600 Grand Ave., St. Paul, MN 55105, esposito
@macalester.edu�

Current linguistic observation suggests that the low-back vowels
�specifically, international phonetic alphabet �Ä� and �Å�� are merging in the
majority of American English dialects. There has yet to be a phonetic study
of this merger which would provide empirical support for this observation in
the mid-western varieties of English. The current study investigates this
merger experimentally. Speakers of Minnesotan English were asked to read
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a list of 100 monosyllabic words containing the low-back vowels �filler
words were also produced�. The first �F1� and second �F2� formants were
measured automatically for each vowel. Observations of speakers suggest
three possible outcomes: �1� both vowels merge to �Ä�, �2� both merge to �Å�,
or �3� that the merger results in a novel vowel which is slightly higher than
�Ä� but lower than �Å�.

1aSC5. The influence of linguistic complexity on the acoustic and
perceptual correlates of gender typicality in boys’ speech. Benjamin
Munson �Dept. of Speech-Lang.-Hearing Sci., Univ. of Minnesota, 164
Pillsbury Dr., SE, Minneapolis, MN 55455, munso005@umn.edu�, Eden
Kaiser, and Laura Crocker �Univ. of Minnesota, Minneapolis, MN 55455�

Studies have shown that adults discern differences between the speech of
boys and girls as young as 4 years old �e.g., Perry, Ohde, Ashmead, JASA,
2001�. Crocker and Munson �2006, NWAV� examined variation in gendered
speech within a group of boys. They examined acoustic measures of vowels
and consonants in the single-word productions of 30 5–12 year old boys.
Fifteen of these boys were given the label gender identity disorder �GID� by
a trained psychometrist based on their nonspeech behaviors. The other 15
were age matched boys without GID. Crocker and Munson found acoustic
differences between the groups. These were sufficient to lead naive adult lis-
teners to rate the boys with GID as sounding less boy-like than boys with
GID. We expanded on this by examining acoustic and perceptual measures
of sentences produced by the same group of boys. The group differences in
perceived gender typicality were larger than for single words. These were
likely the consequence of the longer speech materials that were used, as
acoustic differences were comparable to those found by Crocker and
Munson. Together, these findings suggest a link between the early develop-
ment and gender identity of the development of gender typicality in boys’
speech.

1aSC6. Acoustic changes associated with transgender speech therapy: A
case study. James Dembowski �Dept. of Speech Lang. Hearing Sci., Texas
Tech Univ. Health Sci. Ctr., 3601 4th St., Lubbock, TX 79430, james
.dembowski@ttuhsc.edu�

This case study documents acoustic changes in speech and voice char-
acteristics over the course of several months’ therapy to feminize the voice
in a male-to-female �M-F� transgendered individual. Perceptual tests show
that higher speaking fundamental frequency �F0� may be the only significant
difference in voices perceived as female rather than male �Petit, J. M., MIT
Encyclopedia of Communication Disorders, edited by R. D. Kent MIT,
Cambridge, MA, 2003, pp. 223–226�. Paradoxically, however, changes in
F0 alone are not sufficient to produce a feminine sounding voice. Voice
quality, speech rate, and inflection also contribute to the perception of
femininity. This presentation documents acoustic changes in a speaker who
specifically did not wish to aggressively pursue alterations of F0, but wanted
to achieve a more feminine voice by other means. Therapy goals focused on
speech rate, voice quality, and prosodic patterns. Acoustic measures over the
course of therapy included average F0, minimum F0, F0 variability, speech
rate, rms intensity, and signal to noise ratios during selected vocalic
segments. Preliminary data analyses suggest that changes in vocal quality
and prosodic variability also produced F0 changes, even though these were
not targeted therapeutically.

1aSC7. The role of gender and ethnicity in the specification of American
English vowels. Sonja A. Trent-Brown, Kyle P. Woodworth, and Joline C.
Dreyer �Psych. Dept., Hope College, 35 E. 12th St., Holland, MI 49423,
trentbrown@hope.edu�

This study explores acoustic variation in vowel phoneme production for
adult speakers of General American English. Peterson and Barney �1952�
conducted an analysis of the acoustic features of American English vowels
in order to map the phonological vowel space; Hillenbrand et al. �1995� rep-
licated and extended their classic study. Both studies presented acoustic
measures for men and women. The findings across the two studies include
target values for various acoustic cues in the speaker productions, including
fundamental frequency �F0�, formant frequencies, and duration measures.
However, no mention is made of speaker ethnic background, and studies
have since suggested that there is evidence of both perceptual and acoustic
variations with respect to speaker ethnicity �Thomas & Reaser, �2004��. The
purpose of the current research is to replicate and extend the findings of the

previous studies to determine whether differences exist with respect to eth-
nicity that do not arise from dialect features. Speakers were recorded pro-
ducing words and sentences containing /hVd/ target stimuli. Speaker pro-
ductions were screened for dialectal features. Temporal and spectral steady-
state vowel measures of acoustic variation �F0, formant values, and vowel
duration� were obtained for all speakers. Results are presented for the varia-
tions across the speaker gender/ethnic groups. �Hope College Psychology
Department, The Carl Frost Center for Social Science Research, The Jacob
E. Nyenhuis Student/Faculty Cooperative Grant

1aSC8. Acoustic correlates of gender and ethnicity in speaker
perception. Sonja A. Trent-Brown, Joline C. Dreyer, and Kyle P.
Woodworth �Psych. Dept., Hope College, 35 E. 12th St., Holland, MI
49423, trentbrown@hope.edu�

Perceptual and acoustic explorations have determined that certain cues
are evident in the auditory signal that provide information about speaker
characteristics such as gender and ethnicity. Perceptual studies present
stimuli to listeners who make decisions based on their perceptual
interpretations. Results from such studies indicate that listeners are able to
identify speaker ethnicity and gender �Lass et al., �1979�; Boonstra et al.,
�2006��. Acoustic studies analyze the speech to determine which cues, spec-
tral or temporal, help listeners make their interpretations �Walton and Or-
likoff, �1994�; Xue and Fucci, �2001��. The current study presents spectral
and temporal analyses to provide a more comprehensive picture of various
acoustic contributions to speaker voice types that listeners may utilize in
their perceptual identifications. Speech samples �single word- and sentence-
length utterances� were produced by 20 male and female, African American
and European American speakers of General American English. Results sug-
gest that various spectral and temporal measures contribute to differences
across voice characteristics. Differences attributed to speaker gender include
fundamental frequency, intensity, pitch and amplitude perturbations, and the
harmonics-to-noise ratio. Measures of stimulus intensity and pitch perturba-
tion differed across speaker ethnicity. Differences resulting from the inter-
action of speaker gender and ethnicity include fundamental frequency and
intensity. �Hope College Psychology Department, The Carl Frost Center for
Social Science Research.�

1aSC9. Listener voice identification in foreign and accented English.
Michelle Sims �Dept. of Linguist., Univ. of AB, 4-32 Assiniboia Hall, Ed-
monton, AB T6G 2E7, Canada, mnsims@ualberta.ca�

This study investigates perceptual voice identification by analyzing the
quantitative and qualitative acoustical characteristics listeners use to identify
voices in non-native speech. Research on voice identification typically fo-
cuses on the direct quantitative comparison of voices to find unique identi-
fiers �e.g., Morrison �2009� and Jessen �2008��. However, in this study an
experiment was run in order to analyze the acoustic cues people perceptually
adhere to in identifying voices. Listeners of various native language back-
grounds were asked to identify the voices of Mandarin Chinese speakers in
both Mandarin and Mandarin-accented English speech. Listeners’ accuracy
and speaker selections in fourteen voice line-ups �Sullivan and Schlichting
1998� were recorded. Speakers’ productions for all stimuli were analyzed
using twelve acoustic features. The results find that though listeners were
highly accurate at the voice recognition task, their errors do follow system-
atic trends. Quantitative and qualitative acoustic measures such as pitch,
pitch variation, formant trajectories, intensity, and nasality prove to be reli-
able in patterning memorable and forgettable voices. That is, this study finds
that certain acoustic characteristics are more salient in everyday voice
identification.

1aSC10. Talker recognition using envelope modulation spectra. Susan J.
LeGendre �Dept. of Speech, Lang. and Hearing Sci., Univ. of Arizona, P.O.
Box 210071, 1131 E. 2nd St., Tucson, AZ 85721-0071�, Julie M. Liss
�Arizona State Univ., Tempe, AZ 85287-0102�, Andrew J. Lotto �Univ. of
Arizona, Tucson, AZ 85721-0071�, and Rene Utianski �Arizona State Univ.,
Tempe, AZ 85287-0102�

The envelope modulation spectrum �EMS� is a spectral analysis of the
low-rate �0–10 Hz� amplitude modulations of the envelope for the entire
speech signal and within specific frequency bands. Using a set of predictor
variables computed from these spectra, LeGendre et al. �J. Acoust. Soc. Am.
125, 2530–2531 �2009�� were able to classify sentences by dysarthric sub-
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types with a remarkable degree of accuracy, presumably because the EMS
encodes rhythmic perturbations characteristic of each subtype. In the current
study, we tested whether the EMS encodes perturbation differences within a
subtype by attempting to classify sentences according to individual talkers.
Stepwise discriminant analyses were performed on five sentences produced
by 12 speakers with ataxic dysarthria. The 60 sentences were accurately as-
signed to talker 93% of the time. Thus, individual patterns of motor disrup-
tion are readily observed in the speech amplitude envelope. A similar analy-
sis was performed with a set of normal control speakers and, again,
classification of sentence by talker was remarkably high. These results sug-
gest that talkers have idiosyncratic rhythmic patterns in their speech produc-
tion that are independent of linguistic content �which was controlled in this
study�. The EMS may be a useful measure for talker recognition. �Work sup-
ported by NIH/NIDCD�.

1aSC11. The role of source and filter characteristics in human talker
identification: Experiments with laryngeal and electrolarynx speech.
Tyler K. Perrachione �Dept. of Brain and Cognit. Sci., MIT, Cambridge, MA
02139, tkp@mit.edu�, Cara E. Stepp �Harvard-MIT Div. of Health Sci. and
Technol., Cambridge, MA 02139�, Robert E. Hillman �Massachusetts Gen-
eral Hospital, Boston, MA 02114�, and Patrick C. M. Wong �Northwestern
Univ., Evanston, IL 60208�

Differences in individuals’ vocal anatomy and physiology result in
unique acoustic features of their vocalizations. Humans are exceptionally at-
tuned to these variations and use them to identify familiar individuals. Al-
though these abilities are often called “voice recognition,” talker identity
cues actually arise through interactions between acoustic excitation pro-
duced at the source �typically, the larynx� and both static and dynamic prop-
erties of the filter �vocal tract, articulators, and their manipulations during
speech�. We investigated the differential contributions of source- and filter-
related information to talker identification through four experiments using
laryngeal �typical� and electrolarynx speech from five talkers. Using an elec-
trolarynx energy source removed individual differences in vocal anatomy,
leaving only unique filter properties for talker identification. Listeners
learned talker identity best from typical, laryngeal speech, which contained
both unique source and filter cues. Listeners were also able to learn talker
identity from electrolarynx speech, which homogenized talker source
characteristics. Curiously, listeners did not generalize talker identity across
source mechanisms: Training on laryngeal or electrolarynx speech resulted
in chance performance identifying the same talkers using the other source
mechanism. We consider the implications of these results for models of
talker identification and articulatory compensation during electrolarynx use.
�Work supported by NIH.�

1aSC12. Speaker variability when producing repeated syllables and
across speech tasks. Christina Kuo and Gary Weismer �Dept. of Commu-
nicative Disord., Univ. of Wisconsin-Madison and Waisman Ctr., 1975 Wil-
low Dr., Madison, WI 53706, kuo2@wisc.edu�

Target theory �Lindblom, J. Acoust. Soc. Am. 35, 1773–1781 �1963�� of
vowel perception and production suggests that vowels have unique and char-
acteristic articulatory and acoustic events that constitute the canonical forms
�“targets”� of vowels. However, speakers do not always achieve these
targets. There exists substantial variability in speech within a speaker and
across speakers. Some of the challenges in understanding speech production
lie in variability resulting from various factors including speaker identity,
prosody, rate, and speech task. Because of the lack of data permitting good
statistical estimates of target events, the following experiments were

performed. First, within-speaker variations in consonant-vowel �CV� and
vowel-consonant transitions in three monosyllabic words �dock, knock, and
shock� during a sentence reading repetition task are evaluated for two
speakers. Second, acoustic vowel targets in /h/-vowel-/d/ or-/t/ and selected
consonant contexts �CV-/d/ or-/t/� are studied in the speech production of
one individual across three speech tasks: citation, passage reading, and con-
versational speech. The hypothesis is a coarse-grained consistency with fine-
grained variability in the acoustic signal and a continuum of changes in the
acoustic vowel targets across tasks. Findings and continuing directions are
discussed within the framework of target theory.

1aSC13. Variation and stability in judgments of talker similarity.
Benjamin Munson and Celina C. Marnie �Dept. of Speech-Lang.-Hearing
Sci., Univ. of Minnesota, 115 Shevlin Hall, 164 Pillsbury Dr. SE, Minne-
apolis, MN 55455, munso005@umn.edu�

Listeners judge some pairs of talkers sound more similar to one another
than others. This study examined whether the parameters that listeners at-
tend to when judging talker similarity depend on the type of experience they
have listening the talkers’ voices. We hypothesized that judgments of talker
similarity would change over the course of experiment depending on the
type of exposure that listeners have to different talkers. Listeners who iden-
tify words that talkers produce should attend less to features not relevant for
word recognition �i.e., f0 and voice quality�, while listeners passively ex-
posed to talkers should not change the parameters that they attended to. Two
groups of listeners participated in a three-phase experiment. In the first
phase, they judged the similarity of pairs of 16 talkers. In the second, one
group conducted a recognition-memory task with the same talkers’ voices.
The other listened passively while completing a visual-memory task. In the
third, they listened to the same talkers and provided a new set of talker-
similarity judgments. Multidimensional scaling was used to analyze the
talker-similarity judgments. Preliminary analyses suggest that the dimen-
sions that characterize talker similarity spaces are similar in the first and
third phases for both groups of listeners.

1aSC14. Variations in intensity, fundamental frequency, and voicing for
teachers in occupational versus non-occupational settings. Eric J. Hunter
and Ingo R. Titze �Univ. of Utah VP Res., NCVS, 201 Presidents Circle,
Rm. 210, Salt Lake City, UT 84112-9011, eric.hunter@ncvs2.org�

This study creates a more concise picture of the vocal demands placed
on teachers by comparing occupational voice use with non-occupational
voice use. The National Center for Voice and Speech voice dosimetry data-
bank was used to calculate phonation time dose as well as average dB SPL
and F0. Occupational voice use �9am–3pm� and non-occupational voice use
�4pm–10pm, weekends� were compared from 57 subjects �2 weeks each,
8400� h�. Five key findings were uncovered: �1� previous findings of oc-
cupational �30%� and non-occupational �14%� voicing were substantiated;
�2� teachers experienced a wide range of occupational voicing percentages
�33%, SD �11%�; �3� the occupational voice was on average only about
1-dB SPL louder than the non-occupational voice and remained constant
throughout the day; �4� the occupational voice exhibited an increased pitch,
trending upward throughout the day; and �5� apparent gender differences in
voicing percentages, as well as changes in dB SPL and F0, were shown.
Data regarding voicing percentages, F0, and dB SPL provide critical insight
into teachers’ vocal health. Further, because non-occupational voice use is
added to an already vocally overloaded voice, it may add key insights into
recovery patterns and should be the focus of future studies.
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MONDAY MORNING, 26 OCTOBER 2009 RIO GRANDE WEST, 8:45 TO 11:10 A.M.

Session 1aSP

Signal Processing in Acoustics, Animal Bioacoustics, Acoustical Oceanography, and Underwater Acoustics:
Categorization of Animal Acoustic Signals

Sean K. Lehman, Chair
Lawrence Livermore National Lab., 7000 East Ave., Livermore, CA 94550-9234

Chair’s Introduction—8:45

Invited Papers

8:50

1aSP1. A time-frequency approach for studying propagation effects on underwater sound. Patrick J. Loughlin �745 Benedum Hall,
Univ. of Pittsburgh, Pittsburgh, PA 15261, loughlin@pitt.edu�

Sound is perhaps the primary means for communication, navigation, and exploration in the ocean, for both man �e.g., sonar� and
marine animals �e.g., whale and dolphin vocalizations�. The propagation of underwater sound can undergo frequency-dependent effects,
especially in shallow water, which can cause the sound to change from location to location. Spectrograms, or more generally time-
frequency analysis, of underwater sounds shows in a natural and dramatic way the changes that can occur as the sound propagates. In
this talk, we review and illustrate time-frequency analysis of sounds, with a focus on characterizing propagation effects such as dis-
persion and damping. A simple but accurate time-frequency approximation method is also discussed, which suggests a feature extraction
approach to obtain metrics of the sound that are invariant to particular propagation effects. These features may be useful for automatic
classification of different animal vocalizations. We also show how modern time-frequency methods, such as the Choi–Williams and
Zhao–Atlas–Marks distributions, can reveal detail in vocalizations that is obscured in spectrograms. �Work supported by ONR 321US.�

9:10

1aSP2. Kalman filter tracking of dolphin whistle countours. Philip Top �Lawrence Livermore Natl. Lab., 7000 East Ave., Livermore,
CA 94550, top1@llnl.gov�

The sounds of animals surround us daily with a cacophony of chirps, tones, and squeaks. For some creatures, underlying this sym-
phony is a great deal of structure and potentially a complex communications channel. As one of the more intelligent creatures, the
sounds of dolphins are of particular interest for further examination. Typical dolphin sounds consist of a series of broad spectrum pulses
overlayed on narrowband signals that vary in frequency over time. The research in this study applies a branching Kalman filter to track
the frequency varying spectral lines. The generated tracks can then be analyzed for features of interest, common characteristics, and
structure as an initial step in potentially creating a decoder key.

9:30

1aSP3. Identifying individual clicking whales acoustically I. From click properties. George E. Ioup, Juliette W. Ioup, Lisa A. Pflug
�Dept. of Phys., Univ. of New Orleans, New Orleans, LA 70148�, Christopher O. Tiemann, Alan Bernstein �Univ. of Texas at Austin,
Austin, TX�, and Natalia A. Sidorovskaia �Univ. of Louisiana at Lafayette, Lafayette, LA�

It has been observed that clicks within a single sperm whale coda have similar time and frequency properties, but these properties
can differ from one coda to the next. Thus, it may be possible to identify individual sperm whales acoustically from the properties of
their coda clicks. While sorting the codas by eye is promising, there is an obvious need to have automated identification by computer.
Clustering methods present one appropriate approach to the identification of individuals. Although both K-means and self-organizing
maps have been applied, the advantage of the latter, i.e., the ability to limit the number of clusters automatically, has favored its use.
More recently, differences in echolocation clicks have become the basis of possible acoustic identification of individuals, also. Experi-
ments by the Littoral Acoustic Demonstration Center in 2001, 2002, and 2007 as well as Detection, Classification, and Localization
Workshop data have enabled extensive testing of these ideas. Results of the clustering for both types of clicks are encouraging. Local-
ization and echolocation click rhythms have been used to verify the clusters. The identification has been extended to echolocation clicks
of beaked whales. Illustrative results are presented. �Research supported by ONR and SPAWAR.�

9:50

1aSP4. Identifying individual clicking whales acoustically II: From click rhythms. Natalia Sidorovskaia, Philip Schexnayder �Dept.
of Phys., Univ. of Louisiana at Lafayette, Lafayette, LA 70504-4210, nas@louisiana.edu�, George E. Ioup, Juliette W. Ioup �Univ. of
New Orleans, New Orleans, LA 70148�, Christopher O. Tiemann, Alan Bernstein �Univ. of Texas at Austin, Austin, TX 78712�, Alex-
ander Ekimov, and James Sabatier �Univ. of Mississippi, Oxford, MS 38655�

Many species of marine mammals live in socially organized groups and exhibit cohesive behavior. Since acoustics is their primary
communication tool, it has been suggested that acoustic signal characteristics and emission patterns carry attributes of individuals
among the group. A dynamic approach for rhythmic analysis of echolocation and communication signals is presented. The algorithm
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provides detection of a particular species in a continuous stream of broadband acoustic data and a robust �to low signal-to-noise ratio�
method for association of rhythmic frequencies with individuals. The method is applied to passive acoustic recordings collected by the
Littoral Acoustic Demonstration Center �LADC�. The efficacy of the method for sperm whale echolocation clicks and codas, and beaked
whale clicks is addressed. The algorithm is a part of an integrated tool proposed by LADC for identification of individual animals in a
group. In parallel, multi-attribute similarity analysis and source localization are applied to the same volume of data. The results are
integrated and compared to provide reliable identification. The proposed approach is beneficial for passive acoustic studies of marine
species population and social behavior and may contribute to understanding acoustic communication among marine mammals. �Re-
search supported by the Louisiana Optical Network Initiative, ONR, and SPAWAR.�

10:10—10:30 Break

10:30

1aSP5. What has been learned by tracking flying bats from their sonar broadcasts. James A. Simmons �Dept. of Neurosci., Brown
Univ., Box G-LN, Providence, RI 02912, james_simmons@brown.edu�

Echolocating bats are active at night, often in total darkness. Although thermal-imaging infrared video is effective for documenting
the unexpected diversity of bat activity, the cost and availability of cameras is a big limitation. Infrared strobe-flash photography or
night-vision video both require illumination of the scene, which means the site of bat activity has to be known in advance. By far, most
observations of bat behavior have been conducted acoustically, using bat detectors for listening to biosonar broadcasts or for plotting the
time-frequency structure of the sounds to identify species. In the past decade, ultrasonic microphone arrays have come into use for
tracking the flight of bats. Some methods involve widely spaced microphones for three-dimensional reconstruction of flight-paths in
large spaces enclosed by the array. Other methods are more focused, using arrays to pinpoint the location of the sounds from off to the
side, sometimes using two arrays and triangulation of the sounds sources. Important findings have emerged about the bat’s sense of
surrounding space and orientation of the sonar beam during flight. Acoustic-array methods coordinated with video recordings reveal new
details about how bats look at scenes or interact when flying in groups. �Work supported by ONR and NIMH�

10:50

1aSP6. Categorization of animal sounds using algorithms from diverse applications. Grace A. Clark �Lawrence Livermore Natl.
Lab., 7000 East Ave., L-130, Livermore, CA 94550, clark9@llnl.gov�

The proposed approaches to animal sound characterization are motivated by the philosophical theme of this special session; diverse
problems, similar solutions. The literature primarily makes use of some fundamental algorithms. This paper proposes some powerful
techniques that have the potential to effect significant advances in animal acoustics. Several classes of algorithms are discussed, along
with examples of how they have been used to solve similar problems in diverse applications. The key algorithm areas discussed are �1�
statistical feature extraction from two-dimensional or multi-dimensional hierarchical transforms, such as wavelet transforms, higher-
order poly-spectral features, histogram features, texture features, etc.; �2� feature selection algorithms to choose a subset of most useful
features and overcome the curse of dimensionality; �3� advanced classification algorithms; �4� performance measures that include es-
timates of statistical confidence for small sample sizes; and �5� sensor fusion algorithms for exploiting a variety of sensor modalities.
Signal processing examples from diverse problem domains are presented. These include seismic oil exploration, ultrasonic nondestruc-
tive evaluation of materials, buried mine detection, target recognition, and others. It is demonstrated that these diverse problems have
similar solutions, and it is proposed that some animal acoustics problems could be amenable to similar approaches.

MONDAY MORNING, 26 OCTOBER 2009 RIO GRANDE CENTER, 9:00 A.M. TO 12:00 NOON

Session 1aUW

Underwater Acoustics: Acoustics in Ocean Sediments

Marcia J. Isakson, Chair
Univ. of Texas, Applied Research Labs., 10000 Burnet Rd., Austin, TX 78758

Contributed Papers

9:00
1aUW1. Scattering by sinusoidal pressure-release surfaces. Darrell
Jackson �Appl. Phys. Lab., Univ. of Washington, 1013 NE 40th St., Seattle,
WA 98105�

The problem of sound scattering by surfaces having sinusoidal shape has
been intensively studied, yet fundamental questions remain. The present
work employs this problem as a testing ground for our understanding of
small-roughness perturbation theory. Extending previous work by the au-
thor, the convergence of the perturbation series is studied using numerical
calculations. As has been noted previously, the Rayleigh hypothesis does not
set the bounds for convergence to the correct radiated field, but is relevant to

determination of the surface field. In the present work, both topics are ex-
amined in some detail, and conformal mapping is used to support some of
the conclusions.

9:15
1aUW2. Three-dimensional rough surface scattering using finite
elements. Sumedh Joshi and Marcia Isakson �Appl. Res. Labs., 10000 Bur-
net Rd., Austin, TX 78758, sumedhj@mail.utexas.edu�

In order to quantify the effects of three dimensional scattering, the scat-
tering of a spherical incident wave from a rough, pressure release surface is
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modeled using a commercially available finite element �FE� code. The sur-
face is generated by creating random realizations from a spatial power spec-
trum measured as part of the experimental validation of acoustic modeling
techniques sea test conducted off the coast of Isola d’Elba in 2006. Since the
FE model approaches an exact solution as the discretization density in-
creases, it can be used as a benchmark for approximate methods. Therefore,
the three-dimensional �3-D� FE model will be compared with a 3-D Kirch-
hoff approximation solution as well as two-dimensional solutions based on
the integral equation, Kirchhoff, and FE models in order to determine the
range of validity of the approximate methods.

9:30
1aUW3. Scattering by unexploded ordnance with variable burial depth
and seafloor roughness: A parametric study. David C. Calvo, Brian H.
Houston, Joseph A. Bucaro, Larry Kraus, Harry J. Simpson, and Angie
Sarkissian �Acoust. Div. Naval Res. Lab., Washington, DC 20375�

Efficient search strategies for unexploded ordnance �UXO� by sonar
greatly depend on the ocean environment, particularly bottom roughness,
and the mean burial depth of the target. To gain insight into how detection
ranges vary with statistical properties of the ocean bottom and factors asso-
ciated with object burial, we apply full-wave numerical modeling using the
time-domain elastodynamic finite-integration technique �EFIT�. The numeri-
cal technique—which is not restricted to small interface slopes or
amplitudes—allows us to obtain a uniform picture of enhancement of acous-
tic bottom penetration with frequency and roughness parameters, while pro-
viding roughness backscattering levels for variable incidence angles. For the
target, attention is focussed mostly on scattering near beam incidence, and
comparison with experiments is made for a 5-in. rocket UXO. Good agree-
ment with measured target strength over the 4–30-kHz band is obtained us-
ing a two-dimensional EFIT model with simple finite-aperture corrections
for three-dimensional �3-D� effects. We consider both forward and back-
scattering and discuss the potential advantages of both. For lower frequen-
cies, we compare with a full 3D finite-element model which compares fa-
vorably with data. �Work supported by SERDP and ONR.�

9:45
1aUW4. Measurement of sound transmission through mud at Dodge
Pond, Connecticut. William M. Carey and Allan D. Pierce �Dept. of Mech.
Eng., College of Eng., Boston Univ., Boston, MA 02215�

Questions important to the sonic detection of buried ordinance are
whether the sound dispersion and attenuation of muddy bottoms can be pre-
dicted and verified. Wood and Weston �Acustica �1964�� measured compres-
sional speeds in harbor mud 3% less than that of water with attenuation con-
siderably less than those of sandy/silty sediments. A recent theoretical
treatment �Pierce and Carey, POMA, 7001 �2009��, making use of the Mal-
lock–Wood equation and of a card-house theory of the structure of mud, es-
timates the slow sound speed to depend on porosity as 1��0.35��1���.
Present measurements at frequencies between 1 and 10 kHz with a buried
array in the depositional mud at the bottom of Dodge Pond, which contains
considerable gas microbubbles, yield speeds of the order of 60% of the
sound speed in water. The initial measurements on the disturbed sediment
were found to be strongly influenced by scattering from larger bubbles
whereas the results after a period of 10 months showed the effect of a
smaller size distribution of bubbles. Estimates based on the Dodge Pond
measurements and on the card-house theory of the propagation characteris-
tics and of the effect of micro-bubbles are discussed. �Sponsored by
SERDP-NSWC-PCD.�

10:00—10:15 Break

10:15
1aUW5. Low-frequency seismo-acoustic propagation near thin and
low-shear speed ocean sediment layers. Jon M. Collis �Colorado School of
Mines, Golden, CO 80401�

Accurate and efficient prediction of propagation over realistic models of
elastic ocean sediments has been achieved recently using parabolic
equations. A concern has been low-shear wave speed sediments that can be-

come singular as the wave speed tends toward zero. A historic approach for
treating a sediment of this type has been to assume that it is a fluid and that
effects due to elasticity are negligible. This approach does not account for
second order effects such as energy loss due to frequency-dependent
attenuation. In addition, thin sediment layers typical of that found at the
ocean bottom interface have been difficult to treat numerically. At low fre-
quencies, layers of this type can be treated as a massive interface between
the water and higher-shear speed sediment basement layers. To satisfy in-
terface conditions across the layer, Rayleigh jump conditions are imposed
�F. Gilbert, Ann. Geophys. 40, 1211 �1997��. A consequence of this approxi-
mation is that interface and other wave types become dispersive where they
were not previously. In this presentation, the massive elastic interface is
benchmarked with an elastic parabolic equation and the effects of resultant
errors are quantified. In addition, the energy partition between compres-
sional and shear energies is determined.

10:30
1aUW6. The applicability of a small towed array system to the ocean
bottom sediment classification problem. William M. Carey �Dept. Mech.
Eng., Boston Univ., Boston, MA 02215� and James F. Lynch �Woods Hole
Oceanograph. Inst., Woods Hole, MA 02543�

An autonomous array system is uniquely suited to perform near bottom
��1 m� measurements of horizontal wave number spectra that estimate wa-
ter and interface wave numbers. Synthetic coherent processing provides the
required gain to observe the interface wave peak 40–50 dB below the peaks
of water modes. Comparable measurements were performed with an array of
seismometers �Muir et al., 1991�. These spectra contain the information nec-
essary to perform inversions that account for compressional and shear wave
speed gradients. Spatial transforming the computed pressure field produces
spectra comparable with measurements. Variations of the geoacoustic pro-
files show that the present gradient produces additional identifiable spectral
structure corresponding to shear waves trapped within the sediments. In the
experiments discussed, the sound source was at the bottom and the array
was towed by a vehicle. However, it is feasible to either use a source of
sound on the vehicle or on a companion vehicle to do surveys. This method
is a fast, efficient, and accurate ocean acoustic measurement tool useful in
rapid waveguide characterization with the appropriate inversion technology.
�Work partially sponsored by ONR-OA.�

10:45
1aUW7. Relationships between intrinsic sediment attenuation, modal
attenuation, and transmission loss in experiments over sandy-silty
sediments. Stephen V. Kaczkowski, William L. Siegmann �Rensselaer Poly-
technic Inst., Troy, NY, 12180, kaczks@rpi.edu�, William M. Carey, Allan
D. Pierce �Boston Univ., Boston, MA 02215�, and Wendell Saintval �Univ.
of Miami, Miami, FL 33149�

Numerous shallow water acoustic transmission experiments over sandy-
silty bottoms demonstrate that the frequency dependence of intrinsic sedi-
ment attenuation at frequencies less than 1 kHz is nonlinear. Computational
analyses including modeled geoacoustic profiles have shown that good
agreement with experimental data can be obtained for frequencies between
50 Hz and 1 kHz. Upper sediment attenuation values for 1 kHz are in ranges
specified by Hamilton �J. Acoust. Soc. Am. 68, 1313–1340 �1980��, and a
nonlinear frequency dependent attenuation with power-law of about 1.8 is
necessary. In this presentation, the relationship between the power-law ex-
ponent and modal attenuation coefficients is quantified for several nearly
range-independent experiments in different locations. These include the
Gulf of Mexico �1972�, the Strait of Korea �ACT III, 1995�, the New Jersey
Shelf �1995�, and Nantucket Sound �2005�. The intrinsic sediment attenua-
tion behavior with frequency and depth implies that modal attenuation co-
efficients may be obtained using parameters from the models of experimen-
tal environments. The behavior of range averaged transmission loss and the
modal attenuations of contributing modes is examined. The former is shown
to be less sensitive than the latter to parameter changes in the usual situation
where the upper sediment layer is the primary source of attenuation. �Work
partially supported by ONR.�
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11:00
1aUW8. The effects of scattering and poro-elasticity in reflection
coefficient measurements. Marcia J. Isakson and Nicholas P. Chotiros
�Appl. Res. Labs., The Univ. of Texas at Austin, Austin, TX 78713,
misakson@arlut.utexas.edu�

Reflection coefficient measurements taken as part of the experimental
validation of acoustic modeling techniques experiment in October 2006 off
the coast of Isola d’Elba, Italy display frequency dependent behavior that
cannot be described using elastic reflection models and spherical wave ef-
fects alone. Furthermore, analysis of the effects of scattering based on mea-
sured interface roughness does not predict the critical and supercritical angle
behavior. Therefore, a poro-elastic model is developed to account for the
frequency dependent behavior. A comparison of the model including poro-
elasticity, spherical wave effects, and scattering with the data will be
presented. �Work sponsored by Office of Naval Research, Ocean Acoustics.�

11:15
1aUW9. The role of porosity fluctuations in scattering from sand
sediments and in propagation losses within the sediment. Brian T. Hefner
and Darrell R. Jackson �Appl. Phys. Lab., Univ. of Washington, 1013 NE
40th St., Seattle, WA 98105-6698�

Acoustic backscattering from a diver-smoothed sand sediment was mea-
sured at frequencies from 200 to 500 kHz as a function of grazing angle.
The residual roughness of this smoothed surface was measured using a laser
line scanning system capable of measuring sub-millimeter heights over a
4-meter track. Using the measured sediment roughness, perturbation theory
underestimates the scattering strength at all frequencies for angles greater
than the critical grazing angle. The absence of large, discrete scatterers in
the sediment suggests that scattering from fluctuations in the sediment prop-
erties may be the dominant scattering mechanism for these angles. The
sound speed and attenuation were also measured in this sediment and the
attenuation was found to exhibit a linear frequency dependence similar to
that observed for other sand sediments. To account for this linear attenua-
tion, a theory that incorporated scattering losses due to porosity fluctuations
into the effective density fluid model has been developed. This theory sug-
gests that the propagation losses may be connected by the same physical
mechanism to the scattering of sound from the sediment. This connection is
explored in the context of these scattering and propagation measurements.

11:30
1aUW10. Measurements of sound speed, attenuation, and
normal-incidence reflection coefficient in water-saturated glass beads as
a function of porosity. Theodore F. Argo, IV, Matthew D. Guild, Preston S.
Wilson �Mech. Eng. Dept. and Appl. Res. Labs., The Univ. of Texas at Aus-
tin, Austin, TX 78712-0292�, Matthias Schröter �Max Planck Inst. for
Dynam. and Self-Organization, Göttingen, Germany�, Charles Radin �Dept.
of Mathematics, The Univ. of Texas at Austin, Austin, TX 78712�, Donald J.
Suntrup, and Harry L. Swinney �Ctr. for Nonlinear Dynam., The Univ. of
Texas at Austin, Austin, TX 78712�

Sound propagation in water-saturated granular sediments is known to
depend on the sediment porosity, but few data in the literature address both
its frequency and porosity dependency. To address this deficiency, a method
to control porosity �Argo et al. J. Acoust. Soc. Am. 124, 2469 �2008�� was
used to prepare artificial sediments composed of water-saturated glass
spheres �130, 265, and 530 µm diameters� with porosities ranging from 0.37
to 0.43. Through-transmission measurements were performed for frequen-
cies from 250 to 800 kHz to determine the sound speed and attenuation.
Pulse-echo measurements for frequencies from 0.25 to 7.5 MHz were per-
formed to determine the normal-incidence reflection coefficient. For both
classes of measurements, the Fourier phase technique was used to analyze
the data. Measurement results will be presented and compared to existing
models. A Biot-based model was found to qualitatively describe the porosity
dependence of the sound speed and attenuation, but a transition to a
scattering-dominated regime was observed. �Work supported by NSF, ONR,
and the Welch Foundation.�

11:45
1aUW11. Acoustic detection of mines buried in the sediment in shallow
waters using a laser Doppler vibrometer. Alexander Ekimov, James
Sabatier, and Vyacheslav Aranchuk �NCPA, Univ. of MS, 1 Coliseum Dr.,
Univ., MS 38677, aekimov@olemiss.edu�

Naval operations in littoral regions require accurate methods and sensors
to detect mines, thereby preventing injury to personnel and damage to
equipment. Mines may be buried in the sediment in shallow waters, on
beaches, or regions adjacent to the water. Acoustic detection of a mine bur-
ied in the seabed involves two major issues: exciting the vibration of a mine
and measuring the vibration response of the mine and the environment. A
small laboratory-like testing facility, a loudspeaker, and a laser Doppler vi-
brometer �LDV� were used in experiments to detect buried mines in sand
and under water. Two possible scenarios for measurement of the vibration
response of a mine and the environment were used: sensing vibration of the
water surface and sensing vibration of the sand surface. The on-mine and
off-mine mechanical impedances were measured with the LDV. The possi-
bility of the transmission of the mine’s vibration to the surface of the water
where it can be measured with an LDV was demonstrated. In these experi-
ments, glass beads were suspended on the water surface to improve the re-
flected light returning to the LDV. Test results are presented and discussed.
�Work supported by the Office of Naval Research Grant N00014-09-1-
0016.�
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MONDAY AFTERNOON, 26 OCTOBER 2009 REGENCY EAST 3, 1:00 TO 4:20 P.M.

Session 1pAA

Architectural Acoustics, Noise, and ASA Committee on Standards: Acoustic Test Facilities: Design,
Qualification, and Testing

Douglas F. Winker, Chair
ETS-Lindgren, 1301 Arrow Point Dr., Cedar Park, TX 78613

Chair’s Introduction—1:00

Invited Papers

1:05

1pAA1. Qualification of anechoic chambers: 70 years on and we are still trying to get it right. Kenneth A. Cunefare �School of
Mech. Eng., The Georgia Inst. of Technol., Atlanta, GA 30332�

There are now three equally “acceptable” techniques in common use for qualification of anechoic and hemi-anechoic chambers. The
historical approach for modeling the inverse square law decay uses the measured sound pressure level at a given reference position from
the source and applies the inverse square law therefrom to compute “theoretical” levels at other distances. A second approach, explicitly
embodied in ISO 3745:2003 Annex A, seeks to estimate a source strength and source center offset location that yields a theoretical
decay that matches the observed decay in a least-squares sense. This method is motivated by the concern that the true acoustic center
of a sound source may not coincide with a visually identifiable point on or near the source. More recently, a third method has come into
use which determines an apparent source strength that maximizes the qualified span of a traverse. Nonetheless, the 3745 standard does
not constrain the analysis routine, such that one can fully conform to the standard through use of any of these three methods �or other!�
and yet obtain different results from the same data. The challenges of qualification are all the more confounded by issues related to
sound sources, signal type, and spatial resolution.

1:25

1pAA2. Considerations related to the standardization of methods for the qualification of free field test environments. Jeff G.
Schmitt �2512 Star Grass Circle, Austin, TX 78745, jeffs@prodigy.net�

The methods for qualification of acoustic free field environments, such as anechoic and hemi-anechoic chambers, have historically
been defined in Annexes to the basic sound power standards, such as ISO 3745. However, free field test environments are used for many
applications other than just sound power level determination, such as basic acoustic research, audio test, and hearing sciences. There
currently are no general standards for free field qualification that addresses the unique needs of these test methods. Although the basic
inverse square law qualification method is very straightforward theoretically, there are a number of practical considerations that can
make this qualification method technically complex, logistically difficult, and expensive to implement. Industry standards must strike
the right balance between the technical needs of the test methods and the costs associated with chamber qualification, particularly in the
chamber vendor/chamber customer business environment. This paper will address some of the practical issues associated with the cur-
rent inverse square law qualification method and the work of ISO Technical Committee 43, Working Group 8 that is currently in the
process of developing a more general and improved document for the qualification of free field environments using this method.

1:45

1pAA3. Hemi-anechoic chamber source considerations for chamber qualification in compliance with ISO 3745:2003(E). Douglas
F. Winker �ETS-Lindgren-Acoust. Systems, 1301 Arrow Point Dr., Cedar Park, TX 78613, douglas.winker@ets-lindgren.com�

Source directivity specifications for qualifying the inverse square law performance are given in ISO 3745:2003�E� Annex A.2.2.2.
These specifications are difficult to meet, especially for a single source. Multiple sources are required to qualify a chamber across its
usable range. Sources used at low frequencies are relatively simple to design. As frequency increases, compliance becomes increasingly
difficult. The design parameters will be discussed, and the advantages and disadvantages of several sources will be discussed. Both
commercially available and new designs were tested in accordance with A.2.2.2 with varying results. The frequency ranges of source
qualification will be evaluated as well as their impact on the chamber traversing process. Source directivity patterns will be presented
and compared to A.2.2.2. Deviations from A.2.2.2 will be examined, and the reasons for these deviations will be evaluated.

2:05

1pAA4. Impulse response characterization of anechoic and hemi-anechoic chambers. David A. Nelson �Nelson Acoust., P.O. Box
879, Elgin, TX 78621�

Characterization of a measurement environment is an important component of assessing measurement uncertainty. The traditional
technique in anechoic and hemi-anechoic chambers is qualification through draw-away testing: deviation from square-law spreading is
estimated along various radials, for broadband noise and occasionally for tones. All locations within a volume for which the deviations
are below certain criteria are considered “qualified” for testing, and measured results from these locations are typically not corrected for
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the influence of the room. The draw-away test is tedious and time consuming and does not yield the information that is actually desired:
precision of measurements for a particular source-receiver pair. Impulse response methods are considerably more rapid and provide a
wealth of information in postprocessing including amplitude, phase, and time-delay factors for both steady-state and transient sounds,
across arbitrary frequency ranges. This paper will explain how the impulse response characterization can be obtained and how it can be
used to improve precision of measurements in anechoic and hemi-anechoic environments.

2:25

1pAA5. Effect of placement of test hardware on measured sound pressures in a hemi-anechoic chamber. Einar G. Ristroph,
Michael C. Black, and John A. Phillips �ETS-Lindgren Acoust. Lab., 1301 Arrow Point Dr., Cedar Park, TX 78613, einar.ristroph@ets-
lindgren.com�

Anechoic chamber design includes a focus on minimizing interior exposed reflective hardware such as doors, integrated test fixtures,
fire suppression and safety systems, etc. Albeit, a limited amount of exposed reflective hardware is unavoidable. Oftentimes additional
specimen and microphone positioning equipment is put into the chamber for actual testing after the acoustic field has been qualified by
experts. The effects of reflective objects typical of specimen or microphone positioning systems on measured steady-state sound pres-
sure levels was evaluated experimentally using collinear measurements at successive distances away from a sound source, both with and
without reflective objects of specific geometries and positions relative to source and receiver placed in the acoustic field. The size and
position of the reflecting objects were varied. Results are presented, and from these data, acoustic experimental design guidelines are
derived.

2:45

1pAA6. Room requirements for laboratory measurement of transmission loss and impact sound insulation. Bradford N. Gover and
Trevor R. T. Nightingale �Natl. Res. Council Inst. for Res. in Construction, 1200 Montreal Rd., Ottawa, ON K1A 0R6, Canada, brad
.gover@nrc-cnrc.gc.ca�

Laboratory measurement of transmission loss �ASTM E90� and impact sound insulation �ASTM E492� have one thing in common:
measurement of the sound power radiated into the receive room by the specimen under test. In E90 the reported quantity, transmission
loss �TL�, is the difference between the incident and transmitted sound power, whereas for E492 the reported quantity, normalized
impact sound pressure level �NISPL�, is a direct measure of the radiated sound power of the floor. A derivation of the TL and NISPL
equations using a statistical energy analysis �SEA� framework shows that the ASTM equations are based on the assumption of power
balance and statistical sampling of the sound field. This SEA framework is used to define the acoustical conditions of the receive room
�number of modes in each frequency band, the average loss factor in each band, and hence the modal overlap factor�, which are then
related to the physical properties such as room shape, volume, absorption, etc. The conditions necessary for meaningful measurements
in SEA are compared to ASTM and ISO requirements for receive rooms. A recommendation for possible revisions to enhance test
method consistency and accuracy is discussed.

3:05—3:20 Break

Contributed Papers

3:20
1pAA7. Uncertainty of sound power levels determined following Air
Conditioning Heating and Refrigeration Institute Standard 220. Stephen
J. Lind �Trane Commercial Systems, Ingersoll Rand, 3600 Pammel Creek
Rd., La Crosse, WI 54601, slind@trane.com�

As part of the AHRI, ASA-ANSI, and ISO standard development pro-
cesses, the uncertainty of sound power measurements needs to be quantified
for inclusion in sound power standards. A study of three reverberation rooms
with volumes of 140, 280, and 560 cm3 was undertaken. Sound power levels
for two noise sources �a horizontal shafted reference sound source and a leaf
blower� were determined using ARI Standard 220. Variables investigated in-
clude source location, source orientation, room conditions, source operating
characteristics, and microphone traverse length. The frequency range of in-
terest was 25 Hz–10 kHz. Measurements were repeated and the order of
tests was randomized. Of particular interest was the difference between the
140-ft3 room and the other rooms to confirm the room qualification process
required by ARI Standard 220 because the 140-ft3 room does not meet the
ARI Standard 220 qualification process but does meet the requirements in
ISO 3741. This work will be helpful in understanding the sources of varia-
tion and allow for a starting point for determining if improvements are
needed and if so what factors should be considered.

3:35
1pAA8. Inter-laboratory variation in sound power levels in qualified
reverberant rooms. Robert Stabley �2843 Bradley Ave., Dallastown, PA
17313, stabley@cyberia.com�

Reverberant acoustic test facilities can be qualified to determine the
sound power levels of broadband and tonal noise sources using the proce-
dures defined in Air-Conditioning, Heating and Refrigeration Institute
�AHRI� Std. 220, “Sound Power Testing Using Reverberant Rooms for
HVAC Equipment.” Member companies from AHRI’s Technical Committee
on Sound participated in a round robin test program in which tonal noise
sources were shipped to, and tested in, a number of qualified reverberant
rooms. This report summarizes the results of this effort. The mean and stan-
dard deviations of the sound power levels for multiple locations/orientations
of the noise sources in each facility and for all facilities are presented. The
standard deviations as a function of frequency for these sources were found
to be generally less than the values established for broadband sources and
therefore less than those allowed for tonal sources. Based on the compari-
sons of round robin test results, accurate determinations of sound power lev-
els can be made using the substitution method in rooms qualified in accor-
dance with AHRI Std. 220, Technical Committee on Sound, Air-
Conditioning, Heating, and Refrigeration Institute
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4:05
1pAA9. A proposal for systematic investigation of reproducibility
deviations in Laboratory Acoustical Measurements. John LoVerde and
Wayland Dong �Veneklasen Assoc., 1711 16th St., Santa Monica, CA 90404,
jloverde@veneklasen.com�

Cases have been observed in airborne sound isolation and impact noise
insulation testing where apparently identical assemblies have achieved sig-
nificantly different STC and/or IIC ratings, not only when tested at different
test facilities but also when re-tested in the same facility �J. LoVerde and W.
Dong, J. Acoust. Soc. Am. 125, 2629 �2009�; J. Acoust. Soc. Am. 123, 3504
�2008��. Acoustical test data will be presented demonstrating several cases
and showing that the deviations are significantly larger than the expected
statistical variation based on the reproducibility of the test method as re-
ported within the applicable ASTM standards. The reason�s� for the varia-
tion in these test results are unknown, and there has been no systematic in-
vestigation of possible causes. Standards committees, test laboratories, and
government agencies have not shown a satisfactory level of interest in either
quantifying the deviations or exploring the reasons behind them, which may
be theoretical, material, and/or procedural. A protocol is presented for a se-

ries of investigations that could be performed in an acoustical testing labo-
ratory intended to identify and quantify causes of the variations.

4:20
1pAA10. Tape as a surface protector for field tapping machine tests.
Alicia J. Wagner, Jeffrey Fullerton, and Jonah Sacks �Acentech, Inc., 33
Moulton St., Cambridge, MA 02138, awagner@acentech.com�

Impact sound transmission measurements of floor-ceiling constructions
are often performed in the field. This leads to a wide range of testing
environments; some of which can be high-end, multi-family residences with
expensive floor finishes. Some residents can be concerned that testing may
damage or scuff their floor. The ASTM e1007-04E1 standard does not dis-
cuss or provide allowances for acceptable methods of floor protection. This
study investigates various kinds of tape including storage, masking, duct,
and aluminum tape to find options that act as good surface protectors while
minimally influencing measurement results. Testing was conducted on hard-
wood and tile floors. Results will be shown comparing the impact sound
transmission frequency spectra of the floors using each tape with the fre-
quency spectra measured using the bare floor. Suggestions for modifications
to future standards are proposed to address this concern.

MONDAY AFTERNOON, 26 OCTOBER 2009 RIO GRANDE EAST, 1:00 TO 5:15 P.M.

Session 1pAO

Acoustical Oceanography and Underwater Acoustics: Session in Honor of Stanley Flatté II

Timothy F. Duda, Cochair
Woods Hole Oceanographic Inst., 98 Water St., Woods Hole, MA 02543

Lisa M. Zurk, Cochair
Portland State Univ., Electrical and Computer Engineering Dept., 1900 SW Fourth Ave., Portland, OR 97207

Chair’s Introduction—1:00

Invited Papers

1:05

1pAO1. Stanley Flatte: Atmospheric optics contributions. Rod Frehlich �CIRES, Univ. of Colorado, UCB 216, Boulder, CO 80309,
rodney.frehlich@colorado.edu�

Stanley Flatte and his research group produced many key contributions to the field of atmospheric optics: both theoretical and based
on numerical experiments. The results of numerical simulation of wave propagation through the random atmosphere �scintillation�, the
new theoretical predictions of scintillation statistics, and the implications of this work for understanding experimental results will be
reviewed. Much of this work is based on techniques applied to acoustical problems of sound propagation in the ocean. The unique
properties of the atmosphere that are responsible for the large magnitude of optical scintillation were revealed by these careful analysis.
Theoretical predictions of basic scintillation statistics for many conditions of interest were found to be lacking. New applications, un-
resolved issues, and future directions of this research will also be discussed.

1:25

1pAO2. Amplitude and phase fluctuations of seismic waves and characterization of small-scale heterogeneities in the earth.
Ru-Shan Wu, Xiao-Bi Xie, and Yingcai Zheng �Earth and Planetary Sci., Univ. of California, Santa Cruz, CA 95064�

Due to the limitation of sparse seismic observations on the earth’s surface, the deterministic picture of small-scale heterogeneities in
the earth is difficult to obtain in general. Statistical characterization is a viable alternative to study the distribution and properties of the
small-scale heterogeneities. The pioneering work of Aki in 1973 modeled the heterogeneities with a single-layer uniform random me-
dium having only three parameters: scale, perturbation strength, and layer thickness. This simple model is consistent with the obser-
vations which are limited to only the transversal coherence functions of seismic wave �phase and amplitude� across an array and it has
no depth resolution. The following work in 1970s and early 1980s were based on similar models. Flatte introduced the key idea of
angular coherence functions using different earthquakes at large epicentral distances in the late 1980s �Flatte and Wu, 1988�, which
opened a new area of earth heterogeneity characterization by extending the single, uniform layer model to a depth-dependence model.
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Later, the angular coherence function was extended to the joint transverse-angular coherence function, which significantly increases the
depth resolution of the heterogeneity spectra. In this talk, we summarize the research results along this direction conducted by a group
of scientists in the earth science at University of California, Santa Cruz, collaborated with Flatte in different stages.

1:45

1pAO3. Statistics of the forward field propagated through three-dimensional random internal waves in an ocean waveguide.
Purnima Ratilal �Dept. of Elec. and Comput. Eng., Notheastern Univ., 360 Huntington Ave., Boston, MA 02115�, Tianrun Chen, and
Nicholas Makris �MIT, Cambridge, MA 02139�

Internal waves randomize the forward propagated acoustic field in both continental shelf and deep water environments. This has
implications in underwater communications and remote sensing using wide area sonar systems. Here, we derive compact analytic ex-
pressions for the mean, variance, mutual intensity, spatial covariance, and temporal coherence of the acoustic field propagated through
three-dimensional �3-D� random internal waves. These take into account multiple forward scattering effects and are derived in terms of
the statistics of the internal waves. For typical continental shelf environments, we show that when internal wave height exceeds the
acoustic wavelength, the acoustic field becomes so randomized that the expected total intensity is dominated by the field variance
beyond moderate ranges. This leads to an effectively saturated field that decays monotonically and no longer exhibits the periodic
range-dependent modal interference structure present in nonrandom waveguides. 3-D scattering effects become important when the
Fresnel width exceeds the cross-range coherence length of the internal wave field. Our derivation makes it possible to predict the co-
herence time scale of field fluctuations in ocean-acoustic measurements from knowledge of the oceanography. It is used to explain the
time scale of acoustic field fluctuations observed at megameter ranges in various deep ocean-acoustic transmission experiments.

2:05

1pAO4. Single-path acoustic scintillation results from the Shallow Water 2006 Experiment. Dajun Tang, Daniel Rouseff, Frank
Henyey, and Jie Yang �Appl. Phys. Lab., Univ. of Washington, 1013 NE 40th Str., Seattle, WA 98105, djtang@apl.washington.edu�

In “sound transmission through a fluctuating ocean,” Flattxe et al. described saturation of a single acoustic path as that path be-
coming a number of interfering uncorrelated micropaths due to refraction by internal waves. The probability density function of inten-
sity becomes exponential with a scintillation index of 1.0. In deep water, however, full saturation is not achieved due to weak scattering
and absorption. Mid-frequency �1–10 kHz� data from the Shallow Water 2006 Experiment are used to determine single-path intensity
statistics. At a range of 1 km in water 80 m deep, an acoustic path is isolated that went through two upper turning points separated by
a single bottom reflection. The data were collected during a period when large nonlinear internal waves were absent. The scintillation
index calculated from the data increases with frequency until reaching a maximum of 1.2 around 6 kHz. It then decreases to 1.0,
suggesting that single-path saturation can be achieved at mid-frequencies in shallow water. The probability density functions of intensity
at various frequencies show a trend toward exponential. Because shallow water internal waves are dominated by the first mode, un-
correlated micropaths are an unlikely mechanism for producing the observed saturation. �Work supported by ONR.�

2:25

1pAO5. Sound transmission through the internal-wave field: The inverse problem. John Colosi �Dept. of Oceanogr., Naval
Postgrad. School, Monterey CA 93943, jacolosi@nps.edu�

Buoyed by the early success of ocean acoustic tomography for ocean mapping, and of path integral theory combined with the
Garrett–Munk internal-wave model for explaining acoustic fluctuations, Flatte and others could not resist the temptation of using sta-
tistical moments of the acoustic field to learn something about the spatial and temporal distributions of ocean internal waves. Indeed,
internal waves are of intense oceanographic interest because of their relation to tides, eddies �which account for 99% of the ocean
kinetic energy�, and the mixing processes that maintain the thermocline. Because of the integrating property of acoustics and the sen-
sitivity of certain acoustic observables to different parts of the internal-wave spectrum, acoustical techniques like those described by
Flatte offer a unique view into internal-wave behavior. Recent acoustic and oceanographic measurements made in the Philippine Sea
using a large vertical aperture array and high temporal sampling may provide the first field demonstration of internal-wave tomography,
progress of which would be quite pleasing to Flatte.

Contributed Papers

2:45
1pAO6. Robust observables for mode tomography. Tarun K.
Chandrayadula, Kathleen E. Wage �Dept. of Elec. and Comput. Eng., Mail-
stop 1G5, George Mason Univ., Fairfax, VA 22030�, James A. Mercer,
Bruce M. Howe, Rex K. Andrew �Univ. of Washington, Seattle, WA 98195�,
Peter F. Worcester, and Matthew A. Dzieciuch �UCSD, La Jolla, CA 92093�

Deep water tomographic inversions should include the low modes to im-
prove estimates of the axial sound speed. Unfortunately, the low-mode sig-
nals are strongly affected by internal wave fluctuations, making it very chal-
lenging to estimate their arrival times. This talk describes the use of matched
subspace detectors �MSDs� to measure mode travel times for ranges up to
400 km. The MSD approach was first proposed by Scharf and Friedlander
�IEEE Trans. Signal Process. 42, 2146–2157 �1994�� as a way to detect sig-
nals that lie within a particular subspace. In this work the subspace for each
mode is defined by analyzing simulations of mode propagation through in-
dependent realizations of the internal wave field. Simulations show that the
MSD-based travel time estimation approach yields higher accuracy and less

variance than other methods such as peak-picking. The end result is im-
proved inversions for sound speed near the sound channel axis. In addition
to the simulation study, mode signals from the 2004 Long Range Ocean
Acoustic Propagation EXperiment �LOAPEX� are used to invert for the
sound speed profile �SSP� across the LOAPEX path. The inverted SSP is
compared with environmental measurements made during LOAPEX. �Work
sponsored by ONR.�

3:00—3:15 Break

3:15
1pAO7. Comparison of fluctuations of a broad-band pulsed acoustic
signal in the Philippine Sea to simulation. Andrew W. White, Frank S.
Henyey, Rex K. Andrew, James A. Mercer �Appl. Phys. Lab., Univ. of
Washington, Seattle, WA 98105�, Peter F. Worcester, and Matthew A. Dz-
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ieciuch �Scripps Inst. of Oceanogr., Univ. of California, San Diego, La Jolla,
CA 92093-0238�

The North Pacific Acoustic Laboratory �NPAL� has conducted several
long-range ��500-km� experiments in the North Eastern and North Central
Pacific Ocean. In April 2009, NPAL conducted an engineering test/pilot
study in the more oceanographically energetic Philippine Sea in preparation
for a longer-duration experiment in 2010. Transmissions from a ship-
suspended source were to be recorded on a vertical line array at a compara-
tively shorter range of �100 km. Statistics of fluctuations of the acoustic
field are found by simulated broad-band signal propagation through a model
of the Philippine Sea environment. Model parameters are chosen following
analysis of environmental data taken during the engineering test.
Simulation-based predictions are compared to experimental data and to pre-
dictions of acoustic fluctuations in the less-energetic North Eastern and
North Central Pacific Ocean. �Support for this work was provided by the
Office of Naval Research.�

3:30
1pAO8. Effect of random hydrodynamic inhomogeneities on
low-frequency sound propagation loss in shallow water. Andrey A.
Lunkov and Valeriy G. Petnikov �A. M. Prokhorov General Phys. Inst.,
RAS, 38 Vavilov Str., Moscow 119991, Russia, landr2004@mail.ru�

Low-frequency �100–500 Hz� sound propagation loss on the US Atlantic
continental shelf and in the Barents Sea in the presence of stochastic surface
waves, and for the US Atlantic shelf also in the presence of internal waves,
is studied for the range of up to 150 km by means of numerical simulations.
Surface waves simulations are carried out with Pierson–Neumann spectrum.
Internal wave field realizations are modeled according to frequency spec-
trum of thermocline displacements that were recorded in Shallow Water’06
experiment. Qualitative difference between sound propagation loss behavior
on the US Atlantic shelf and in the Barents Sea is demonstrated for sum-
mertime conditions even without random inhomogeneities. It is shown that
whereas internal waves, on average, have a weak effect on propagation loss,
surface waves result in its considerable increase in both areas under winter-
time conditions with a wind speed of more than 9 m/s. �The authors wish to
acknowledge and thank Dr. J. F. Lynch for discussing this work. The work
was supported by the Russian Foundation for Basic Research Project 08-02-
00283 and by the Civilian Research and Development Foundation Project
No. REC 010.�

3:45
1pAO9. Amplitude and phase front variations for individual modes in
Shallow Water 2006 Experiment. Mohsen Badiey �College of Earth,
Ocean, and Environment, Univ. of Delaware, Newark, DE 19716,
badiey@udel.edu�, Boris Katsnelson, Andrey Malikhin �Voronezh Univ.,
Voronezh 394006, Russia�, and James Lynch �WHOI, Woods Hole, MA
02543�

Using modal selection techniques, developed for an L-shaped array, the
amplitude and phase front variations for individual modes are considered for
shallow water waveguides in the presence of internal waves �IWs�. Experi-
mental data collected during the Shallow Water 2006 Experiment include
acoustic transmissions during several IW events. In this paper, we focus on
one of these IW episodes �i.e., event 50� where a train of nonlinear IW was
moving approximately across an acoustic track. Low-frequency LFM sig-
nals with band 270–330 Hz were transmitted from a source moving with the
advancing IW front and were received by an L-shaped array for few hours.
During this time, the angle between the acoustic track and the IW front
changed while transmissions continued. The waveguide in the presence and
the absence of a train of IW was observed providing excellent environmen-
tal input for modeling. Fluctuations of the intensity as well as the modal
phase are studied using experimental data and modeling of the waveguide
during this period. �Work supported by ONR321OA and CRDF�.

4:00
1pAO10. Arrival time variations of pulses in shallow water and
low-frequency acoustical underwater positioning. Boris Katsnelson
�Dept. of Phys., Voronezh Univ., 1, Universitetskaya Sq., Voronezh 394006,
Russia, katz@phys.vsu.ru� and Mohsen Badiey �Univ. of Delaware, New-
ark, DE 19716�

Variations in acoustic arrival time in shallow water are presented to es-
tablish a method for long range underwater acoustical positioning systems
�UWPSs� with possible applications for underwater vehicles. At the present
time, there are different methods used for UWPS for only short distances
�about a few hundred meters�, relating the sound signals to distance based
on ocean physical properties. It is possible to use arrival times of high-
frequency signals �up to 100 kHz� radiated by a set of reference sound
sources �such as 3–4�, placed at different points in an area to determine the
position. However, the main problem for long range positioning �i.e., opera-
tion area of several hundred to thousand kilometers� is significant spatial and
temporal variabilities of waveguide environmental properties affecting the
signal travel time. To establish limits for low-frequency acoustical UWPS,
here we use recent field observations in the SW06 experiment to estimate
signal arrival time variations caused by different hydrodynamic conditions
observed simultaneously during acoustic transmissions. Based on prelimi-
nary mapping of the operation area, and the subsequent optimization, the
accuracy related to the waveguide dynamics is presented. �Work supported
by ONR321OA and CRDF.

4:15
1pAO11. Observation of shallow water turbulences and model
comparisons. Tokuo Yamamoto �Div. of Appl. Marine Phys., Univ. of Mi-
ami, Miami, FL 33149� and Mohsen Badiey �Univ. of Delaware, Newark,
DE 19716�

Observations of acoustic wave propagation through moving media re-
veal that the tidally generated turbulent currents occur around the clock.
Only turbulent amplitude oscillates with geo-time. The Kolmogorov model
of turbulent energy spectra and measured turbulent energy spectra is in good
agreement. Turbulence is a poor conductor of gas because of thick bubble
packed layer near the sea surface. Analytical solution shows strong vertical
and horizontal circulations. It is anticipated that the bubble packed from the
surface layer would be submerged into the turbulent currents. The turbulent
energy data are compared with the internal wave energy. For most cases
compared the turbulent energy is greater than that of the internal wave
energy. From measured turbulent energy, the turbulence field and Reynolds
stress field are obtained. The vertical and horizontal circulations in the tur-
bulence are extracted using inverse methods.

4:30
1pAO12. Measurement and modeling of high-frequency acoustic
channels for a moving source in shallow water. Joseph M. Senne, Aijun
Song, and Mohsen Badiey �Ocean Acoust. Lab, Univ. of Delaware, Newark,
DE 19711, sennejm@udel.edu�

Acoustic systems used in underwater communications are sensitive to
both scattering and Doppler shifts. In order to assess these sensitivities, an
experiment �KAM08� was conducted during summer 2008 under variable
environmental conditions. During the experiment, high-frequency ��10
kHz� acoustic signals were emitted from a towed source and measured by
multiple hydrophone arrays moored in 100-m depth. Environmental param-
eters including wind, surface waves, and water-column temperature were
collected concurrently with acoustic transmissions, which took place under
variable sea states. Linear frequency modulated �LFM� signals and coherent
m-sequence transmissions in the frequency band of 13–19 kHz were used to
determine detailed channel characteristics for multiple source-receiver
geometries. Both parabolic equation and ray-based models were run with
moving source and simulated sea surface configurations in order to accu-
rately reproduce experimental conditions. �Work supported by ONR
321OA�.
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4:45
1pAO13. Efficient high-frequency underwater acoustic propagation
through random media with wavefront predistortion by singular value
decomposition: a communication perspective. Lisa J. Burton �Dept. of
Mech. Eng., MIT, 77 Mass. Ave., Cambridge, MA 02139, lisab@mit.edu�,
Andrew Puryear, and Pierre F. J. Lermusiaux �MIT, Cambridge, MA 02139�

Acoustic propagation through the fluctuating ocean environment se-
verely limits the capacity of existing underwater communication systems.
Specifically, surface waves, small scale turbulence, and fluctuations of
physical properties generate random signal variation that creates deep fades
and limits reliable communication to low data rates. This paper presents new
theoretical signal processing techniques that use channel state information to
provide high-rate reliable communication. Specifically, a general framework
for efficient propagation through the ocean random media is presented,
where efficiency is defined in terms of minimizing bit error rate. Based on
results from this propagation framework, a communication architecture that
optimally predistorts the acoustic wave via spatial modulation by singular
value decomposition and detects the acoustic wave with optimal spatial re-
combination to maximize reliable information throughput is presented. This
effectively allows the system to allocate its power to the most efficient
propagation modes while mitigating intersymbol interference. The system
consists of a plane of transmit apertures �acoustic emitters� and a plane of
receive apertures �hydrophones�. This method is applicable to link ranges of
100–1000 m using frequencies between 10 and 30 kHz. Many emerging ap-

plications, including real-time ocean observation systems, have the potential
to benefit from the proposed architecture. �Support from NSF-GRFP and
ONR.�

5:00
1pAO14. Virtual time series experiment (VIRTEX) simulation tool for
underwater acoustic communications. J. S. Kim, H. C. Song, W. S.
Hodgkiss �Scripps Inst. of Oceanogr., Univ. of California, San Diego, La
Jolla, CA 92093-0238, jeasoo@ucsd.edu�, and M. Siderius �Portland State
Univ., Portland, OR 97207-0751�

Recently a virtual time series simulation tool for underwater acoustic
communications, referred to as virtual time series experiment �VIRTEX�, has
been developed �Siderius and Porter, J. Acoust. Soc. Am. 124, 137–150
�2008��. The code is based on time-varying impulse responses, capable of
simulating the time series incorporating relative motion between a transmit-
ter and a receiver as well as time-evolving moving boundaries. In this paper,
VIRTEX is applied to KAM08 experimental environment to simulate the char-
acteristics of acoustic transmissions under varying ocean conditions. Spe-
cifically, a comparison is made between KAM08 data and the simulated
time series in terms of scattering functions that characterize Doppler and de-
lay spreads along with representative channel impulse responses. It is found
that VIRTEX can be useful for designing and planning communication experi-
ments and evaluating the performance of communication systems.

MONDAY AFTERNOON, 26 OCTOBER 2009 REGENCY EAST 2, 1:30 TO 5:00 P.M.

Session 1pBB

Biomedical Ultrasound/Bioresponse to Vibration: Bubbles, Cavitation, and Heating

Parag V. Chitnis, Chair
Riverside Research Inst., Lizzi Ctr. for Biomedical Engineering, 156 William St., New York, NY 10038

Contributed Papers

1:30
1pBB1. Inertial cavitation thresholds during standing wave disruption
using random phase modulation. Caleb H. Farny, Sai Chun Tang, and
Greg T. Clement �Dept. of Radiology, Brigham and Women”s Hospital, Har-
vard Med. School, 221 Longwood Ave., Boston, MA 02115, cfarny@bwh
.harvard.edu�

In low-frequency transcranial ultrasound therapeutic applications, such
as sonothrombolysis, standing waves have been identified as a potential
source of undesirable collateral damage due to cavitation. Recently, a
method for disrupting the standing wave pattern was developed by modu-
lating the phase of the driving signal, producing a beam pattern with sig-
nificantly lower ripple in pressure along the acoustic axis. Here we present a
study conducted to determine the inertial cavitation threshold in tissue-
mimicking phantoms placed in a standing-wave-inducing chamber when the
272-kHz focused therapy transducer was excited separately by a monochro-
matic or phase-modulated continuous-wave signal. A 10-MHz receiver was
used as a passive cavitation detector whose signal was digitally sampled to
examine changes in the broadband signal amplitude. Results indicate that
the pressure threshold for inertial cavitation is higher during random phase
modulation, suggesting that such an approach would be suitable for transc-
ranial ultrasound therapy. These results agree with a simulation of similar
excitation signals on the bubble dynamics, which suggest that disruption of
timing on bubble forcing reduces the explosive growth required to induce
inertial cavitation. �Work supported by NIH Awards R25 CA089017-06A2
and U41 RR19703.�

1:45
1pBB2. Closed-loop adaptive feedback control of cavitation during
high-intensity focussed ultrasound therapy. Natalie Hockham, Manish
Arora, and Constantin-C Coussios �Inst. of Biomedical Eng., Univ. of Ox-
ford, Old Rd., Campus Res. Bldg., Oxford OX3 7DQ, United Kingdom�

Prior experimental evidence indicates that the occurrence of inertial
cavitation at the HIFU focus enhances the local rate of heat deposition, due
to increased absorption of the broadband emissions associated with collaps-
ing bubbles. However, initiating and sustaining cavitation activity through-
out HIFU exposure remain a major challenge. Previous open-loop attempts
at maintaining cavitation activity by varying the HIFU pulse duration have
necessitated the use of duty cycles on the order of 20%, which are too low
to achieve ablative temperatures. The present work presents the design, vali-
dation, and testing of a real-time closed-loop adaptive controller for sustain-
ing thermally relevant cavitation within the HIFU focal region at duty cycles
in excess of 95%. During 1.067 MHz HIFU exposure of an agar tissue-
mimicking material, cavitation activity is continuously monitored and quan-
tified using a single-element broadband passive cavitation detector �PCD�
positioned coaxially with the HIFU transducer. The HIFU amplitude is
adaptively modulated in direct response to the PCD signal, making it pos-
sible to maintain cavitation activity and a temperature rise in excess of 30 °C
for more than 30 s. Most importantly, the acoustic energy needed to achieve
such focal heating is only a fraction of that required in the absence of cavi-
tation control.
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2:00
1pBB3. Determination of ultrasound contrast agent shell rupture
thresholds using double passive cavitation detection. Daniel A. King,
Alayna C. Roberts, Michael J. Malloy, Alexandar Haak, Christian C. Yoder,
and William D. O’Brien, Jr. �Bioacoustics Res. Lab., Univ. of Illinois at
Urbana-Champaign, 405 N. Matthews Ave., Urbana, IL 61801, daking3
@illinois.edu�

Double passive cavitation detection involves the confocal alignment of
one transmit and two passive receive transducers. Highly dilute mixtures of
ultrasound contrast agents �UCAs�, including Definity, Optison, and non-
commercial microbubbles, were prepared such that on average only a single
UCA was present at the confocal region. A 3-cycle incident pulse repeating
at 10 Hz was varied in frequency from 0.9 to 7.1 MHz and in peak rarefac-
tional pressure �PRP� from 200 kPa to 6 MPa. The acquired signals were
classified according to the presence or absence of a postexcitation signal
�PES�, a quantifiable aspect of the acquired temporal signal which is hy-
pothesized to occur due to the rupture of the UCA shell and therefore indi-
cate the collapse of the microbubble. The resulting percentages of UCAs
with PES were fitted with modified logistic regression curves to determine
percentage collapse thresholds. The percentage of signals exhibiting PES
was found to increase as frequency decreased or as PRP increased while
holding other acoustic parameters constant, in agreement with alternative
methods of measuring collapse. Definity was found to have a lower thresh-
old of collapse than Optison, while the thresholds of the non-commercial
UCAs depended on their physical properties. �Work supported by NIH
Grant No. R37EB002641.�

2:15
1pBB4. Response of ultrasound contrast agents to static overpressure.
Parag V. Chitnis, Paul Lee, Jonathan Mamou, and Jeffrey A. Ketterling �F.
L. Lizzi Ctr. for Biomedical Eng., Riverside Res. Inst., 156 William St., 9th
Fl., New York, NY 10038�

This study investigated the static pressure threshold for contrast agent
�CA� rupture. Polymer-shelled CAs �mean diameter of 3 µm� with a constant
shell-thickness-to-radius ratio �STRR� were subjected to overpressure in a
cylindrical test chamber containing an optical window on its top and bottom
faces. A video-microscope �50� magnification, 128 µm FOV, 1 Mpixel
CCD� was used to image the CAs while static pressure was increased from
0.5-22 psi by pumping water into the chamber at a constant flow rate. An
image processing algorithm was used to determine the change in diameter as
a function of static pressure for each CA �total of 130�. The majority of CAs
did not respond to static overpressure until the threshold for shell rupture
was exceeded, resulting in abrupt destruction. The probability density func-
tion of rupture pressures exhibited four lobes and four subsets that were ob-
tained by a k-means algorithm. Measurements indicated that mean rupture
pressures in each group were independent of CA diameter. This observation
is in agreement with the classical theory for a perfectly spherical shell,
which predicts that the critical compression load is a function of STRR and
not of the diameter alone. �Work supported by NIH EB006372.�

2:30
1pBB5. An in vitro study of the relationship between the size of
lipid-coated microbubbles and frequency-dependent attenuation
coefficient. Yanjun Gong �Dept. of Mech. Eng., Boston Univ., 110 Cum-
mington St., Boston, MA 02215, ygong@bu.edu�, Mario Cabodi, and Ty-
rone M. Porter �Boston Univ., Boston, MA 02215�

Monodisperse populations of lipid-coated microbubbles were produced
using a flow-focusing microfluidic device. The microbubbles were formed
by forcing a lipid solution and perfluorocarbon gas through a narrow orifice
simultaneously. The average bubble size depended on the lipid solution flow
rate, the gas pressure, and the size of the inlet microchannels and narrow
orifice. We have successfully produced monodispersions of microbubbles
with average diameters ranging from 4–11 µm. Monodisperse bubble popu-
lations were suspended in an exposure vessel, and the attenuation coefficient
between 1–7.5 MHz was measured using an acoustic spectroscopy method.
The frequency at which the peak attenuation coefficient was measured was
dependent on the mean bubble diameter. For example, microbubbles with
diameters of 4 and 8 µm had peak attenuation coefficients at approximately
3.0 and 1.5 MHz, respectively. Additionally, it was noted that the bandwidth

of the frequency-dependent attenuation coefficients was wider for polydis-
perse populations compared to monodisperse populations of lipid-coated
microbubbles. Implications of these results on the acoustic characterization
and use of monodispersions of lipid-coated microbubbles for molecular im-
aging will be discussed.

2:45
1pBB6. Quantitative measurements of microbubble interactions with
surrounding vessels and tissues. Hong Chen, Wayne Kreider, John C.
Kucewicz, Michael R. Bailey, Andrew A. Brayman, and Thomas J. Matula
�Ctr. for Industrial and Medical Ultrasound, Appl. Phys. Lab., Univ. of
Washington, Seattle, WA 98105�

Understanding the coupled interactions between acoustically activated
microbubbles and surrounding tissues is important for both diagnostic and
therapeutic applications. However, little is known about ultrasound-induced
coupled interactions between microbubbles and blood vessels. In this work,
high-speed microscopy was used to investigate the coupled interactions in-
side vessels of ex vivo rat mesentery. A 1-MHz focused ultrasound trans-
ducer was used to transmit a single pulse to tissue samples having blood
vessel diameters of 10–100 µm. Bubble-tissue interactions were captured
with a high-speed camera and an inverted microscope. For pressure ampli-
tudes ranging from 1 to 7 MPa, several phenomena were observed: �a� mi-
crobubble oscillations caused localized dilation and invagination of the ves-
sels, �b� microbubble jetting occurred where most jets were directed away
from the adjacent vessel wall, and �c� connective tissue surrounding the ves-
sels moved with the vessels. The talk will focus on quantitative measure-
ments of vessel motion, strain, and jet velocities. �Work supported by NIH
Grants 5R01EB000350, 5R01AR053652, 5P01DK043881, and DK070618.�

3:00
1pBB7. A model for the dynamics of ultrasound contrast agents in soft
tissue. Shengping Qin and Katherine Ferrara �Dept. of Biomedical Eng.,
Univ. of California, Davis, One Shields Ave., Davis, CA 95616, spqin
@ucdavis.edu�

For a bubble suspended in an incompressible and infinite liquid, the dy-
namics of a clean gas bubble can be described by the Rayleigh–Plesset �RP�
equation. The RP equation has been applied to approximately simulate the
behavior of ultrasound contrast agents �UCAs� in blood, and extended RP
equations have been proposed to account for the effects of the UCA shell
and surrounding soft tissue. These models produce consistent results with
experimental measurements for low acoustic pressure scenarios. For appli-
cations of UCAs in therapeutic medicine, the transmitted acoustic pulse can
have a peak negative pressure up to a few megapascals, resulting in violent
oscillations of UCAs and discrepancies between measurements and predic-
tions using these extended RP equations. Based on the Keller equation, we
developed a new model to describe the dynamics of UCAs in the body while
taking account of liquid compressibility and shell and soft tissue effects.
Liquid compressibility is approximated to the first order, and the shell is
treated either as a layer of visco-elastic solid or a viscous liquid. Finite de-
formation of the shell is included. Typical UCAs with a lipid or albumin
shell are investigated, and the effects of soft tissue and blood are examined.

3:15
1pBB8. Ultrasound and ultrasound contrast agent induced
angiogenesis: A survival study. Chenara A. Johnson �Dept. of Bioengineer-
ing, Univ. of Illinois, 405 N Mathews, Urbana, IL 61801,
cjohns42@illinois.edu� and William D. O’Brien, Jr. �Univ. of Illinois, Ur-
bana, IL�

Ultrasound �US� and ultrasound contrast agents’ �UCAs�, ability to in-
duce a particular bioeffect, angiogenesis, has been explored as a means of
restoring blood flow to ischemic muscle. Determining the progression of the
angiogenic response and how the acoustic pressure affects that response are
integral to the evaluation of bioeffects, US therapy development, and under-
standing the physical process. Because UCAs demonstrate an increasing
percentage of collapse with increasing US pressure, this study explored the
effects with a high percentage of UCA collapse �i.e., high US pressure�. An-
giogenesis was examined in terms of capillary density in rat gracilis muscle
�N�21� using H&E, and two immunohistochemical stains: CD-31 and CD-
34. Several survival groups �0, 3, 6, 13, 20, and 27 days� were used to de-
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termine when the capillary density returned to normal levels. Inflammation
cells were also quantified via a color threshold analysis as a percentage of
the total section. When compared to the control, high US pressure and
UCAs caused capillary density to decrease by 39% and inflammation cells
to increase by 30–175% of the inflammation cells at day 0. These values
returned to normal levels within 3–6 days. �Work supported by NIH Grant
No. R37EB002641.�

3:30—3:45 Break

3:45
1pBB9. The relationship between acoustic backscattering and heating
during bubble mediated high intensity focused ultrasound. Peng Zhang
and Tyrone Porter �Dept. of Mech. Eng., Boston Univ., 110 Cummington
St., Boston, MA 02215�

It has been demonstrated that cavitating bubbles can increase the heating
rate during HIFU thermal ablation. We are developing a pressure-sensitive
phase-shift nanoemulsion �PSNE� to nucleate acoustic cavitation in a con-
trolled manner. In this study, we demonstrate the ability to nucleate cavita-
tion with PSNE dispersed throughout acrylamide gels. This allowed us to
investigate the acoustic power scattered and radiated by cavitating bubbles
in a controlled manner. PSNE was vaporized with short pulses from a
1.133–MHz-HIFU transducer. An spherically focused broadband transducer
�10 kHz–20 MHz� positioned coaxially with the HIFU transducer was used
to receive emissions from bubbles located at the overlapping foci. The rf
signal from broadband transducer was split into two channels. One was fil-
tered with a 10-MHz high-pass filter while the other was not, to record emis-
sions from inertial cavitation �IC� and total backscattered signal,
respectively. The temperature change was measured with a thermocouple
embedded in gels. A strong correlation was found between temperature
change, IC emission, and total backscattered acoustic energy. The relation-
ship between temperature change and bubble density was studied by chang-
ing the amount of PSNE suspension added to the gel. Finally, the roles of
scattering and IC in the heating effect were discussed.

4:00
1pBB10. Tissue heating in vibro-acoustography. Shigao Chen, Azra
Alizad �Dept. of Physio. and Biomedical Eng., Mayo Clinic College of
Medicine, Rochester, MN 55905�, Wilkins Aquino �Cornell Univ., Ithaca,
NY 14853�, Matthew Urban, James Greenleaf, and Mostafa Fatemi �Mayo
Clinic College of Medicine, Rochester, MN 55905 fatemi@mayo.edu�

Vibro-acoustography �VA� is an imaging method based on ultrasound ra-
diation force. In this method, a two dimensional image is formed by scan-
ning two co-focused ultrasound beams with slightly different frequencies
over the object �biological tissue� in a C-scan format and recording resulting
sound that is emitted from the focal region at the difference frequency. As in
other ultrasound-based imaging modalities, it is important to study the ther-
mal safety of the technique. This paper addresses tissue heating due to a VA
scan using a concentric confocal transducer. The three dimensional ultra-
sound intensity field calculated by Field II is used with the bio-heat equation
to estimate tissue heating. Results calculated with thermal conduction and
with blood perfusion, with conduction and without perfusion, and without
conduction and without perfusion are compared. Maximum temperature rise
occurs in the transducer near field during VA scans. Heating during one VA
scan is below 0.05 °C for soft tissue with attenuation coefficient of 0.3, 0.5,
or 0.7 dB/cm MHz. It is concluded that temperature rise in tissue is not
significant. �Work supported by NIH Grants CA 91956, CA 127235, and
CA121579. Some of the techniques are patented by Mayo Clinic and the
some of the authors �M.F. and J.F.G.�.�

4:15
1pBB11. Acoustic droplet vaporization for enhancement of thermal
therapies. Paul L. Carson, Man Zhang, Mario L. Fabiilli, Oliver D.
Kripfgans, Kevin J. Haworth �Dept. of Radiology, Univ. of Michigan, 3216
Med. Sci. I, Ann Arbor, MI 48109-5667�, William W. Roberts, and J. Brian
Fowlkes �Univ. of Michigan, Ann Arbor, MI 48109-5667�

Vaporization of superheated microdroplets of perfluorocarbon can be
triggered by transcutaneous ultrasound for the local production of gas
bubbles. Acoustic droplet vaporization �ADV� was performed in the canine

renal artery or segmental artery for blood flow control by capillary occlusion
to accelerate rf ablation exclusively in the target vascular bed and for future
trapping of released drugs. Occlusions of 82% were obtained for �20 min in
the two best exteriorized canine kidneys with intracardiac droplet injections.
Intravenous injection studies avoided induced cardiac arrhythmias. In four
of the six IV studies, mean achieved renal artery flow reduction was 75% for
3 min. Perfusion by colored microspheres showed larger regional reductions
in some cases. Droplets that administered IV or intra-arterially were vapor-
ized by transcutaneous ultrasound in five studies with 3.5–5.5-cm tissue
paths to produce increased kidney cortex echogenicity, but not substantial
occlusion. Improved occlusion is expected by enhanced bubble coalescence
and creation of a narrower droplet size distribution at diameters close to the
transpulmonary limit. Achieved ADV bubble concentrations also appear ad-
equate for enhancement of HIFU therapy by reflection of acoustic energy
exiting the focus, increasing absorption exclusively therein, and revealing
targeted tissues. �Work supported in part by NIH Grants R01-EB000281 and
S10-RR022425.�

4:30
1pBB12. Optimal control point distributions for waveform diversity.
Robert J. McGough, Matthew R. Jennings, and Xiaozheng Zeng �Dept. of
Elec. and Comput. Eng., Michigan State Univ., 2120 Eng. Bldg., East Lan-
sing, MI 48824�

Waveform diversity is a method for tumor heating with ultrasound
phased arrays that extend the concept of multiple focusing to achieve an op-
timal sequence of power depositions. Waveform diversity minimizes the
power deposited at control points in normal tissue while maximizing the
power at control points in the tumor through an approach that employs semi-
definite programming. As with other spot scanning and multiple focusing
techniques, the performance of waveform diversity depends on the location
of the control points. For example, single spot scanning is limited by inter-
vening tissue heating, so the ideal spot scanning approach in large tumors
focuses on the back half of the tumor and allows intervening tissue heating
to fill in the remaining tumor region. In contrast, waveform diversity com-
bined with mode scanning tends to preferentially deliver heat beyond con-
trol points placed in the tumor. In an effort to exploit this feature, the energy
delivered to control points on the front face of the tumor is maximized, and
the energy delivered to control points along the tumor axis and directly be-
hind the tumor is minimized. Results show that this control point distribu-
tion applied to waveform diversity combined with mode scanning achieves
conformal heating in a 3-cm-diameter spherical tumor model that is heated
by a 1444 element spherical section array.

4:45
1pBB13. Estimation of mechanical properties of tissue using
laser-induced microbubble interrogated by acoustic radiation force.
Sangpil Yoon, Salavat R. Aglyamov, Andrei B. Karpiouk, and Stanislav Y.
Emelianov �Dept. of Biomedical Eng., Univ. of Texas at Austin, 107 W.
Dean Keeton St., Austin, TX 78712, s.yoon@mail.utexas.edu�

Measurements of mechanical properties of tissue can be used in many
applications ranging from disease diagnosis to treatment planning and
monitoring. In this paper, we present a technique to measure mechanical
properties of the tissue undergoing laser surgery during which the cavitation
bubble is introduced. Utilizing the laser-induced microbubble, the mechani-
cal properties of the tissue were assessed by measuring displacement and
oscillations of the bubble under applied acoustic radiation force. The
bubbles were produced using a nanosecond pulsed laser operating at 532
nm. Using the lens �0.92 numerical aperture, 11.5-mm focal length�, the la-
ser beam was focused inside the gelatin to create microbubbles ranging from
80- to 250-cm diameter. The bubbles were then interrogated using acoustic
pulses of different durations and amplitudes. First, the size of each laser-
induced microbubble was estimated by measuring the laser-produced shock
wave and pulse-echo ultrasound signals. Then, a 1.5-MHz transducer gen-
erated an acoustic radiation force to displace the microbubble while a 25-
MHz transducer probed the microbubble continuously to measure the result-
ing displacement. Finally, using theoretical model, viscoelastic properties of
the medium were assessed from the measurements of the bubble dynamic
behavior. The results were verified using optical methods.
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MONDAY AFTERNOON, 26 OCTOBER 2009 LIVE OAK, 3:00 TO 4:45 P.M.

Session 1pED

Education in Acoustics and ASA Student Council: Project Listen Up

Kent L. Gee, Cochair
Brigham Young Univ., Dept. of Physics and Astronomy, Provo, UT 84602

James M. Sabatier, Cochair
National Ctr. for Physical Acoustics, Univ. of Mississippi, 1 Coliseum Dr., University, MS 38677

Chair’s Introduction—3:00

Invited Papers

3:05

1pED1. Bending waves and pressure waves in solid rods. Uwe J. Hansen �Dept. of Chemistry & Phys., Ind. State Univ., Terre Haute,
IN 47809�

Dimensionally identical aluminum rods are excited by a hammer impulse. One rod is suspended by rubber bands at a distance of
nearly 1/4 of the length of the rod near the rod’s ends. The rod is excited near the end in a direction perpendicular to the rod axis. The
other rod is supported by a clamp at the middle of the rod. This rod is excited by an impulse on the rod’s end face in the direction along
the rod’s axis. In the first case the standing bending wave has a wavelength of nearly the length of the rod. In the second case the length
of the standing wave is nearly twice the length of the rod. The resulting pitches observed clearly indicate that the propagation speed of
the longitudinal wave by far exceeds the propagation speed of the transverse wave.

3:25

1pED2. Drumhead resonances in circular elastic membranes. Joseph R. Gladden, III �Dept. of Phys., Univ. of Mississippi, Univer-
sity, MS 38677�

A classic problem in continuum mechanics is determining the normal modes of vibration of a thin elastic membrane with a circular
geometry that is clamped at the edges. The analytical solution to the displacement field of such a problem are Bessel functions of the
first kind. In this talk, I will describe the construction of a drumhead apparatus consisting of a latex sheet with a circular geometry in
which the tension can be varied. Normal modes can be excited using a simple speaker and a strobe light can be used to slow the motion
allowing close inspection of the displacement field. The various modes can then be compared to analytical solutions. The shift in natural
frequencies of the system due to changing boundary conditions can be demonstrated by placing a hand close to the vibrating membrane.

3:45

1pED3. Why we have two ears-take two: A revised experiment on sound localization. Ralph T. Muehleisen �Civil and Architectural
Eng., Ill. Inst. of Tech., Chicago, IL 60616�

Whether they fly, swim, crawl, or walk, vertebrates have binaural auditory systems. Two ears provide redundancy in case of injury
to the auditory system, improve the ability to detect quiet sounds, and perhaps most importantly, improve the ability to localize sound.
A simple experiment in sound localization using headphone based auralization was presented at a previous meeting. In response to some
very useful suggestions a new experiment has been developed. In this experiment, a subject sits in a swivel chair and a sound source is
placed a distance away. The subject is rotated a random amount in the swivel chair. The tester then plays the test signal and the subject
indicates the perceived direction of the sound. The experiment is repeated with one ear plugged using a high isolation insert earplug. The
tests are performed with two types of sounds; a transient noise source with high-frequency tones and/or broadband components such as
bird call and source that is primarily low-frequency tones such as a fog horn. The experiments are best performed in quiet rooms with
few reflections.

4:05

1pED4. A demonstration of acoustic damping using bubbly liquid for Project Listen Up. Preston S. Wilson, Theodore F. Argo, IV,
and Chad A. Greene �Mech. Eng. Dept. and Appl. Res. Labs., The Univ. of Texas at Austin, Austin, TX 78712-0292�

Acoustic resonances are exploited in many natural and human-made systems, and demonstrations of the phenomena have been
presented previously �Greene et al., J. Acoust. Soc. Am. 124, 2568 �2008�; Argo IV et al., J. Acoust. Soc. Am. 125, 2625 �2009��. In
practice, resonance is always accompanied by energy loss, which limits the maximum excursion of a system. When sufficiently large,
this loss can alter the resonance frequency of the system. An air bubble in water is an example of a lossy acoustic resonator and is
well-suited for demonstrating acoustic damping in the Listen Up paradigm. For the proposed demonstration, students will observe the
resonance of a water-filled drinking glass by striking it with a metal spoon to produce a strong ringing sound. They will then introduce
damping into the system by using a stream of water to entrain bubbles which will deaden the ringing response of the system. The
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primary mechanism for the acoustic energy dissipation is conversion into heat during bubble oscillation. An explanation of this process
is presented with a detailed description of the proposed experiment.

4:25

1pED5. Alvin Lucier’s method for determining the acoustic modes of a room. Andrew Piacsek �Dept. of Phys., Central Wash. Univ.,
400 E. University Way, Ellensburg, WA 98926-7422�

Students can learn about standing waves in rooms as they recreate the classic 1970 recording by Lucier, “I Am Sitting in a Room”.
In this work, the composer records himself describing the process in which he is engaged. The approximately 1-min recording of his
speech is then played back and re-recorded in the same acoustic environment �an unspecified room�. The recording and playback pro-
cess is repeated several times; the complete work consists of a sequential playback of each iteration. From an acoustically unremarkable,
if slightly reverberant, initial recording, the speech is altered with each iteration as the resonance frequencies of the room are amplified
relative to other frequencies. Eventually, intelligibility is lost and all that is heard are the modulated tones comprising the harmonic
series. Using only a microphone, a digital recording device, a playback system, and a suitable room, students can reproduce this effect
while investigating how the room dimensions, shape, and wall materials affect the final outcome.

MONDAY AFTERNOON, 26 OCTOBER 2009 REGENCY EAST 1, 1:00 TO 3:55 P.M.

Session 1pNS

Noise and Architectural Acoustics: Sustainable Building Systems and Acoustic Performance

Erica E. Ryherd, Cochair
Georgia Institute of Technology, Mechanical Engineering, 771 Ferst Dr., 124 Love Bldg., Atlanta, GA 30332

Kelly A. Aston, Cochair
Artec Acoustics, 114 W. 26th St., New York, NY 10001

Invited Papers

1:00

1pNS1. Updated American Society of Heating, Refrigerating and Air-Conditioning Engineers Guidelines and Standards on
Sustainable Systems Design. Erica E. Ryherd �Woodruff School of Mech. Eng., Georgia Inst. of Technol., Atlanta, GA 30332,
erica.ryherd@me.gatech.edu� and Tom Lawrence �Faculty of Eng., Univ. of Georgia, Athens, GA 30602�

Many designers look for guidance with the various standards targeting sustainable, green buildings. The American Society of Heat-
ing, Refrigerating and Air-Conditioning Engineers �ASHRAE� publishes a number of useful design resources related to green buildings.
The resources are widely used among mechanical systems engineers and facilities designers. This talk will present an overview of
several ASHRAE resources which include acoustics aspects. “ASHRAE Green Guide: The Design, Construction and Operation of Sus-
tainable Buildings” is a book to teach designers how to effectively participate on green building design teams and fundamental green
design concepts. The book takes an integrated building systems perspective by addressing how engineered systems interact with and are
influenced by architectural design. It also includes guidance on the U.S. Green Building Council’s LEED® rating system. ASHRAE is
also in the final stages of preparing a new Standard for High-Performance Green Buildings �Standard 189.1�. This Standard is co-
sponsored by the U.S. Green Building Council. Standard 189.1 is being written as an ANSI-level Standard and intended for adoption
into state and local building codes.

1:20

1pNS2. Washington State’s Sustainable Schools Protocol. Daniel C. Bruck and Jeanette Hesedahl �BRC Acoust. & Technol. Con-
sulting, 1741 1st Ave. S., Ste. 401, Seattle, WA 98134�

With the High-Performance Public Buildings Act signed into law in 2005, Washington State developed the Washington Sustainable
Schools Protocol as a goal-setting and planning tool for school districts to clearly communicate design goals and meet requirements for
state-funded building projects. Based on the Collaborative for High Performance Schools Criteria and similar to the US Green Building
Council’s Leadership in Energy and Environmental Design rating system, the Washington Sustainable Schools Protocol system requires
school facility projects to achieve a minimum level of points in the categories related to site, water, materials, energy, indoor environ-
mental quality, and innovation. A minimum acoustic performance level for classrooms and other learning spaces is the prerequisite to
achieving up to three additional points with improved acoustic performance and audio enhancement. Although clearly a compromise,
the acoustics related requirements and optional credits within the Washington Sustainable Schools Protocol has set the starting point for
supporting acoustically effective speech communication and learning environments for publicly funded schools in the State of
Washington. This paper summarizes the development of the Washington Sustainable Schools Protocol, current acoustical related credits,
and lessons learned that may be useful for other jurisdictions considering the development of their own standards.
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1:40

1pNS3. Integrating acoustical issues in the design of “green” schools. Gary W. Siebein �School of Architecture, Univ. of Florida,
P.O. Box 115702, Gainesville, FL 32611�, Chris Jones, Robert M. Lilkendey, and Hyun Paek �Siebien Assoc., Inc., Gainesville, FL
32607�

ANSI 12.60 and LEED for schools are relatively explicit about the acoustical requirements needed to meet each standard. In prac-
tice, many schools are built that develop in an uneasy way trying to meet LEED criteria because a method to integrate acoustical design
principles with the basic architectural design scheme of a school has not been assimilated into the professions. This paper presents a core
set of acoustical planning principles that can be implemented early in the design process so that LEED and ANSI criteria for room
finishes, sound isolation, and building equipment noise can be met as the design progresses.

2:00

1pNS4. Acoustic performance measurement protocol for evaluating “green” buildings. Kenneth P. Roy �Bldg. Products Technol.
Lab., Armstrong World Industries, 2500 Columbia Ave, Lancaster, PA 17604, kproy@armstrong.com�

Since a majority of buildings have been shown to be “acoustically challenged,” and since “Green” design has only recently begun
to address acoustic needs, when the USGBC approached ASHRAE to develop performance measurement protocols �PMPs�, acoustics
was included as a building IEQ factor. Accordingly, the PMP document provides guidance for the measurement and reporting of build-
ing performance, and includes protocols for performance measurement of energy use, indoor environmental quality, and water use. The
IEQ protocols apply to thermal comfort, indoor air quality, lighting, and acoustics. The purpose of the PMP is to provide a consistent
set of protocols, over a range of cost/accuracy, to enable an appropriate and accurate performance comparison of buildings, especially
those claiming to be green, sustainable, and/or high performance. The protocols identify what is to be measured, how it is to be mea-
sured, and how often it is to be measured. Additionally, the protocols where developed for three levels of cost/accuracy �low, medium,
and high�, to provide realistic choices for consistent performance benchmarking. Design of buildings to meet high levels of acoustic
performance will require a higher “level of proof” that those design goals have, in fact, been met. This document will be reviewed.

2:20—2:35 Break

2:35

1pNS5. Sustainable design for audio, video, and broadcast facilities. Russ Berger and Richard Schrag �Russ Berger Design Group,
Inc., 4006 Belt Line Rd., Ste. 160, Addison, TX 75001, russ@rbdg.com�

Meeting sustainable design goals in facilities that include technical production spaces for audio, video, or broadcast presents special
challenges to the design and construction team. Materials selections and sources affect not only the acoustical finishes, but may also
influence larger building systems. Daylighting goals must be balanced with appropriate acoustical isolation. The integration of alterna-
tive chilled air delivery systems and lighting sources must be weighed against critical technical function. As a result, the acoustician’s
role should expand to include an understanding of the sustainability goals, the impact of acoustical design recommendations, changes
to the specification process, and the necessary coordination efforts with the rest of the participants. Examples from radio and television
broadcast facilities, music recording studios, and performance spaces are given.

2:55

1pNS6. Mechanical system noise control in green laboratory design. Benjamin Markham, Doug Sturz, and Jeffrey Fullerton
�Acentech Inc., 33 Moulton St., Cambridge, MA 02138�

The goals of energy efficiency and low noise are often mutually supportive in the design of mechanical systems for laboratories.
This presentation outlines some basic design principles for indoor and outdoor noise controls of laboratory mechanical systems designed
to be sustainable and energy efficient. Two themes emerge: the inherent connection between improving energy efficiency and minimiz-
ing noise �and minimizing the need for sound attenuation devices that increase system pressure and hence decrease efficiency� and the
occasional conflicts between energy efficiency and low noise. The practical pros and cons of specific design guidelines and noise control
strategies will be presented, focusing on systems with high-energy efficiency and relatively low system pressures and airflow velocities.
Some examples of covered topics include equipment selection guidelines, laboratory exhaust discharge attenuation design or avoidance
strategies, variable speed drive design for cooling tower applications, duct layout guidelines, duct leakage requirements, and sound
attenuator usage and selection strategies.

3:15

1pNS7. Noise and energy consumption in heating, ventilation and air conditioning systems. Philip Sanders �Charles M. Salter
Assoc., Inc., 325 South First St., San Jose, CA 95113, philip.sanders@cmsalter.com� and Peter Rumsey �Rumsey Engineers, Oakland,
CA 94607�

Reduced noise and reduced energy consumption are often inter-related in HVAC systems. This presentation reviews some simple
engineering principals supporting this assertion and uses case studies to illustrate it. Acoustical consultants collaborating with architects
and mechanical engineers may be able to use this information to show the acoustical benefits of energy efficient heating and cooling
systems, thus influencing owner decisions in favor of HVAC systems that consume less energy.
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3:35

1pNS8. Thinking holisitcally about sustainability, acoustics, and architecture. Carl P. Giegold and Scott D. Pfeiffer �53 W. Jackson
Blvd., Ste. 1734, Chicago, IL 60604, cgiegold@thresholdacoustics.com�

Highly rated sustainable buildings invariably incorporate energy conservation concepts that come into conflict with tried and true
approaches to interior acoustics, isolation, and noise control. The use of concrete slabs for energy storage exposes hard surfaces where
we often want soft ones, natural ventilation opens rooms to each other and to often noisy, urban environments, and even seemingly
benign concepts like chilled beams can end up replacing one kind of noise with another. Even so, sustainable approaches often have
characteristics that are beneficial in acoustic terms, not least in its potential for reducing or eliminating sources of equipment noise.
Current turmoil in the design professions as they search for better ways to embrace and explore sustainability presents an opportunity
to install greater awareness of the aural world into the built environment. Through architectural case studies both built and in-progress,
we look at examples of how interior acoustics and noise control have been approached in ways that solve aural, visual, and environ-
mental challenges holistically.

MONDAY AFTERNOON, 26 OCTOBER 2009 BOWIE �LOSOYA CENTER�, 1:30 TO 4:30 P.M.

Session 1pSC

Speech Communication: Issues in Speech Production (Poster Session)

Benjamin R. Munson, Chair
Univ. of Minnesota, Speech, Language, Hearing Science 115 Shevlin Hall, 164 Pillsbury Ave., Minneapolis, MN 55455

Contributed Papers

All posters will be on display from 1:30 p.m. to 4:30 p.m. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 1:30 p.m. to 3:00 p.m. and contributors of event-numbered papers will be at their
posters from 3:00 p.m. to 4:30 p.m.

1pSC1. Effect of phonological neighborhood density on word duration
in spontaneous speech. Yao Yao �Dept. of Linguist., Univ. of California,
Berkeley, 1203 Dwinelle Hall, Berkeley, CA 94709, yaoyao@berkeley.edu�

It has been widely shown that words with many phonological neighbors
are harder to recognize than words with few neighbors �L. & Pisoni 1998,
among others�. However, the effect of phonological neighborhood density
on word production is less clear. On one hand, high-density words are easier
to produce �Vitevitch 1997, 2002�, which suggests that they should be re-
duced in speech. Meanwhile, these words are often hyperarticulated, prob-
ably to make it easier for the listener �Wright 1997, Munson & Solomon
2004, Scarborough 2002�. The present work aims to distinguish the two ac-
counts by examining the effect of neighborhood density on word duration.
We use data from the Buckeye corpus, which has 40 American English
speakers, each recorded for about an hour. A mixed-effect model is built to
predict the durations of all CVC monomorphemic content words in the cor-
pus, with speaker and word as random effects. The results show that, after
controlling for other factors, neighborhood density has a small but robust
negative effect on word duration, i.e., the more neighbors a word has, the
shorter it becomes. The effect of average neighbor frequency is in the same
direction. Present results provide unambiguous evidence for the talker-
oriented account concerning word duration.

1pSC2. Effects of prosodic structure on the relative timing of
articulators in English lateral production. Susan S. Lin �Dept. of
Linguist., Univ. of Michigan, 440 Lorch Hall 611 Tappan St., Ann Arbor, MI
48109-1220�

Previous research has established that American English speakers tend to
produce syllable-final /l/ with movement of the tongue dorsum preceding
movement of the tongue tip. However, the results of these studies differ with
respect to the articulator timing in syllable-initial /l/, with some claiming
synchrony �Browman and Goldstein, 1995� and others claiming asynchrony
in the direction opposite that of syllable-final /l/ �Gick, 2003�. This study
uses ultrasound imaging to investigate the relative timing of the tongue tip
and dorsum during production of syllable-initial and syllable-final /l/ in mul-
tiple prosodic contexts. Prosody has a significant effect on both duration and
extent of articulator movement in speech production—onsets of larger pro-

sodic units involve larger and longer movement than onsets of smaller pro-
sodic �Keating, 2006�. The explanation that these effects result from speak-
ers’ attempts to render perceptually more clear the segments that initiate
phrases and utterances suggests that examining these segments at varying
prosodic positions may provide insight into speakers’ knowledge of speech
perception. Current preliminary results show that American English speak-
ers may utilize at least two distinct timing relations in initial laterals, sup-
porting a position that speaker knowledge may be variable between
speakers.

1pSC3. Assessing acoustic measures of the spontaneous phonetic
imitation of vowels. Molly Babel �Dept. of Linguist., Univ. of BC, Totem
Field Studios, 2612 West Mall, Vancouver, BC V6T 1Z4, Canada,
mbabel@berkeley.edu� and Benjamin Munson �Univ. of Minnesota, Minne-
apolis, MN 55455�

It is well established that people imitate fine phonetic detail of another
talker in shadowing tasks �Goldinger, Psychol. Rev. 105, 251–279 �1998��
and in interactive conversation �Pardo, J. Acoust. Soc. Am. 119, 2382–2393
�2006��. That is, the acoustic characteristics of a model talker’s production
�MTP� are more similar to a participant’s shadowed production �PSP� than
they are to that participant’s baseline production �PBP�, typically elicited in
a reading task. This presentation compares two methods of assessing the
acoustic distance between the vowels in PSP and PBP monosyllabic words
taken from two previous studies �Babel, thesis, University of California
�2009�; Kaiser & Munson �unpublished��. One of these measures is the
F1/F2 Euclidean distance between PSP and PBP vowels. This measure does
not take into account the direction of the difference. The other �adapted from
Titze, Principles of Voice Production �1994�� compares the distance and di-
rection of the F1 and F2 values in the PSP and PBP vowels relative to those
of the MTP. The merits of each of these methods are assessed by comparing
them to measures of listener judgments of the similarity of PSPs and PBPs
to the MTPs in AXB perception tasks.

1pSC4. The effects of “Smooth Speech” on the phonetic features of
stuttered speech: A case study. Caroline Menezes and Lee Ellis �Dept. of
Health and Rehabilitative Services, Univ. of Toledo, 2801 W. Bancroft St.,
Toledo, OH 43623�
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This is a preliminary study focused on analyzing the acoustic character-
istics of stuttered speech before, during, and after a short treatment using the
Smooth Speech protocol. Smooth Speech technique, among other strategies,
teaches stutterers to consciously control air-flow during speech through con-
tinuous airflow, gentle onsets for vowels, and soft contacts with consonants
and to synchronize speech phrasing structure with the breath stream. In our
case study Smooth Speech was shown to have a noticeable impact on the
intelligibility and fluency of the speaker’s speech immediately following
training. This study is a preliminary investigation to understand the phonetic
features, both segmental and supra-segmental, that were specifically effec-
tive in increasing speech intelligibility. Speech samples included a monolog
a read passage for both pre-test and post-test sessions, and a monolog for the
training period. Acoustic analysis included evaluation of phoneme duration,
syllable duration, pause durations, and pitch range. Phrasing structure was
also analyzed. We conclude with a discussion on the relationship of speech
rate and breath control and its effect on intelligibility.

1pSC5. Classifying place of articulation and palatalization of fricatives
based on cepstral coefficients and spectral moments. Laura Spinu, Jason
Lilley, Irene Vogel �Dept. of Linguist. and Cognit. Sci., Univ. of Delaware,
46 E Delaware Ave., Newark, DE 19716�, and H. Timothy Bunnell � Alfred
I. duPont Hospital for Children, Wilmington, DE 19803�

Hidden Markov models �HMMs� with two types of acoustic features
were used to classify fricatives by place of articulation and palatalization
status. The data were recordings of 31 native speakers of Romanian who
produced a total of 3674 fricatives. Segments from four places �labial, al-
veolar, postalveolar, and dorsal� were examined, each of which appeared as
plain and palatalized �with a palatal secondary articulation�. Both the frica-
tives and the preceding vowels were divided by HMM training into three
acoustically uniform regions, corresponding to the three states of the HMM
models. Separate sets of monophone HMMs were trained using �a� the first
four spectral moments plus rms amplitude and �b� the first five Bark-cepstral
coefficients. Generally, the first and second regions/states of the fricatives
were more important in classifying the segments by place, while the third
state contributed more to the classification by palatalization status. The suc-
cess of the classification depended on the specific combination of predictor
variables �acoustic features and regions� used. Thus, the overall accuracy in
classifying segments according to place or palatalization ranged from 62%
to 95%. These analyses shed light on the differential distribution over time
of acoustic features related to place and palatalization.

1pSC6. Acoustic cues to the voicing contrast in developing coda stop
consonants: Toward comparison with adult caregivers. Helen M. Hanson
�ECE Dept., Union College, 807 Union St., Schenectady, NY 12308�, Ste-
fanie Shattuck-Hufnagel �MIT RLE, Cambridge, MA 02138�, and Margaret
Capotosto �Union College, Schenectady, NY 12308�

Hanson and Shattuck-Hufnagel �Proceedings of Acoustics ‘08� analyzed
coda stop consonants for three children from the Imbrie corpus �A. Imbrie,
Ph.D. thesis, MIT, 2005�. Following the closure, voice bars were frequently
observed in ��voice� stops, while ��voice� codas often had a period of
noise overlapping the preceding vowel and extending into the closure. Pos-
sible explanations for this noise include motoric immaturity, imitation of
something in their caregivers’ productions, or the child’s decision to provide
additional cues to the voicing contrast �enhancement�. In this study, the sec-
ond possibility was investigated in recordings of each child’s primary
caregiver. Coda stop consonants were analyzed in the words “bug,” “tub,”
“cup,” and “duck,” specifically the durations of voice bars and vowel-final
noise. As expected, voice bars mainly occur in voiced codas; in contrast,
vowel-final noise occurs mainly with voiceless codas, and its duration and
degree of overlap with the vowel/closure vary across subjects. Similar mea-
sures for the children will be compared with those of their primary
caregivers. �Work supported by NIH Grants Nos. DC00075 and DC 008780,
and a NSF CPATH grant.�

1pSC7. Transitional cues in fricative noise in Greek /s/-stop and stop-/s/
sequences: Children versus adults. Asimina Syrika, Jan R. Edwards �Dept.
of Communicative Disord., Univ. of Wisconsin-Madison, 1975 Willow Dr.,
Madison, WI 53706, syrika@wisc.edu�, Fangfang Li �Univ. of Lethbridge,
Lethbridge, AB T1K 3M4, Canada�, Mary E. Beckman �Ohio State Univ.,
Columbus, OH 43210-1298�, and Benjamin Munson �Univ. of Minnesota,
Minneapolis, MN 55455�

Greek is one of the few languages to allow /s/-stop and stop-/s/ se-
quences at three places of articulation �bilabial, dental, and velar� in word-
initial position. This study measured the coarticulation of /s/ with the fol-
lowing or preceding stop in native Greek-speaking children’s and adults’
productions of real words beginning with /sp/, /st/, /sk/, /ps/, /ts/, and /ks/, in
a variety of vowel contexts. The aim was to determine whether stop place
cues are signaled effectively in the spectrum of adjacent /s/ in both types of
consonant sequences attested in Greek. Fast Fourier transform spectra were
calculated for overlapping 10-ms windows from the beginning to the end of
fricative noise and spectral moments were computed in each window. Sys-
tematic differences in the fricative spectra as a function of the adjacent stop
consonant were observed in the /s/�stop sequence �as in English� and also
in the stop�/s/ sequence �where the differences in the portion after the stop
burst proper mirrored the patterns at the end of the fricative in the clusters in
the other order�. Coarticulation was comparable across age groups, although
there was greater variability in children’s productions. �Work supported by
NIDCD Grant No. R01DC02932 and NSF Grant No. BCS-0729140.�

1pSC8. Phonetic realization of glottal stop in Shugni. Mingzhen Bao
�Dept. of Modern and Classical Lang., Univ. of Kentucky, 1055 Patterson
Office Tower, Lexington, KY 40506, mingzhenbao@uky.edu�

Shugni is an underdocumented Indo-European language, mainly spoken
in the Pamir mountains. Orthographically, Shugni used the apostrophe to
symbolize the glottal stop phoneme, and the symbol only occurred word
initially. In this paper, phonetic manifestation of glottal stop was examined,
and the adjacent vowel �a� was compared under five conditions: �1� word-
initial glottal stop followed by �a� and a consonant #�CaC1�, �2� word-medial
�C2aC1� sequence where �a� was also syllable-medial, �3� word-medial
�C2aC1� sequence where �a� was syllable-final, �4� word-final �a� preceded
by a consonant �C2a�#, and �5� a sequence of �C2a�# �CaC1� where glottal
stop was word-initial and intervocalic. Four acoustic parameters were mea-
sured, and glottal stop was defined as �1� an absence of formant transitions
entering or leaving �a�, �2� an abrupt start or end of �a�’s magnitude, �3�
identifiable stop closure, and �4� irregular pulses produced by glottal
tension. The results showed that irregular pulses were noticed in some but
not all �a�s of words which began with the apostrophe. No other significant
acoustic differences were noted among conditions. The results suggested
that glottal stop in Shugni be described as non-phonemic vowel laryngeal-
ization or creaky phonation. The word-initial apostrophe had to be treated
cautiously to interpret the variation.

1pSC9. Investigating the incomplete neutralization of flaps in North
American English. Michael Colley �Dept. of Linguist., MS 23, Rice Univ.,
6100 Main St., Houston, TX 77005, michaeltcolley@yahoo.com�

The flapping of intervocalic apical stops in American English results in
the neutralization of voicing in words like writing and riding, as compared
to write and ride. Some evidence has suggested that speakers maintain a dis-
tinction in the length of the vowel preceding the flaps, thus making the neu-
tralization incomplete �e.g., Patterson and Connine �2001��. Proponents of
the idea of incomplete neutralizations often use it to challenge the idea of
discreteness of phonetic categories �Port �1996��. However, claims of in-
complete neutralizations in English and other languages have not been uni-
versally accepted �Manaster Ramer �1996��. This study tests whether listen-
ers are able to use differences in vowel durations before flaps to determine
the underlying voicing of flaps in pseudo-words. To avoid any influence
from orthography, the pseudo-words were presented as auditory stimuli to
the participants, and the responses were recorded orally. Participants who
heard stimuli in which one set of vowels were 20 ms longer than the other
set were more likely to interpret the flaps as /t/ than participants who heard
stimuli in which all pre-flap vowels had identical durations. However, par-
ticipants were not able to use the differences in vowel durations to determine
the underlying voicing of the flaps.

1pSC10. Nasal coarticulation in clear speech. Anthony Brasher �Dept. of
Linguist., Univ. of Michigan, 440 Lorch Hall, 611 Tappan St., Ann Arbor,
MI 48109-1220�

This study tests whether speakers, when trying to speak clearly, employ
variable enhancement strategies as a function of phonetic environment. Us-
ing aerodynamic and acoustical methods, this study examines the effects of
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phonemic context and speaking modality and on the spatial and temporal
extent of anticipatory nasal coarticulation in English. Target words are Eng-
lish �C�VNCvoiced �e.g., bend� and �C�VNCvoiceless �e.g., bent� words
spoken in either clear or citation speech modes. In order to enhance the per-
cept of /n/ in clear speech, speakers increase the duration of the nasal con-
sonant in CVNCvoiced words but marginally increase, or even decrease, /n/
duration in CVNCvoiceless words. While highly variable, airflow results
suggest little difference on anticipatory nasalization as a function of speech
mode. These results argue against models predicting a global reduction in
coarticulation in clear speech.

1pSC11. Tone-glottal coarticulation in a complex tone language.
Christian T. DiCanio �CNRS-Dynamique du Langage, UMR 5596, Univer-
sité Lyon-2, 14 Ave. Berthelot, Lyon 69363, France, cdicanio@gmail.com�

A majority of the research on coarticulation has focused on consonant
and vowel timing, but work on the coarticulation of tone or phonation-type
contrasts has received relatively less attention until recently �Brunelle
�2003�; Miller �2007�; Peng �1997�; Silverman �1997�; Xu �1994�; �1997�;
�1998�; �1999�; �2004�; �2005�; Xu et al. �2006�; Xu and Liu �2006�; Xu and
Sun �2002�; Xu and Wang �2001��. The present work investigates the coar-
ticulatory timing relationships between the nine tonal contrasts and three la-
ryngeal contrasts �creak, glottal closure, and breathiness� of Itunyoso Trique
�DiCanio �2008��. Acoustic and electroglottographic �EGG� data from
Trique were collected, comparing the realization of the tones in the different
laryngeal conditions. While creaky phonation induces an equivalent pitch
lowering for a variety of tones, breathy phonation induces pitch lowering in
an asymmetrical fashion where higher tones have a greater pitch decrease
than lower tones. These particular effects are not predictable from a
perceptually-driven model of coarticulation, but accord well with the body-
cover model of vocal-fold vibration �Titze �1994�; Story & Titze �2003��.
The timing of non-modal phonation in Itunyoso Trique reflects a language-
specific coarticulation strategy, but the observed pitch perturbation effects
are best-explained with a speaker-oriented model of coarticulation.

1pSC12. Lexical tone and segmental coarticulation. Augustine Agwuele
�Dept. of Anthropology, Texas State Univ. San Marcos, San Marcos, TX
78666�

In studying anticipatory coarticulation in emphatic CV sequences �Lind-
blom et al., J. Acoust. Soc. Am. 121, 3802–3813 �2007�� and in fast speech
�Agwuele et al., Phonetica 68, 194–209 �2008��, it was shown that prosodi-
cally induced modulations of speech introduce additional sources of pho-
netic variation separate from those generated by vowel context. Both studies
were successful in dissociating these additional prosodic effects from the un-
derlying contextual vowel variation and quantifying them. The focus of this
current investigation was to study CV coarticulation, using a similar set of
regression metrics, but now applied to a tonal language �Yoruba�. It is to be
determined whether lexical tone impacts the coarticulation of consonant and
vowel. Specifically, words, do tones, produce additional effects on anticipa-
tory CV coarticulation separate from those generated by vowel-context simi-
lar to emphatic stress and increased tempo as documented by the aforemen-
tioned studies? Finally, of interest also is to examine whether different
lexical tones impact C�V coarticulation differently.

1pSC13. Vowel normalization using stop consonant loci. Christian Koops
�Dept. of Linguist., Rice Univ., 6100 S. Main St., Houston, TX 77005,
ckoops@rice.edu�

Vowel normalization techniques used in sociophonetics aim to eliminate
the influence of vocal tract length differences on resonant frequencies so that
speaker-specific vowel configurations can be compared more precisely. In
vowel-extrinsic methods, a speaker’s F1-F2 range is scaled up or down, and
vowel spaces are aligned using the geometrical F1-F2 mean. However, a
speaker’s F1-F2 mean may be systematically biased if his or her vowel con-
figuration is affected by a set of parallel vowel shifts, e.g., fronting or raising
of several vowels in a chain shift. To address this problem, an alternative
method of deriving speaker-specific scaling factors was tested based on a
vowel-independent acoustic measure: the locus �virtual origin� of the second
formant transition following the /d/-release. Forty adult speakers of Ameri-
can English �20 male, 20 female� were recorded reading ten repetitions of 16
/dVd/-words. From these data, individual F1-F2 means and locus equations

were calculated, including each speaker’s F2 locus frequency for /d/. Pre-
liminary results based on the corner vowels /i, a, u/ show that F2 locus and
F1-F2 mean are strongly correlated �r-squared�0.84�. Statistical modeling
is underway to determine whether scaling factors derived from locus analy-
sis are superior to scaling factors derived from F1-F2 means.

1pSC14. Fine-grained control of voice-onset time production, lexical
usage-frequency, and phrasal context. Mark VanDam �Boys Town Natl
Res. Hospital, 555 N 30 St., Omaha, NE 68131, vanmarj@boystown.org�,
Noah H. Silbert, and Robert F. Port �Indiana Univ., Bloomington, IN 47405�

Voice-onset time �VOT� in English maps onto the phonological catego-
ries voiced or voiceless, but fine-grained control of VOT production may
vary as a function of additional linguistic features �e.g., lexical frequency,
phrasal context, indexical features�. This study investigated the patterns of
VOT production in words that varied �a� by lexical usage-frequency �high
versus low� and �b� in selected linguistic contexts �isolation, carrier phrase,
unfamiliar phrase, familiar phrase�. Results show that talkers produced
longer VOT for voiceless stops in low-frequency words in unfamiliar and
familiar phrases but not in isolation or carrier sentences. Neither lexical fre-
quency nor phrasal context seemed to induce changes in VOT in voiced
stops. Thus, it appears that talkers make use of fine temporal distinctions
within the voiceless category but not the voiced. This suggests a complex
asymmetry in how continuously varying VOT maps onto more discretely
varying phonological categories.

1pSC15. Gestural drift in Serbian-English speakers. Stephen Tobin
�Dept. of Psych., Univ. of Connecticut, 406 Babbidge Rd., Unit 1020,
Storrs, CT 06269-1020, stephen.tobin@uconn.edu�

Following Tobin �J. Acoust. Soc. Am. 125, 2757 �2009��, perceptually
guided changes in speech production were examined in a group of Serbian-
English speakers. Participants were recorded producing Serbian and English
sentences after periods of time in the US and in Serbia. Voice onset times
�VOTs� and vowel formants were examined with the aim of determining
whether gestural targets as well as patterns of gestural timing are affected by
exposure to a language. It is predicted that in both Serbian and English,
VOTs will be longer after time in the US and shorter after time in Serbia.
Based on comparisons of available American English and Serbian vowel
formant data, it is expected that F1’s will increase and F2’s will decrease
after time in Serbia while F1’s will decrease and F2’s will increase after time
in the US. The results will be compared with those of Tobin’s Spanish-
English speakers and discussed with relation to recent research on phonetic
convergence, attunement, and articulatory setting.

1pSC16. Acoustic correlates of devoiced Japanese vowels. J. Kevin
Varden �Ctr. for Liberal Arts, Meiji Gakuin Univ., 1518 Kamikurata-cho,
Totsuka, Yokohama 244-8539, Japan, varden@gen.meijigakuin.ac.jp�

The analysis of acoustic correlates of devoiced vowels produced by
young native Japanese speakers is presented. In addition to gradient amounts
of voicing seen in vowels undergoing devoicing, gradient amounts of frica-
tivization can be observed, supporting an analysis of devoicing in Japanese
as gestural overlap of both glottal gesture and oral stricture. Specifically, the
surfacing of voiceless consonant-devoiced vowel sites as voiceless frica-
tives, evidenced by high-frequency frication in spectrograms and a signifi-
cantly higher number of zero crossings, will be discussed, as will the inter-
play between devoicing and fricativization in the data set. Analysis of the
formant frequency information at the vowel sites, preserved in the frication
and allowing the perception of the original vowels even in the face of heavy
loss of vocality, is also presented.

1pSC17. Preliminary report of devoiced vowels in Chinese. Setsuko
Shirai, Li-Chin Yang, and Yuda Lai �Univ. of MingDao, 369 Wen-Hua Rd.,
Peetow, ChangHua, Taiwan, 52345 Republic of China�

This is the preliminary report of the devoiced vowels in Chinese spoken
in Taiwan. We are currently investigating the environments of devoiced
vowels. We recorded the sentences read by ten Taiwanese who were born
and grew up in the center of Taiwan. The sentences ended with high vowels
��i� or �u�� following aspirated consonants. The tones of these final vowels
varied. We observed no voice marks after the final consonants in some
sentences. In addition, some vowels consist of a couple of waves. The ob-
served devoiced vowels are as follows: �i� in �xuechi� “wiping out of dis-
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grace,” �cuopi� “turf,” �dajuchi� “big molar tooth,” and �ruci� “in this way,”
and �u� in �dongdoufu� “dried tofu.” Although these devoiced vowels were
observed, not all speakers produced these devoiced vowels. The highly de-
voiced vowel was �i� in �xuechi� “wiping out of disgrace,” whose final
vowel �i� four out of ten speakers devoiced. In addition, the vowels pro-
duced by other two speakers consist of only two waves. Furthermore, we
observed a very short vowel in the middle of the sentence �the first �u� in
�tuputaopi� “spit out the skins of grapes”�.

1pSC18. Articulatory variability within experimental sessions. Anders
Lofqvist �Dept. Logopedics, Phoniatrics and Audiol., Lund Univ., SE 221 85
Lund, Sweden, lofquist@haskins.yale.edu�

This paper examines articulatory and acoustic variability within record-
ing sessions lasting about 25 min, with particular emphasis on overall drift
during the session. Articulatory movements were recorded using a magne-
tometer system. The subjects were five speakers of Japanese, producing
words with long and short consonants. Fifty tokens of several utterance
types were obtained. For this analysis, ten tokens were binned in five dif-
ferent bins according to where they occurred during the recording session.
Statistical analysis showed that for the five speakers, differences between
the bins occurred for between 30% and 60% of the utterances and
measurements. Most differences occurred for acoustic measures of segment
duration and for a kinematic measure of tongue movement duration. During
the course of the recording session, segment durations mostly decreased, but
the patterns differed both within and across speakers. These results are use-

ful for planning experiments, and for Power analysis of the number of to-
kens required for statistical analysis. �Work supported by NIH and the
Swedish Research Council.�

1pSC19. Acoustic and ultrasound investigation of English
vowel-to-vowel coarticulation. Jonathan C. Yip and Patrice S. Beddor
�Dept. of Linguist., Univ. of Michigan, 440 Lorch Hall, 611 Tappan St., Ann
Arbor, MI 48104, jonyip@umich.edu�

This study examined the hypothesis of whether vowel-to-vowel coar-
ticulation effects are stronger when a particular vowel segment is under fo-
cus in clarified speech than when it is not under a condition of focus. In one
condition, native speakers of American English produced disyllabic word
pairs that varied in the quality of their first vowel �stressed V1�, while in the
second condition, the same group of speakers produced the word pairs that
varied in the quality of their second vowel �V2�. The degree of coarticula-
tion was determined by the amount of spectral and/or articulatory displace-
ment that occurred during the production of V2-position �schwa� due to the
influence of V1. Due to the need to increase the likelihood of coarticulatory
effects during speakers’ productions, recording trials were sped up to a con-
versational speaking rate. Spectral measurements �first and second formants�
of . in both conditions were taken, as well as tongue-surface position mea-
surements pertaining to the position of tongue body during the production of
. under the two conditions. Preliminary acoustic analysis indicates that
speakers produced V2-position . with greater coarticulatory effects in the
V1-clarifying condition than in the V2-clarifying condition.

MONDAY AFTERNOON, 26 OCTOBER 2009 RIO GRANDE WEST, 1:00 TO 3:00 P.M.

Session 1pSPa

Signal Processing in Acoustics: Underwater Channel and Source Characterization

Natalia A. Sidorovskaia, Chair
Univ. of Louisiana at Lafayette, Dept. of Physics, P.O. Box 44210, Lafayette, LA 70504-4210

Contributed Papers

1:00
1pSPa1. Physically constrained maximum-likelihood mode filtering and
its application as a pre-processing method for underwater acoustic
communication. Joseph C. Papp, James C. Preisig, and Andrey K. Morozov
�Woods Hole Oceanograph. Inst., MS 44, Woods Hole, MA 02543, jpapp
@whoi.edu�

Mode filtering is most commonly implemented using the sampled mode
shapes or pseudo-inverse algorithms. �Buck et al. �1998�� placed these tech-
niques in the context of a broader maximum a posteriori �MAP� framework.
However, the MAP algorithm requires that the signal and noise statistics be
known a priori. Adaptive array processing algorithms are candidates for im-
proving performance without the need for a priori signal and noise statistics.
A variant of the physically constrained, maximum-likelihood �PCML� algo-
rithm �Kraay and Baggeroer �2007�� is developed for mode filtering that
achieves the same performance as the MAP mode filter yet does not need a
priori knowledge of the signal and noise statistics. The central innovation of
this adaptive mode filter is that the received signal’s sample covariance ma-
trix, as estimated by the algorithm, is constrained to be that which can be
physically realized given a modal propagation model and an appropriate
noise model. Simulation and data processing results from the Shallow Water
2006 experiment are presented along with the application of the mode filter
as a broadband pre-processor for multichannel underwater acoustic commu-
nication systems. �This work was supported by ONR through ONR Grant
Nos. N00014-05-10085 and N00014-06-10788.�

1:15
1pSPa2. Minimum Hellinger distance classification of passive
underwater acoustic signals. Brett E. Bissinger �Elec. Eng. Dept., PA Box
30, State College, PA 16804, beb194@psu.edu�, R. Lee Culver, and N.K.
Bose �Penn State Univ., State College, PA 16804�

Passive source classification in the underwater environment is a chal-
lenging problem in part because propagation through the space- and time-
varying media introduces variability and uncertainty in the signal. Acoustic
propagation codes can predict received fields accurately but they are sensi-
tive to input environmental parameters which cannot be known exactly. This
uncertainty in environmental knowledge used in signal predictions results in
imperfect statistical class models. Classifiers that rely on simulations of the
environment must therefore be robust to imperfect statistical models. Maxi-
mum likelihood methods provide ideal performance when the class models
are correct but their performance quickly deteriorates when class models are
imperfect. Minimum distance methods generally offer robustness to mis-
matches at the expense of performance, with that trade-off governed by the
distance metric used. Several well-studied distance metrics are discussed
and it is explained how the Hellinger distance offers robustness to outliers
while retaining the performance of a maximum likelihood method, proper-
ties that make it well-suited for classification of passive underwater acoustic
signals. Examples are provided to quantify the robustness properties of the
Hellinger distance when applied to classification of passive underwater
acoustic signals and compare its performance to the maximum likelihood
method. �Work supported by ONR Undersea Signal Processing.�
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1:30
1pSPa3. Underwater channel estimation and tracking using mixed norm
optimization techniques. Ananya Sen Gupta and James Preisig �Dept. of
Appl. Ocean Phys. and Eng., Woods Hole Oceanograph. Insitution, 98 Water
St., Woods Hole, MA 02543�

A mixed norm optimization technique to track the impulse response of
the underwater acoustic channel is presented. The channel is assumed to fol-
low a delay-Doppler spread function model, which is known to be sparsely
distributed over the complex channel coefficients. The ill-conditioned nature
of this estimation problem, along with the need to optimize over a complex
field, poses challenges to employing popular sparse estimation techniques
that currently exist in the literature. The time-varying nature of the under-
water channel also makes efficient tracking difficult. The motivation behind
our proposed algorithm is to robustly estimate and efficiently track the
sparse delay-Doppler coefficients directly over the complex field. We have
formulated the channel estimation problem as that of minimizing over a con-
vex combination of the L1 norm of the sparse coefficients to be estimated
and the L2 norm of the estimation error. We analyze the difference between
our proposed algorithm to existing L2-constrained L1 optimization tech-
niques and present results showing performance on simulation generated
and field data. �Work supported in part by ONR Grant Nos. N00014-05-
10085 and N00014-07-10184 and in part by Postdoctoral Scholar Program
at the Woods Hole Oceanographic Institution, with funding provided by the
Doherty Foundation.�

1:45
1pSPa4. High-resolution time delay estimation using a combined
correlator-based and phase measurement approaches. Said Assous, Clare
Hopper, Mike Lovell �Dept. of Geology, Univ. of Leicester, Leicester LE1
7RH, United Kingdom, sa251@le.ac.uk�, David Gunn, Peter Jackson, and
John Rees �Br. Geological Survey, Nottingham NG12 5GG, United
Kingdom�

Time delay estimation is a fundamental step in source localization or
beamforming applications. It has attracted considerable research attention
over the past few decades in many fields including radar, sonar, seismology,
geophysics, and ultrasonics. Various techniques are reported in the literature,
mainly the correlator-based methods. However, with these approaches, when
the time delay is not an integral multiple of the sampling rate, it is necessary
to either increase the sampling rate or use interpolation to get better
resolution. In this paper, we present a new approach for time delay estima-
tion based on combining the correlator-based technique and the phase infor-
mation obtained from the received signal. A cross-correlation based ap-
proach is applied first to get an initial estimate then the DFT is applied to a
window of the signal starting at this initial estimate to calculate a related
phase. This phase will define an additional fractional inter-sample time de-
lay, which is corrected to provide more accurate estimation. Simulated ex-
amples are given with synthetic signals. An underwater application for dis-
tance and speed of sound measurements is then demonstrated. Finally, the
proposed method is shown to outperform the correlator-based approach and
a high resolution is achievable without the need of oversampling or
interpolation.

2:00
1pSPa5. Underwater speed of sound and ranging measurements using
the sliding discrete Fourier transform. Said Assous, Clare Hopper, Mike
Lovell �Dept. of Geology, Univ. of Leicester, Leicester LE1 7RH, United
Kingdom, sa251@le.ac.uk�, Laurie Linnett �Fortkey Ltd., Edinburgh EH1
2JL, United Kingdom�, David Gunn, Peter Jackson, and John Rees �Br.
Geological Survey, Nottingham NG12 5GG, United Kingdom�

It is often desirable to extract parametric information from a signal in
order to determine its properties with high accuracy. Such parameters might
be the time delay, the amplitude, the frequency, and/or the phase. These pa-
rameters are usually highly correlated with the material through which the
signal has passed or from which it has been reflected. Time delay estimation
is a fundamental step in source localization or beamforming applications,
and has attracted considerable research attention over the past few decades
in many fields. In this paper, we propose a novel time delay estimation ap-
proach based on the sliding discrete Fourier transform �DFT�. The analysis

window is slid sample by sample over the received single frequency tone
burst signal with the DFT evaluated successively. The optimal peak spec-
trum and its corresponding phase are used to estimate the time delay of the
signal. We use the corresponding time as the first estimate, which is im-
proved based on the related phase. Simulated examples are given with syn-
thetic signals. An underwater application for speed of sound measurements
using this approach compared to those obtained by a commercial device is
then demonstrated. Finally, the proposed method is shown to outperform
standard correlator-based approaches.

2:15
1pSPa6. Noise performance of a novel total least squares approach to
source location estimation. Wm. Garth Frazier, Kenneth E. Gilbert, and
Xiao Di �Natl. Ctr. for Physical Acoust., Univ. of Mississippi, University,
MS 38677, frazier@olemiss.edu�

One of the advantages of the time-of-arrival �TOA� representation for
the source location problem is that it can be formulated such that the un-
known variables appear linearly in the describing equations. It is known that
to obtain a unique three-dimensional solution four measurements are re-
quired in the TOA case. Typically, more measurements than the minimum
are available and this naturally leads to an over-determined problem for
which an optimal estimate is sought. One method of solution is weighted
least-squares �LS�. The noisy measurements include the TOAs of the im-
pulse at each acoustic receiver as well as the locations of the receivers. In
the linear formulation these measurement values appear on both sides of the
equation Ax�b, and not just on the right side. Application of a linear total
least-squared �TLS� error method permits representation of the uncertainty
on both sides of the equation. Moreover, the additional computations re-
quired in the TLS approach are not significantly greater than the LS
approach. In this paper, we examine the noise performance of TLS solutions
and demonstrate the significant reduction in bias obtained over the LS ap-
proach at the expensive increased sensitivity. Results from simulation and
field experiments are provided.

2:30
1pSPa7. Active clutter reduction through fusion with passive sonar data.
Jason M. Aughenbaugh, Bryan Yocom, Brian R. La Cour, and Tom
Yudichak �Appl. Res. Labs., Univ. of Texas at Austin, P.O. Box 8029 Austin,
TX 78713-8029, jason@arlut.utexas.edu�

Active and passive sonar systems provide different types and qualities of
data. For example, passive sonar typically provides bearing information and
classification clues. Active systems can provide the complementary range
and Doppler shift information. Similarly, the types of false alarms—passive
interferes and active clutter—may be from different objects. The combina-
tion of information from both systems should yield a better estimate of the
target state, but traditionally, such systems are used separately. A method for
fusing active and passive sonar data is presented with example results. The
fusion engine is a Bayesian tracker. The key step for fusing active and pas-
sive data is the formation of the likelihood function for each type of
measurement. This process is described at a high level, but the emphasis on
the results of fusing the data. The example problem involves simulated ac-
tive and passive data, including the presence of passive interferers and ac-
tive clutter objects. The results show the value of using active systems to
refine passive estimates and more importantly suggest the potential power of
using passive data to mitigate active clutter. �This work was supported by
the Office of Naval Research Contract No. N00014-06-G-0218-01.�

2:45
1pSPa8. Statistical characterization of bistatic acoustic clutter from a
shipwreck in the 0.8–3.5-kHz region. John, R. Preston �ARL, Penn State
Univ., P.O. Box 30, State College, PA 16804, preston@ciao.arl.psu.edu�

Sonar clutter is defined as target like echoes that are detected and tracked
by automated signal processors. Sonar clutter is one of the primary limita-
tions to active ASW. Some statistical analysis of clutter from bistatic mea-
surements will be presented. The received data are taken from the Five Oc-
tave Research Array that has been used to collect extensive monostatic and
bistatic data in two recent sea trials on the Malta Plateau off Sicily called
Clutter 07 and BASE 07. Statistical characterizations of bistatic clutter from
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and near a shipwreck are presented. Related work by D. Abraham focused
on monostatic characterizations of clutter. This work uses data from the
above mentioned sea trials to characterize non-Rayleigh behavior of bistatic
clutter from pulsed sources and to compare bistatic clutter with monostatic
clutter. K-distributions with their shape and scale parameters are used to de-
scribe non-Rayleigh behavior together with the models of Abraham and Ly-

ons to infer scatterer densities. The ability to geo-reference key statistical
measures of clutter near the shipwreck that can allow CFAR processors to
properly set thresholds and reduce false alarms is demonstrated. Also in-
cluded are presentations of the shape parameter versus bistatic aspect angle.
�Work supported by ONR code 321US.�

MONDAY AFTERNOON, 26 OCTOBER 2009 RIO GRANDE WEST, 3:30 TO 4:30 P.M.

Session 1pSPb

Signal Processing in Acoustics: Sensor Optimization Techniques

R. Lee Culver, Chair
Pennsylvania State Univ., Applied Research Lab., P.O. Box 30, State College, PA 16804

Contributed Papers

3:30
1pSPb1. Cost efficient sensor placement and configuration to fulfill
spatially inhomogeneous coverage preferences. Sergey N. Vecherin, D.
Keith Wilson �Signature Phys. Branch, U. S. Army ERDC/CRREL, 72
Lyme Rd., Hanover, NH 03755, sergey.n.vecherin@usace.army.mil�, and
Chris L. Pettit �U. S. Naval Acad., Annapolis, MD 21402�

Finding a most cost efficient sensor network to fulfill specified coverage
requirements is an important practical problem. Current research presents a
strict formulation of this problem as the binary linear programming problem.
The solution addresses the questions of how many, what type, and where to
place sensors to fulfill arbitrarily complicated coverage preferences with
minimal cost. Cost can reflect different sensor attributes, e.g., actual sensor
values, their number, or accessibility of the terrain in which they are placed.
Sensor performance is evaluated in terms of a detection probability and is
applicable to any type of sensor, including acoustic. Geometrical spreading
and attenuation of a signal from its source to a sensor are taken into account
when calculating detection probability. For large spatial grids of candidate
sensor locations, it is infeasible to determine the strict, optimal solution. To
overcome this problem, a fast algorithm is presented for finding a subopti-
mal, but highly satisfactory, solution. The algorithm accommodates many
practical needs, such as sensor availability, relocation of existing sensors to
improve their coverage, and sensor-to-sensor communication. The efficiency
of the algorithm is demonstrated through a comparison with another heuris-
tic sensor placement strategy that places sensor one-by-one in the previously
worst covered spots.

3:45
1pSPb2. Using wireless networks for real-world acoustic measurement
applications. Kurt Veggeberg �Sound and Vib. Segment, Natl. Instruments,
11500 N. Mopac C, Austin, TX 78759, kurt.veggeberg@ni.com�

Wireless technology extends the concept of personal computer based
data acquisition beyond the limits of cables and wired infrastructure for new
remote or distributed measurement applications. This is an overview of
wireless networking basics and how to deploy reliable wireless measure-
ment in a variety of outdoor or harsh environments for reliable and secure
data acquisition systems. Examples of distributed outdoor noise monitoring
systems will illustrate networking layers and topologies for specific appli-
cations using IEEE 802.11 networks for reliable and secure wireless data
acquisition systems. These include a distributed, synchronized data acquisi-
tion system for the extended measurement of sonic booms and a portable
noise and vibration management system with multiple front ends connected
wirelessly throughout a construction site to be compliant with local regula-
tions and contractual obligations for noise and vibration levels.

4:00
1pSPb3. Research on the applications of time reversal method for noise
control by use of micro-electro-mechanical-system array microphones
for cell phones. Yu-Hao Hsieh, Sheng-Che Lin, Bo-Hsien Wu, Gee-Pinn
Too �Dept. of Systems and Naval Mechatronic Eng., Natl. Cheng Kung
Univ., No. 1 University Rd., Tainan 70101, Taiwan�, and Shyang-Jye Chang
�ITRIS, Tainan 70955, Taiwan�

The purpose of this research is to construct a noise reduction system in
3G cell phones that combines time reversal method �TRM� and the micro-
electro-mechanical-system �MEMS� microphone array. Time reversal
method has advantages of compensate distortion due to path effect in propa-
gation and signals focus at the original location. This research contains the-
oretical reasoning, TRM simulations, and experiments. The main point of
this study is to estimate the impulse response function accurately to form a
virtual path model, because desired signal needs to be obtained at listener’s
location, not source location. The simulations present that the procedure is
effective under different environmental conditions and parameters. Both
normalized cross-correlation coefficient �NCCC� and signal-to-noise ratio
�SNR� are used to estimate the simulation result. In the experiments, a
MEMS microphone array is constructed and simulates the configuration as it
is on the cell phone. The results demonstrate that the procedure can separate
a specific source from a combination signal of multiple sources, and in-
crease the NCCC and SNR of the specific source signal. Finally, the en-
hancement level of the result is discussed. �This study is supported by Cen-
ter of Nanotechnology and Microsystems Engineering, National Cheng
Kung University, with the Project no. 98C066.�

4:15
1pSPb4. Improving mp3 capability of mobile phones by linking acoustic
information with vibrations. Cheol Hong Kim �Chonnam Natl. Univ.,
Dept. of Electron. and Comp. Eng. 300 Yongbong-Dong, Buk-Gu Gwangju
500-757 KR, chkim22@chonnam.ac.kr�, Young Jin Park, and Jong-Myon
Kim �Univ. of Ulsan, Korea�

Consumers around the world have strong demand for mobile devices
such as mobile phones and mp3 players. For this reason, the mp3-playing
mobile phone has become one of the most popular mobile devices, espe-
cially for the younger generation. In this study, we propose an efficient
method of utilizing small vibration motors embedded in the mobile phones
to improve mp3 capability. The small vibration motors are generally embed-
ded in the mobile phones to implement tangible user interface. The proposed
method, which links acoustic information with areas on the mobile phone
surface, utilizes the existing embedded small vibration motors to enhance
mp3 capability. The use of additional small vibration motors can maximize
mp3 capability but can cause additional power consumption and heat dissi-
pation in the mobile phones. Therefore, the proposed method utilizes the
pre-embedded vibration motors to generate vibrations according to the
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acoustic information from mp3. Experimental results, performed by using
up-to-date mobile phone platform over 50 persons, demonstrate that the pro-
posed method is suitable for mp3-playing mobile phones in case that the

users want to feel vibrations with mp3. �Work supported by the MKE, Ko-
rea, under the ITRC supervised by the IITA �IITA-2009-�C1090-0903-
0008��.�

MONDAY AFTERNOON, 26 OCTOBER 2009 RIO GRANDE CENTER, 1:00 TO 4:15 P.M.

Session 1pUW

Underwater Acoustics: Scattering From Targets in the Ocean

Philip L. Marston, Cochair
Washington State Univ., Physics and Astronomy Dept., Pullman, WA 99164

Jon La Follet, Cochair
Washington State Univ., Physics and Astronomy Dept., Pullman, WA 99164

Contributed Papers

1:00
1pUW1. Inversion for material, geometrical, positional, and radial
speed parameters of a spherical target in a waveguide. John A. Fawcett
�DRDC Atlantic, P.O. Box 1012, Dartmouth, NS B2Y 3Z7, Canada, john
.fawcett@drdc-rddc.gc.ca�

In this paper, a moving spherical target in a Pekeris waveguide is
considered. The classification of a target from its free space echo has been
previously studied by many authors. In a waveguide, the received echo re-
sults from the coherent interference of the various multipaths incident upon
and scattered from the target. When the position of the target in the wave-
guide is imprecisely known, the echo classification problem is more difficult
. In addition, if the target is moving with an unknown radial speed, this fur-
ther complicates the problem. In this paper, we consider a single
omnidirectional transmitter and a single receiver and investigate the estima-
tion of the material, geometrical, positional, and dynamical parameters of
the sphere from the received echo. We use a simple simulated annealing ap-
proach to investigate the parameter estimation. We also consider various
two-dimensional cost-function surfaces to illustrate the uncertainties in the
parameter values.

1:15
1pUW2. Backscattering by a solid aluminum cylinder near a boundary:
Experiment and finite element model comparisons. Jon La Follett and
Philip L. Marston �Phys. and Astronomy Dept., Washington State Univ.,
Pullman, WA 99164-2814, lafollej@mail.wsu.edu�

Modeling can be a useful tool for understanding the mechanisms that
affect target backscattering. Comparing model predictions with experimental
data serves to build credibility for the modeling approach and can give an
estimation of accuracy. Measurements were made of backscattering by a
solid aluminum cylinder, having a length to diameter ratio of 2. The target
was suspended just below the surface of a water tank to simulate some as-
pects of backscattering when resting on the seabed. The target was rotated in
a plane parallel to the free surface in both the free field and proud target
configurations to obtain the spectral response �color� as a function of tilt.
These measurements were compared with predictions made by a previously
developed approximate finite element method �Williams et al., J. Acoust.
Soc. Am. 125, 2701 �2009�� designed to model axisymmetric targets. Model
predictions of acoustic color were able to accurately produce many of the
bright features present in the tank data. However, for the proud configuration
at broadside and larger values of wavenumber radius product, ka greater
than 6, there are some discrepancies. �Research supported by ONR.�

1:30
1pUW3. Bistatic line-scan holography of scattering by metallic objects
near a free surface. Jon La Follett and Philip L. Marston �Phys. and As-
tronomy Dept., Washington State Univ., Pullman, WA 99164-2814, lafollej
@mail.wsu.edu�

Bistatic scattering measurements were performed with metallic targets in
water located near a free surface to simulate aspects of scattering by a proud
target resting on ocean sediment. A water filled cylindrical aluminum shell
and a solid aluminum cylinder were studied, both having a length to diam-
eter ratio of 2. In addition a solid 45 deg aluminum cone was studied. Pre-
viously, an acoustic holographic method �Baik et al., J. Acoust. Soc. Am.
121, 3203 �2007�� was applied to bistatic scattering measurements where the
source, free field target, and receiver scan line were all contained in a plane.
That method was shown to be helpful for identifying contributions to the
scattering. In the present work, this method is modified to analyze bistatic
scattering by proud targets where both the source and receiver are at a graz-
ing angles with respect to the free surface. The holographic images are com-
pared with bistatic synthetic aperture sonar images for certain targets. Some
of the image features were caused by the proximity of the target to the
surface. �Work supported by the Office of Naval Research.�

1:45
1pUW4. Evolution of navy diver exposure standards for deterministic
underwater sound in the 100–500 Hz band. Frederick M. Pestorius �Appl.
Res. Labs., Univ. of Texas at Austin, 10000 Burent Rd., Austin, TX 78758,
pestoriu@arlut.utexas.edu�, David Fothergill, and Edward Cudahy �Naval
Submarine Medical Res. Lab., Naval Submarine Base, Groton, CT 06349�

The US Navy developed low-frequency active �LFA� sonar that had the
potential for adverse exposure of divers to high levels of LFA sound. A num-
ber of studies into the effects on divers of deterministic waveforms in the
frequency band 100–500 Hz were conducted. Animal, human diver, and
modeling underwater sound exposure studies were completed across a broad
array of organ systems. Human diver studies have investigated underwater
hearing thresholds, aversion, wet suit attenuation, and psychophysical
response. Tests have included both laboratory and field studies at sound
pressure levels up to 160 dB re 1 µPa. Ultimately, over 500 exposures using
over 100 different test subjects were conducted. These tests yielded a base-
line set of guidelines for the exposure of Navy and recreational divers to
deterministic sonar transmissions in the subject test band. A summary of the
initial and subsequent testing and a tracing of the evolution of the current
guidelines will be presented.
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2:00
1pUW5. Detection and localization of a target in shallow water between
two source-receive ultrasonic arrays: A small-scale experiment
demonstration. Christian Marandet, Philippe Roux �LGIT, BP 53, Cedex 9,
1381 rue de la Piscine, 38400 St Martin d’Heres France,
christian.marandet@obs.ujf-grenoble.fr�, and Barbara Nicolas �Gipsa Lab.,
BP 46, Cedex 9, 38402 Grenoble, France�

We experimentally demonstrate the detection and localization of a
wavelength-size target in a shallow ultrasonic waveguide between two
source-receive arrays. The waveguide represents a 1.5-km-long, 50-m-deep
ocean acoustic channel at the 1/1000 scale, in which two coplanar arrays
would record the broadband transfer matrix around 3 kHz. Invoking reci-
procity principle, we perform a time-domain double beamforming algorithm
simultaneously on the source and receive array. This array processing
projects the multi-reverberated acoustic signals recorded between each
source and each receiver into an equivalent set of eigenrays defined by their
launch and receive angles. Comparison is made between the intensity of
each eigenray with and without the target in the ultrasonic waveguide. When
detection is achieved, localization is performed through the back projection
of each eigenray into the acoustic waveguide weighted by the intensity fluc-
tuation induced by the target. The use of the diffraction-based sensitivity
kernel for each eigenray improves the localization of the target. Detection
and localization experimental results will be shown in the presence of sur-
face waves for ultrasonic arrays at 1 and 3 MHz.

2:15
1pUW6. Backscattering and synthetic aperature sonar imaging of
partially exposed acoustically penetrable polymer cylinders. Timothy M.
Marston and Philip L. Marston �Phys. and Astronomy Dept., Washington
State Univ., Pullman, WA 99164 2814, marston@wsu.edu�

The scattering by a partially exposed circular cylinder parallel to a flat
surface can have a complicated dependence on the amount of exposure h
and the grazing angle. Even in the case of high-frequency scattering by a
rigid cylinder, geometric analysis must be extended to eliminate abrupt
jumps caused by transitions in the number of rays �K. Baik and P. L. Mar-
ston, IEEE J. Ocean. Eng. 33, 386–396 �2008��. The present investigation
concerns transitions in the ray contributions as a function of h for the more
complicated case of a penetrable plastic cylinder lowered through a free
surface. In this case it is helpful to observe the impulse response as a func-
tion of h and the time t. The slopes of trajectories in the �t, h� plane are
useful for classifying the scattering mechanisms and the number of reflec-
tions from the adjacent flat interface. Some mechanisms �including trans-
mission and refraction through the cylinder� fade with a decreasing h due to
a loss of aperture. The evolution of SAS images can also be explained in this
way. The investigation is also important for understanding backscattering by
cylinders partially covered by sediment. �Work supported by ONR.�

2:30
1pUW7. Burial depth spatial decay rate reduction using bistatic
detection: Laboratory demonstration. Timothy M. Marston, Aubrey L.
Espana, David B. Thiessen, and Philip L. Marston �Phys. and Astronomy
Dept., Washington State Univ., Pullman, WA 99164 2814, marston@wsu
.edu�

For some situations evanescent waves are important in the detection of
objects below the sea floor. The scattering by the object is reduced for in-
creased burial depth and the spatial decay rate of the scattering depends on
the grazing angle of the incident wave as well as the grazing angle of the
receiver �for the case of bistatic reception�. The decay rates are related by
extended reciprocity �Cerruti et al., J. Acoust. Soc. Am. 125, 2732 �2009��.
The present research gives laboratory measurements of bistatic scattering by
two types of small targets �a liquid filled shell and an aluminum cylinder� in
an experiment using immiscible liquids �Osterhoudt et al., IEEE J. Ocean.
Eng. 33, 397–404 �2008��. With a receiver position analogous to one in the
water column nearly directly above a buried target, as predicted, the mea-
sured spatial decay rate of the scattering becomes simply that of the evanes-
cent wave. Design of the experiment and placement of the hydrophone re-
quired computational simulation to reduce complications from tank wall
reverberations. �Work supported by ONR.�

2:45
1pUW8. Enhanced coupling to target modes from vertical acoustic
pressure gradients caused by proximity to an interface and grazing
incidence. Aubrey L. Espana, Jon R. La Follett, Timothy M. Marston, and
Philip L. Marston �Dept. of Phys. and Astronomy, Washington State Univ.,
Pullman, WA 99164-2814�

In prior research, it was demonstrated that for end-on illumination of a
small horizontal aluminum cylinder, an elastic mode was preferentially ex-
cited with evanescent wave illumination in comparison to the case of a
propagating wave �Espana et al., J. Acoust. Soc. Am. 125, 2732 �2009��. A
free-field finite element method simulation revealed that associated with this
mode there was a rocking motion at the end of the cylinder. The evanescent
wave coupled strongly because of its transverse dependence �along the ver-
tical coordinate� on the excitation. Another way to generate transversely de-
pendent excitation is to place the cylinder parallel to a flat reflecting surface
and illuminate it with a propagating wave at grazing incidence. This en-
hancement of the coupling was demonstrated by placing the cylinder adja-
cent to a free surface and monitoring the end-on backscattering as a function
of the position relative to the interface. The coupling to this mode depends
on how the horizontal cylinder is positioned vertically. The response of this
mode is also enhanced with the cylinder’s axis below the surface near a
pressure minimum of the approximately horizontal Lloyd mirror pattern.
�Research supported by ONR.�

3:00—3:15 Break

3:15
1pUW9. Impact of target scattering properties on active waveguide
invariance. Richard L. Campbell, Jr. and Lisa M. Zurk �NEAR-Lab., Port-
land State Univ., 1900 SW 4th Ave., Portland, OR 97201, rlcamp@pdx.edu�

The waveguide invariant is a parameter which quantifies time-frequency
structure observed in broadband, time-varying sonar geometries. This struc-
ture is only weakly dependent on the specific properties of the ocean wave-
guide, and thus processing schemes utilizing this invariant relationship be-
tween range and frequency have the potential to be robust in unknown or
poorly known environments. Recent work has extended the concept of
waveguide invariance to active sonar, and experimental demonstrations in
near-monostatic active geometries using a vertical plate scatterer have been
presented �Quijano, 2008�. In this study, scaled tank experiments are ex-
tended to true bistatic geometries using a variety of canonical scatterers �i.e.,
spheres, plates, and cylinders�, in order to explore effects that are unique to
the bistatic scenario. The resulting spectrograms indicate that the target scat-
tering matrix can be the dominant influence on the time-frequency structure.
Results from normal mode and raytracing simulations are presented to in-
terpret the tank data and predict the striation structure in realistic ocean
environments.

3:30
1pUW10. Acoustic beams with modulated helicity and a simple
helicity-selective acoustic reciever. Timothy M. Marston and Philip L.
Marston �Phys. and Astronomy Dept., Washington State Univ., Pullman, WA
99164 2814, marston@wsu.edu�

Acoustic helicoidal beams have an azimuthal phase gradient and an axial
null in amplitude. The sign and magnitude of the azimuthal phase gradient
determine the helicity and topological charge of the beam. Beams with a
unit-magnitude topological charge have been generated with a four-quadrant
sectored array, adjacent quadrants being driven with a 90 deg phase offset
�B. T. Hefner and P. L. Marston, J. Acoust. Soc. Am. 106, 3313–3316
�1999��. The scattering by symmetric targets placed on the axis of such
beams preserves the helicity and the axial null �P. L. Marston, J. Acoust.
Soc. Am. 124, 2905–2910 �2008�; F. G. Mitri, Ann. Phys. 323, 2840–2850
�2008��. The present work shows how to rapidly alter �or modulate� the he-
licity with an appropriately timed reversal of the excitation of a single pair
of opposite quadrants. A simple four-element helicity-selective detector
�using appropriately offset elements� was also demonstrated. These beams
may be useful for digital acoustic communication and they have a modu-
lated axial angular momentum flux. They should also generate a modulated
acoustic torque on targets. �Work partially supported by ONR.�
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3:45
1pUW11. Propagation of low-frequency guided waves in
three-dimensional submerged heterogeneous pipes. Jill P. Bingham and
David C. Calvo �Acoust. Div., Code 7145, Naval Res. Lab., Washington,
DC 20375, jill.bingham.ctr@nrl.navy.mil�

We numerically investigate the propagation of low-frequency guided
waves in a fluid-filled elastic pipe submerged in a liquid. In a vacuum, axi-
symmetric modes travel through the pipe wall. When filled with a fluid of
low sound speed, the pipe system can develop modes that are mainly sup-
ported by the interior fluid. As mode cut-offs are approached, an increasing
amount of energy penetrates the surrounding fluid. In order to determine
these cut-off frequencies, we have numerically obtained dispersion curves
for the guided pipe modes from the characteristic equations for thick- or
thin-walled layered systems in cylindrical coordinates. As a complement to
the separation of variable method, we also compute group speed curves
from the propagation of interior source pulses through the medium using the
time-domain elastodynamic finite-integration technique �EFIT�. A time-
frequency analysis of the received signals at select probe locations reveals
the group speed structure. We also compute the stability of the modes in the
presence of heterogeneous contents such as gas or solid particulates using
direct simulation with the EFIT code. Finally, we consider propagation
through three-dimensional structures such as valves.

4:00
1pUW12. A new mixed optimization algorithm for array pattern
synthesis. Wang Yingmin, Qi Hua, and Yu Yanli �College of Marine Eng.,
Northwestern Polytechnical Univ., Xi’an 710072, China, ywang@nwpu.edu
.cn�

A numerical pattern synthesis algorithm based on adaptive notched noise
and genetic optimization procedure is presented. For a given array, this tech-
nique allows one to attain a set of weight coefficients that shape the array
with designed main beam in given directions and lower sidelobes. The al-
gorithm may search for optimization attainable patterns for the specific el-
ements if the desired pattern cannot be found. The new algorithm combines
adaptive array principle with genetic technique and a mixed two-step opti-
mization approach is formulated. The first step is based on adaptive theory
and the elements of the given array are supposed as the elements of an adap-
tive array. The desired direction of the main beam is chosen to be the steer-
ing direction and sidelobes are controlled by assigning a number of inter-
fering noise throughout the so-called sidelobe area. An initial weight
coefficient or pattern is obtained after several iterations. Then an energy
function based on the difference between desired pattern and the initial pat-
tern is introduced. A simple genetic algorithm is used to minimize the en-
ergy function. The effectiveness of the algorithm is demonstrated on an ex-
ample of a double-circular array.

Separate registration fee required

MONDAY AFTERNOON, 26 OCTOBER 2009 RIO GRANDE CENTER, 7:00 P.M. TO 9:00 P.M.

Session 1eID

Interdisciplinary: Tutorial Lecture:
Podcasting Demystified: From Concept to Production For Every Budget

Juan I. Arvelo, Chair
Johns Hopkins Univ., Applied Physics Lab., Laurel, MD 20723-6099

Chair’s Introduction—7:00

Invited Paper

7:05

1eID1. Podcasting demystified: From concept to production for every budget. Kathleen P. King �Graduate School of Education,
Fordham Univ., 113 W. 60th St., New York, NY 10023�

Podcasting offers an inexpensive and yet powerful way to reach people around the globe with your message in audio or video
format. Leveraging our global societies’ access of 24/7 web-based platforms to meet their information and learning needs provides a
vibrant distribution engine waiting for people of all disciplines to create and post their work. This tutorial will provide an overview of
the basic “how-to’s” of planning, producing, and hosting your podcast episodes and series. Podcasting possibilities may include redis-
tributing content, and events, supplementing learning experiences, extending the traditional classroom, and integrating new
opportunities. Intellectual property, copyright issues, sound production, equipment options for every budget, free software for recording,
editing, and production, and resources will be discussed as well. The author hosted and produced over eight series, reached over 6
million people through her podcasting work, written two books, and presented many seminars on this, other digital media, and distance
learning topics. Utilizing this experience, insight into the many different formats, audiences, hosting features, and applications of pod-
casting will be presented. As examples of applications, consider that podcasting can be thought of as teacher-created, student-created,
or already existing content. We will discuss how you might use these different forms for different valuable purposes in teaching and
learning settings.
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TUESDAY MORNING, 27 OCTOBER 2009 8:00 A.M. TO 5:00 P.M.

Session 2aAAa

Architectural Acoustics: ETS-Lindgren Acoustic Test Laboratory and Factory Tour

Douglas Winker, Chair
ETS-Lindgren, 1301 Arrow Point Dr. Cedar Park, TX 78613

A tour of the new ETS-Lindgren Acoustic Research Laboratory in Cedar Park, Texas will be conducted. The schedule for the day
includes a technical discussion on acoustic test facilities followed by a lunch break and factory tour. As a bonus, the tour will feature
demonstrations of the material presented in the technical discussion.

Tour participants will see several state-of-the-art chambers for acoustic test services, including a hemi-anechoic chamber and two
reverberation chambers, impedance tubes and supporting acoustic test equipment and software. The laboratory offers product noise
emission testing and structural/architectural acoustic testing.

Product noise emission testing is commonly performed in the double-walled hemi-anechoic chamber that is designed to measure very
low noise emissions from products and devices at 80 Hz and above Outside chamber dimensions are 8.5 m long � 8.5 m wide � 7 m
high. This chamber is ideal for testing sound power and pressure levels as well as small fan noise. Products tested include Information
Technology Equipment �ITE� such as laptop computers and associated printers, home appliances, garden equipment — essentially any
noise emitting device may be tested in this chamber. Commonly referenced standards for testing in this chamber include ISO 3744, SO
3745, ISO 7779, ISO 11201, and ECMA 74. Structural/architectural acoustic testing is performed in the reverberation chambers. With
transmission loss testing of wall samples, windows, doors, automobile panels and the like, design engineers can determine how much
sound energy is transmitted through a product in the chambers. The source chamber measures 7.4 m long � 5.9 m wide � 4.8 m high;
the receive chamber measures 7.4 m long � 9.2 m wide � 6 m high. ASTM E90, ASTM C423, ASTM E596, and ISO 3741 are the most
commonly referenced standards for testing in these chambers.

To enhance chamber performance, the hemi-anechoic inner chamber sits on a 50 ton isolated concrete slab while the reverberation
chambers sit on individual floating concrete slabs. The laboratory is ISO 17025 accredited under the US Department of Commerce NIST
National Voluntary Laboratory Accreditation Program �NVLAP� Lab Code 100286–0. The tour will also feature a stop in ETS-
Lindgren’s ISO 9001 certified factory. Tour participants will see how acoustic chambers are constructed.

Bus loading will begin promptly at 8:00 am outside the main entrance of the Hyatt Regency Hotel, on Losoya Street. Tour participants
will travel in a luxury air-conditioned motor coach for approximately 90 minute ride to Cedar Park �near Austin�. The bus is equipped
with bathroom facilities. Refreshments will be provided upon arrival at ETS-Lindgren. A traditional Texas Style BBQ lunch buffet will
be served at noon. Snacks in the afternoon and a treat for the return bus ride to San Antonio will also be provided. The bus will depart
Cedar Park by 2:30 pm for an arrival at the Hyatt Hotel before 5:00 pm, traffic permitting. Please note tour attendance is limited to 50
people and reservations will be confirmed in the order received until space is filled. There is no fee to attend, but you must have a prior
reservation to board the bus. To make your reservation, please visit www.ets-lindgrenregistration.com/ASAtour. For more information,
please contact Janet O’Neil, janet.oneil@ets-lindgren.com or phone �1.425.868.2558.
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TUESDAY MORNING, 27 OCTOBER 2009 REGENCY EAST 2, 7:55 TO 10:15 A.M.

Session 2aAAb

Architectural Acoustics, ASA Committee on Standards, Noise, and Speech Communication: Classroom
Acoustics: New Design Approaches—Both Successes and Failures

Kenneth W. Good, Jr., Cochair
Armstrong World Industries, 2500 Columbia Ave., Lancaster, PA 17603

Pamela J. Harght, Cochair
BAi, LLC, 4006 Speedway, Austin, TX 78751

Chair’s Introduction—7:55

Invited Papers

8:00

2aAAb1. Predicting acoustic performance in reconfigurable classrooms. Kenneth P. Roy and Kenneth W. Good, Jr. �Bldg. Products
Technol. Lab., Armstrong World Industries, 2500 Columbia Ave., Lancaster, PA 17604, kproy@armstrong.com�

Both laboratory component tests and field system evaluations were conducted to screen architectural designs relative to sound qual-
ity performance within a classroom, and noise intrusion between classrooms. Recognized standards such as ANSI S12.60 for Acoustics
in Schools and other rating systems such as LEED for Schools and CHPS provide guidance on performance/design needs for K-12
schools. But what about postsecondary schools and especially those designed with reconfigurable architectural elements such as relo-
catable walls and raised floor system—can these be made to work? Initial results from this ongoing research will be discussed, including
wall performance, ceiling/plenum effects, and sound system effects.

8:20

2aAAb2. Case study in classroom acoustics measurements. Kenneth Good and Kenneth Roy �Armstrong World Ind. 2500 Columbia
Ave., Lancaster, PA 17603, kwgoodjr@armstrong.com�

Recent work was done related to exploring variations and interpretations of measurement techniques in a classroom environment.
The primary focus of the work was related to quantifying room to room isolation; however, minimal background noise and reverberation
time measurements were included. This presentation will discuss the differences in the measurements methods, results, and when each
may be appropriate.

8:40

2aAAb3. Modular classroom acoustics: Where we are and where we should be going. Norman H. Philipp and Lily M. Wang
�Architectural Engr. Prog., Peter Kiewit Inst., Univ. of Nebraska-Lincoln, 1110 S. 67th St., Omaha, NE 68182-0681, philipp.norman
@gmail.com�

This paper presents a review of an 18-month study into the acoustical characteristics of modular �or relocatable� classrooms within
the Omaha Public School District in Omaha, NE. The study included measurements of reverberation times, interior background noise
levels �both occupied and unoccupied�, and exterior facade sound insulation properties. From analysis of the gathered data, recommen-
dations are made regarding sound insulation classification systems and background noise levels for the renovation of existing modular
classrooms. These results may be used to inform the pending addendum to ANSI S12.60-2002, regarding acoustic guidelines for modu-
lar classrooms. Suggestions for future research are also discussed.

9:00

2aAAb4. Acoustics in a high school gymnasium. Stephanie Hoeman, Jon Birney, Hannah Schultheis, Shane Kanter, and Bob Coffeen
�The Univ. of Kansas, 1465 Jayhawk Blvd., Lawrence, KS 66046, stephanie.hoeman@gmail.com�

A high school gymnasium constructed with unintentionally interesting acoustics was recently scheduled for a new sound reinforce-
ment system. It was determined that the sound reinforcement system would be of little consequence until the architectural acoustics of
the space were addressed. The gymnasium was constructed of entirely concave shapes which resulted in severe sound focusing. The
space was extremely reverberant and exhibited many distinct, distracting reflections. Impulse responses were made in the space and
computer models were made. The goal was to find a solution to reduce unwanted reflections and shorten the reverberation time. Since
this project was for a public school with limited funds, utmost importance was placed on a solution that would be economical and
uncomplicated to install. Acoustical analysis and auralizations of the space in its current condition and the projected performance of
recommendations were compared to find an effective, cost-efficient solution the school board could implement to improve the archi-
tectural acoustics before the sound reinforcement system was added.
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9:20

2aAAb5. Current trends in K-12 classroom design. Jessica Molter and Jonathan Hodge �Pfluger Assoc., LP 209 E Riverside Dr.,
Austin, TX 78704�

Presentation of current trends in K-12 Classroom Design with an emphasis on items that contribute to acoustic performance of the
space.

9:40

2aAAb6. Classroom reinvented, a quantum leap in classroom design. Kenneth Good �Acoust. Privacy Enterprises, LLC, Mount Joy,
PA 17552, kwgoodjr@acousticprivacy.com�

How do you design an environment to maximize your impact on a child’s development when you are limited to just an hour or two
a week? Traditional academic education or biblical instruction, the environment is critical to success in reaching children and youth.
This case study will explore the acoustical performance and design strategies that went into LCBC’s new and nontraditional building for
children and students.

Contributed Paper

10:00
2aAAb7. Optimizing the signal-to-noise ratio in speech rooms using
passsive acoustics. Peter D’Antonio �RPG Diffusor Systems, Inc., 651-C
Commerce Dr., Upper Marlboro, MD 20774, pdantonio@rpginc.com�

Adults with normal hearing require a roughly 0-dB signal-to-noise ratio
for good speech intelligibility in classrooms and lecture halls. However, sig-
nificantly higher values may be needed to compensate for neurological im-
maturity, sensorineural and conductive hearing losses, language proficiency,
and excessive reverberation. ANSI 12.60 addresses ways to lower the noise
interference due to background levels and reverberation time. However, it is

also possible to increase the signal, by reflecting or diffusing early reflection
. While speech power is delivered in the vowels which are predominately in
the 250–500-Hz frequency range, speech intelligibility is delivered in the
consonants, which occur in the 2–4-kHz frequency range. Therefore, effec-
tive core learning designs can incorporate scattering surfaces, rather than
surfaces that absorb in the 2–4-kHz region, on the front wall, lower side
walls, and central ceiling areas, to increase the speech signal. The decay
time can be controlled with broadband absorption on the perimeter of the
ceiling and upper wall surfaces. A computer model analysis of various
speech environments will be presented.

TUESDAY MORNING, 27 OCTOBER 2009 REGENCY EAST 2, 10:20 A.M. TO 12:00 NOON

Session 2aAAc

Architectural Acoustics, Noise, ASA Committee on Standards, and Speech Communication: Classroom
Acoustics: An Update

David Lubman, Cochair
DL Acoustics, 14301 Middletown Ln., Westminster, CA 92683-4514

Kenneth W. Good, Jr., Cochair
Armstrong World Industries Inc., 2500 Columbia Ave., Lancaster, PA 17603

Invited Papers

10:20

2aAAc1. Working towards an enforceable standard for classroom acoustics. Lois Thibault �US Access Board, 1331 F St. NW, 1000,
Washington, DC 20004�

The US Access Board has proposed to reference ANSI/ASA S12.60-2002 �R-2009� in the 2012 International Building Code �IBC�,
which will provide for local enforcement. If this proposal is adopted, the Board will then update its 2004 ADA-ABA Accessibility
Guidelines to harmonize with the IBC. This paper will review the history of classroom acoustics initiatives, including the standard, and
update attendees on the current process. Other classroom acoustics activity will be highlighted, particularly sustainability and green
design proposals, and the 2010 re-authorization activities under the Individuals with Disabilities Education Act.
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10:40

2aAAc2. The acoustic treatment in classroom refurbishment: A double blind experimental study examining the acoustic and
auditory environment of the cellular classroom. David C. Canning �Div. of Psych. and Lang. Studies, Univ. College London, 26
Bedford Way, London, WC1H 0AP, United Kingdom and Hear2Learn, United Kingdom, canningd@gmail.com�

This paper will present data from the Essex Study of mainstream schools designed for inclusion of children with special hearing
difficulties. It will present data from the experimental study which was set up to guide the specification of classroom acoustic perfor-
mance standards. The UK Special Educational Needs Legislation requires education authorities to meet the special educational needs of
all children. The major need considered in the provision of children with special hearing requirements, including deaf and hard of
hearing children, is their ability to function when there is competing sound. Control of competing sound is in part the job of the teacher,
as the dominant source of sound is created by the occupants, but the acoustician has a significant role to play. The acoustic performance
of a classroom has considerable impact on every aspect of teaching and learning and ultimately on whether a child’s special educational
needs can be met within an inclusive educational setting. The findings of the study have implications for the acoustical performance of
all schools, given that every school might reasonably be expected to provide for children with special hearing requirements. �The sup-
port of Sweyne Park School, Essex County Council, The National Deaf Children’s Society, and the Federation of Property Services is
acknowledged.�

11:00

2aAAc3. Auralizing adult-child listening differences. Peggy B. Nelson �Dept. of Speech-Lang.-Hearing Sci., Univ. of Minnesota, 164
Pillsbury Dr. SE, Minneapolis, MN 55455, peggynelson@umn.edu�, Jonah Sacks, and Jennifer Hinckley �Acentech, 33 Moulton St.,
Cambridge, MA 02138�

Substantial data from previous research show that children and adults require different acoustical conditions for good understanding.
For example, adults can understand the majority of speech when the audibility of the speech is reduced to 40% or 20%, but young
children need 80% or 60% audibility for the same level of understanding. Also, while adults need 4 to 6 bands of vocoded speech to
reach good performance levels, children need 8–12 bands. While adults experience a release from masking when signals and back-
ground noise arise from different angles, children do not gain the same benefit, and in fact may experience masking from background
noises coming from any direction. J.H. and J.S. from Acentech prepared auralizations that demonstrate these differences between chil-
dren and adults. Those auralizations will be presented and discussed as possible educational tools.

11:20

2aAAc4. Integrating acoustical issues in the design of high-performance schools. Gary W. Siebein �School of Architecture, Univ. of
Florida, P.O. Box 115702, Gainesville, FL 32611�, Chris Jones, Robert M. Lilkendey, Hyun Paek, and Reece Skelton �Siebein Assoc.,
Inc., 625 NW 60th St., Ste. C, Gainesville, FL 32607�

ANSI 12.60 presents acoustical performance criteria for interior finishes to control reverberation inside classrooms, provide sound
isolating wall and floor/ceiling assemblies between rooms, and limit noise from building equipment to allow perception and under-
standing of human voices within educational occupancies by young listeners with normal hearing and some degrees of hearing
impairments. In practice, many schools are built that develop in an uneasy way trying to meet or sometimes to avoid meeting ANSI
criteria because of perceived difficulties and expense in achieving the required results. A method to integrate acoustical design principles
with the basic architectural design scheme of a school that can be implemented early in the design process was developed so acoustical
performance can be simply implemented in school projects. This paper presents a core set of acoustical planning principles that can be
implemented early in the design process so that ANSI criteria for room finishes, sound isolation, and building equipment noise can be
met as the design progresses.

11:40

2aAAc5. High-performance acoustic ceilings make quiet classrooms quieter. David Lubman �DL Acoust., 14301 Middletown Ln.,
Westminster, CA 92683, dlubman@dlacoustics.com� and Louis C. Sutherland �Consultant in Acoust., 27803 Longhill Dr., Rancho Palos
Verdes, CA 90275�

Highly beneficial noise level reductions of 5–10 dB are reported in occupied classrooms equipped with highly sound absorbing
ceilings. The incremental cost for such ceilings is nominal. These “Lombard effect” benefits apply to small classrooms with very low
reverberation times �0.5 s or less� which is less than the 0.6-s maximum specified in ANSI S12.60-2002. The amount of noise reduction
depends on teaching/learning style. In the typical noise reduction lecture classrooms �single talker�, the typical noise reduction benefit
is 5 dB in lecture classrooms �single talker� and group learning classrooms �multiple talkers�. Unfortunately, these benefits require
unoccupied background noise levels �BNLs� of about 35 dBA. They are not expected in typical noisy American classrooms �BNL
��45 dBA�. This underscores the importance of compliance with ANSI’s 35-dBA BNL limit rather than the lenient and unsupported
45-dBA limit permitted in recent LEED and California CHPS guidelines. Details are reported in the outstanding study “Acoustic Er-
gonomics of School” by Oberdorster and Tiesler �University of Bremen, Germany �2006��. Similar benefits were reported earlier in a
case study by Sutherland �“The role of soundscape in children’s learning,” J. Acoust. Soc. Am. 112, 2412–2413 �2002��.
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TUESDAY MORNING, 27 OCTOBER 2009 RIO GRANDE EAST, 8:00 TO 10:00 A.M.

Session 2aAOa

Acoustical Oceanography: Acoustic Inversion

Juan I. Arvelo, Chair
Johns Hopkins Univ., Applied Physics Lab., 11100 Johns Hopkins Rd., Laurel, MD 20723-6099

Contributed Papers

8:00
2aAOa1. Seabed sound speed and attenuation from broadband acoustic
measurements in the Shallow Water 2006 experiment. Lin Wan, Ji-Xun
Zhou, Peter H. Rogers �Woodruff School of Mech. Eng., Georgia Inst. of
Technol., Atlanta, GA 30332, lin.wan@gatech.edu�, and David P. Knobles
�Appl. Res. Labs., The Univ. of Texas at Austin, Austin, TX 78713�

In the Shallow Water 2006 experiment, a set of broadband combustive
sound source �CSS� signals was measured by two L-shaped arrays separated
by 20 km on the New Jersey continental shelf with a water depth of around
72 m. The measured CSS data, which exhibit modal dispersion, are utilized
to infer values for the seabed sound speed and attenuation. The seabed
sound speed is estimated by matching the theoretical and measured modal
dispersion curves, which are extracted using an adaptive time-frequency
analysis technique. The frequency dependence of the seabed attenuation is
inferred by minimizing the difference between the theoretical and measured
modal amplitude ratios in the 50–400-Hz band. The resultant seabed attenu-
ation is similar to the low-frequency seabed attenuation data obtained at 20
locations in different coastal zones around the world by Zhou et al. �J.
Acoust. Soc. Am. 125, 2847–2866 �2009��. The depth dependence of the
seabed attenuation will be discussed. �Work supported by the Office of Na-
val Research.�

8:15
2aAOa2. Time domain geoacoustic inversion using back-propagation on
an L-shaped array. Cheolsoo Park, Peter Gerstoft, Woojae Seong, and
William S. Hodgkiss �Marine Phys. Lab., Univ. of California, San Diego, La
Jolla, CA 92093-0238�

This paper presents inversion of Shallow Water 06 experimental data
measured on an L-shaped array �SWAMI 32�. The array was deployed in
70-m water depth and consists of an equally spaced 10-element vertical line
array �VLA� and a 256-m-long bottom moored 20-element horizontal line
array �HLA�. A mid-frequency �1100–2900-Hz� chirp source was towed at
35-m depth along a circular track around the VLA with radius 190 m. Time
domain inversions using VLA, HLA, and both arrays were carried out and
results compared. For the inversions, a multi-step optimization scheme is
applied to the data using very fast simulated reannealing. The objective
function is defined by the power of the back-propagated signal from the ar-
ray to the source. At each step, water column sound speed profile, experi-
mental geometry, and geoacoustic parameters are inverted successively. Ac-
curate HLA positions were essential for the HLA and the HLA�VLA
inversions. Finally, the inversion results were compared with other results
near the site. �Work supported by ONR.�

8:30
2aAOa3. The estimation of geoacoustic parameters via low frequencies
(50–100 Hz) for selected Shallow Water 06 test data. A. Tolstoy
�ATolstoy Sci., Inc., 1538 Hampton Hill Circle, McLean, VA 22101,
atolstoy@ieee.org� and Yong-Min Jiang �Univ. of Victoria, Victoria, BC,
V8W 3P6, Canada�

This work will demonstrate the geoacoustic inversion “success” on data
of using only one or two low frequencies, multiple ranges, and multiple re-
alizations for geoacoustic inversion of actual SW06 data. The data used are
the same as those processed by Jiang and Chapman and involves three
ranges �1, 3, and 5 km� and multi-tonal continuous wave data collected on a

16 phone vertical array. Multiple realizations of the data were used where
each reduced the non-uniqueness a bit. The multiple ranges and frequencies
also reduced the non-uniqueness of the suggested solutions. However, there
still remains a significant number �hundreds� of possible “solutions,” �values
of ctop, cbot, hsed, and chsp� for which MFP�0.9 �including those sug-
gested by Jiang and Chapman�. The use of higher frequencies requires re-
finement of more parameters �such as the ocean sound-speed profile, source
depth and range, water depth, and phone locations� but would not necessar-
ily improve estimates of such bottom parameters as chsp and hsed. Thus,
non-uniqueness of bottom parameters is an issue which may well exist for
all inversion approaches.

8:45
2aAOa4. Ocean tomography with acoustic daylight: A case study. Oleg
A. Godin, Nikolay A. Zabotin �NOAA/Earth System Res. Lab., CIRES,
Univ. of Colorado, Boulder, CO 80305, oleg.godin@noaa.gov�, and Valery
V. Goncharov �P. P. Shirshov Oceanology Inst., Russian Acad. of Sci., Mos-
cow 117997, Russia�

Ambient and shipping noise in the ocean provides acoustic illumination,
which can be used, akin to daylight in the atmosphere, to visualize objects
and characterize the environment �Buckingham et al., Nature �London� 356,
327–329 �1992��. It has been shown theoretically �O. A. Godin, Phys. Rev.
Lett. 97, 054301 �2006�� that, under rather general conditions, deterministic
travel times between any two points in an inhomogeneous, moving or mo-
tionless, time-independent medium can be retrieved from the cross-
correlation function of non-diffused acoustic noise recorded at the two
points, without a detailed knowledge of the noise field’s sources or
properties. Using the data obtained during the 1998–1999 Billboard Array
Experiment �Worcester et al., J. Acoust. Soc. Am. 117, 1499–1510 �2005��,
this paper demonstrates the feasibility of a tomographic reconstruction of
the sound speed field from cross-correlation of acoustic noise recorded on a
pair of vertical line arrays �VLAs� in deep water. Limitations of the noise
data inversion associated with the ocean temporal variability, the VLA hori-
zontal separation, recording bandwidth, and the noise directionality are
analyzed. Prospects of long-range water column tomography with acoustic
daylight are discussed. �Work supported by ONR.�

9:00
2aAOa5. Two-point coherence of acoustic noise recorded by the North
Pacific Acoustic Laboratory billboard array. Oleg A. Godin and Nikolay
A. Zabotin �NOAA/Earth System Res. Lab., CIRES, Univ. of Colorado,
Boulder, CO 80305, oleg.godin@noaa.gov�

Acoustic noise in the ocean contains extensive information about the
noise sources and the propagation environment. In particular, two-point cor-
relation function of noise �NCCF� is known to have peaks which correspond
to acoustic travel times between the two points provided the noise field is
sufficiently diffuse. In this paper, measurements of acoustic noise performed
during the 1998–1999 Billboard Array Experiment �Baggeroer et al., J.
Acoust. Soc. Am. 117, 1643–1665 �2005�� are re-examined with the goal of
extracting environmental information. NCCF is evaluated by averaging time
series of noise recorded on various vertical line arrays that comprise the
Billboard Array. For any two hydrophones, NCCF is found to have a num-
ber of robust peaks. Possible generation and propagation mechanism respon-
sible for various features of the NCCF are discussed. Statistical distributions
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of noise are utilized to differentiate between the NCCF peaks of different
origins and to identify those peaks, which can be used to retrieve informa-
tion about the sound speed without detailed knowledge of the noise sources.
�Work supported by ONR.�

9:15
2aAOa6. Measurements of sound speed in bubbly liquids under
high-pressure conditions. Chad A. Greene and Preston S. Wilson �Mech.
Eng. Dept. and Appl. Res. Labs., The Univ. of Texas at Austin, Austin, TX
78712-0292�

Methane hydrates occur naturally on the ocean bottom and in the upper
layers of sediment on continental shelves. Seismic surveying could be used
to locate methane hydrates; however, their low-frequency acoustic proper-
ties are not well-known. In addition, these properties can vary dramatically
depending on whether the methane is in a gas or solid phase. As a step to-
ward better understanding the three-phase case of gassy sediments in water,
the two-phase case of methane gas bubbles in water was investigated.
Wood’s equation is often used to model sound propagation in bubbly liquids
and has been widely verified by experiments at atmospheric pressure. How-
ever, there is little information in the literature verifying the validity of
Wood’s equation at high pressures. Low-frequency �0.5–10-kHz�, resonator-
based sound speed measurements were obtained for air bubbles in water and
methane bubbles in water under pressures ranging from 1 to 10 atm at room
temperature. The results are presented and compared to the predictions of
Wood’s equation. �Work sponsored by ONR.�

9:30
2aAOa7. Estimating bubble density from attenuation measurements
through an underwater explosion. Fred D. Holt, IV and R. Lee Culver
�Appl. Res. Lab., The Penn State Univ., P.O. Box 30, State College, PA
16804�

Underwater explosions have been studied intensively in the United
States since 1941 �e.g., Cole �1945��. Research to date primarily focuses on
the initial shock and subsequent pressure waves caused by the oscillations of
a “gas globe” that is the result of a charge detonation. These phenomena

have relatively short timescales �typically less than 2 s�. However, as the gas
globe rises in the water column and breaks the surface, it leaves behind a
residual bubble cloud which has been markedly less studied. A recent ex-
periment measured the spatial and time-dependent acoustic response of the
bubble cloud resulting from a charge detonated at 50-ft depth. A directional
projector was used to propagate a linear FM �5–65-kHz� pulse through the
bubble cloud to an array of hydrophones placed on the opposite side of the
charge in order to measure attenuation. This talk will focus on the methods
used to estimate bubble density size spectra from the attenuation measure-
ments, those of Commander and McDonald �1991�, Caruthers �1999�, and
Czerski �2009�. �Work sponsored by the Office of Naval Research, Code
333.�

9:45
2aAOa8. Sediment shear as a perturbation in geoacoustic inversions and
an explanation of the anomalous frequency dependence of the
attenuation. Allan D. Pierce and William M. Carey �Dept. of Mech. Engr.,
Boston Univ., Boston, MA 02215, adp@bu.edu�

The depth dependent shear wave speed in marine sediments is much less
than both the compressional and water column sound speeds. The neglect of
shear in geoacoustic inversions is usually justifiable, but at frequencies less
than 300 Hz, the loss of acoustic energy from the water column because of
nonreturning radiation of shear waves into the bottom dominates the loss
due to the intrinsic attenuation of the sediment. To account for this in a
simple manner, a perturbation theory that takes advantage of the small shear
speed has been devised. The canonical problem addressed takes the distur-
bance as having a horizontal trace velocity �/k in the x direction, this being
somewhat less than the compressional speed in the bottom but substantially
larger than the depth-dependent shear wave speed. To lowest order the stress
components �zz and �xx satisfy the same reduced Helmholtz–Bergmann
equation as if the bottom were an inhomogeneous fluid. The shear stress �xz

satisfies an approximately uncoupled equation governing a shear wave
propagating vertically downward. Coupling occurs at the interface, and the
power carried off by the shear wave can be approximately determined. Re-
sults succinctly and quantitatively explain why geoacoustic inversions yield
attenuation frequency exponents less than 2.

TUESDAY MORNING, 27 OCTOBER 2009 RIO GRANDE EAST, 10:15 A.M. TO 12:00 NOON

Session 2aAOb

Acoustical Oceanography: Acoustics and Ocean Acidity I

Timothy F. Duda, Cochair
Woods Hole Oceanographic Inst., 98 Water St., Woods Hole, MA 02543-1053

Peter F. Worcester, Cochair
Univ. of California San Diego, Scripps Inst. of Oceanography, 9500 Gilman Dr., La Jolla, CA 92093

Chair’s Introduction—10:15

Invited Paper

10:20

2aAOb1. A brief history of the discovery of the low frequency sound absorption mechanism in seawater and its pH dependence.
David G. Browning �139 Old North Rd., Kingston, RI 02881�, Vernon P. Simmons �335 Burgundy Rd., Healdsburg, CA 95448�, and
William H. Thorp �2 Brook St., Noank, CT 06340�

In the 1960s tests with a new surface ship sonar indicated that low-frequency �less than 10 000 Hz� propagation loss was greater than
predicted by the existing MgSO4 absorption model. Propagation measurements in the SOFAR channel showed that the anomalous ab-
sorption was up to ten times greater than predicted and could be fitted by a 1-kHz relaxation. This was not without controversy at the
time, but interest in this fundamental parameter spurred a major measurement effort by the U.S. Navy Underwater Sound Laboratory
and other laboratories in the US, Canada, New Zealand, Europe, and Australia, resulting in at-sea measurements from Hudson Bay to
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the Tasman Sea. Yeager and Fisher conducted laboratory t-jump measurements that identified a boron based low-frequency relaxation
mechanism in seawater. Simmons and Fisher followed with resonant sphere measurements to quantify the resulting acoustic absorption.
A compilation of the at-sea results showed, somewhat surprisingly, a correlation with pH: the lower the pH, the lower the absorption.
Mellen quantified the pH dependence by extensive laboratory resonator measurements. These results were confirmed by measurements
conducted in China. The possible application of acoustically monitoring ocean pH was first suggested by Browning and Mellen in 1990.

Acoustical Oceanography Mini Tutorial

10:45

2aAOb2. Rapidly changing ocean pH and the increasing transparency of the ocean to sound. Peter G. Brewer �MBARI, 7700
Sandholdt Rd., Moss Landing, CA 95039, brpe@mbari.org�

The intrinsic sound absorption coefficient �á, dB/km� of seawater is pH dependent with significant effects at 10 kHz and below.
Ocean pH is declining from fossil fuel CO2 invasion, from excess nutrient input, and from climate change reducing ocean ventilation.
These effects produce reductions in ocean borate and carbonate species such that an �18% decrease in á in the upper ocean has oc-
curred today. Reasonable projections based on IPCC scenarios predict changes of 40% or more by mid-century �Hester et al., Geophys.
Res. Lett. 35, L19601 �2008��; larger changes in the sound channel are very likely. The projected increased transparency of the ocean
to sound has attracted strong international environmental attention, and also provides an opportunity for acoustic detection and moni-
toring of such changes over large ocean regions. How strong is the basis for such assertions, can they be tested, and how well can
environmental effects be predicted? This tutorial shows that the rate of change in pH in the sound channel has been underestimated, and
how the unusual 1970s era reliance on the Soviet Gorshkov atlas as a pH data resource came about. This now presents a challenge for
convergence of modern acoustic, environmental, and global change needs.

Invited Paper

11:35

2aAOb3. Long-term trends in ambient noise levels. George V. Frisk �Dept. of Ocean Eng., Florida Atlantic Univ., 101 N. Beach Rd.,
Dania Beach, FL 33004, gfrisk@seatech.fau.edu�

This paper addresses the subject of long-term trends in ambient noise levels, a topic of great interest to both the scientific community
and the general public. This attention stems primarily from concerns over the effects of apparently increasing sound levels on marine
mammals. A growing, though limited, body of literature suggests that low-frequency noise levels increased approximately 15 dB during
the period 1950–2000, an amount that corresponds to about 3 dB/decade. One hypothesis states that this increase is predominantly
anthropogenic in nature and can be attributed to increased commercial shipping activity, which, in turn, can be linked to global eco-
nomic growth. As a result, a direct correlation may be drawn between ambient noise levels and the behavior of the global economy. This
special session addresses an additional consequence of global economic activity, namely, increased ocean acidification leading to de-
creased absorption and therefore to increases in ambient noise levels associated with distant shipping. This paper also suggests topics
of considerable interest for future research including �1� the relative contributions of commercial shipping activity versus ocean acidi-
fication to ambient noise levels and �2� the effect of the current economic downturn on noise levels. �Work supported by ONR.�

TUESDAY MORNING, 27 OCTOBER 2009 PECAN, 8:00 A.M. TO 12:00 NOON

Session 2aEA

Engineering Acoustics and Signal Processing in Acoustics: Acoustic Measurement and Models for
Sensors and Arrays

Dehua Huang, Chair
Naval Undersea Research Center, 1176 Howell St., Newport, RI 02841-1708

Chair’s Introduction—8:00

Invited Papers

8:05

2aEA1. Multidomain modeling of a variable reluctance transducer. Stephen C. Thompson �Appl. Res. Lab., The Penn State Univ.,
P.O. Box 30, State College, PA 16804�

The variable reluctance magnetic transducer consists simply of a magnetic air gap and a magnetic return path that are supplied with
static and dynamic sources of magnetic flux. The dynamic flux is generated by a coil current. The static flux may come either from a
permanent magnet or a coil. The attractive magnetic force across the gap is modulated by the dynamic flux to provide the mechanical
excitation for the device. The variable reluctance device is fundamentally nonlinear for at least three reasons: �1� the mechanical force
across the gap is a quadratic function of the total magnetic flux, �2� the changing gap dimension changes the reluctance in the magnetic
circuit so that the flux does not change linearly with coil current, and �3� saturation of the magnetic circuit may be an important aspect
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of the design that must be included in the modeling. In practical cases, the dynamic variation in gap dimension is large enough that a
linearized approximation is insufficient to predict the performance. An approximate model using a set of nonlinear differential and
algebraic equations will be discussed that can predict the stability and performance of variable reluctance transducers.

8:25

2aEA2. Lead magnesium niobate-lead titanate solution based giant-piezoelectric crystals for next generation of acoustic
transduction devices. Pengdi Han �H. C. Mater. Corp., 479 Quadrangle Dr., Ste.-E, Bolingbrook, IL 60440�

The PMN-PT �binary solid solution of lead magnesium niobate and lead titanate� based piezoelectric crystals have been commer-
cialized now. The giant-piezoelectric crystal can be broadly utilized for the next generation of acoustic transduction devices. In this
paper, the major concepts and current status of the crystals and products will be presented and discussed in terms of applications.
Following a brief review on the history of development of crystal growth and commercialization in the past decade, the detailed physical
properties of the PMN-PT and newly developed PIN-PMN-PT crystals �high depoling temperature and high driving field� are presented
and discussed in terms of applications in ultrasound transducers. At present �001�-seeded single crystals of 3 and 4 in. diameters are
commercially available. In order to sufficiently utilize the advantages of the crystals, discussions focus on the following: �1� The dif-
ferences between single crystal and PZT ceramics. �2� The concept of so called “domain-engineering” �artificially domaining� in context
of elasto-piezo-dielectric matrices. �3� The relationships between the property and ferroelectric domain structure. �4� How to select the
crystal products. In summary, the achievement of the development and fabrication of the giant-piezoelectric crystals has led to a new era
that there are new opportunities readily to be explored for the next generation of acoustic transduction devices.

8:45

2aEA3. Analysis models for the Underwater Sound Reference Division low-frequency acoustic calibration systems. Dehua Huang
and Anthony Paolero �NUWC, Newport, RI 02841�

The state of an art for calibrating acoustic transducers at very low frequencies is by way of a confined and well understood
environment. The Underwater Sound Reference Division �USRD� has three such calibration systems, called systems K, J, and L,
respectively. Each system has a cylindrical tube, of certain length and diameter, that determine a cutoff calibration frequency. System K
operates in a standing wave mode condition. Systems J and L both operate in traveling wave mode conditions, where plane waves
propagate from one end of the tube to the other. Optimally locating a calibrated transducer and an unknown within the tube provides the
proper configuration for calibration. This paper demonstrates the simulation tools to predict performance of aforementioned low-
frequency calibration systems. The mathematical model, the GUI coding, simulation, predicted, and test results will be presented.

9:05

2aEA4. Electroacoustic transducer and array modeling tools. Ender Kuntsal �Int. Transducer Corp. �ITC�, 869 Ward Dr., Santa
Barbara, CA 93111, ekuntsal@itc-transducers.com�

The availability and the accuracy of transducer and array design tools are becoming even more important with the changing eco-
nomical climate. The engineers would like to evaluate their designs more quickly in place of the prototyping, which requires additional
manufacturing and testing time and expense. The software models must be user friendly, provide results that can be relied on, and also
be affordable. The strength of a transducer and array design engineering team is still extensively based on experience and background,
but these tools make the process more efficient. There are many transducer and design software programs used in industry and
academia. Some are based on analytical solutions and some use more complicated numerical methods such as finite element models,
which have the capability of modeling piezoelectric materials and acoustical parameters. Among these are ATILA, PAFEC, MAVART,
NASTRAN, PZFlex, and other powerful programs such as CHIEF and TRN. Some of these programs can be used to design both
resonators and arrays while taking baffling and/or acoustic interaction effects into account. In this presentation, a summary of commonly
available software packages and their features will be described.

9:25

2aEA5. High-power single crystal based projectors. Richard J. Meyers, Jr., Douglas C. Markley, Charles W. Allen, and Nevin P.
Sherlock �The Appl. Res. Lab., The Penn State Univ., P.O. Box 30, State College, PA 16804�

Significant progress has been made at integrating single crystalline relaxor ferroelectrics into many types of SONAR transducers.
For high-power projectors, PMN-28PT has offered efficient, broad band-width capability. For higher duty cycles, thermal limitations are
reached resulting in power and duty cycle tradeoffs. Electrical bias is also required for crystal implementation when high-power op-
eration is needed. Continuing research in compositional tailoring has resulted in several new modified relaxor crystal systems with
improved temperature stability, lower loss, and higher coercive fields. PIN-PMN-PT ternary crystals are of particular interest. This
ternary system offers 25–40 °C improvement in working temperature, reduced temperature sensitivity, and approximately two times
increase in coercive field without sacrifice in electromechanical coupling or piezoelectric coefficients. To demonstrate the impact of this
newer ternary crystal composition on high-power transduction, planar tonpilz arrays were fabricated and tested. This presentation will
highlight important material properties and compare the results of high-power measurements of single transducer elements and arrays
made from PMN-28PT and PIN modified ternary crystals. Acoustic tests were conducted as a function of ambient temperature, in-
creased drive level, and increased duty cycle operation. �Work supported by ONR.�
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Contributed Papers

9:45
2aEA6. Broadband characteristics of piezoelectric transducer bonded to
a thick plate resonator. Iwaki Akiyama, Natsuki Yoshizumi �Dept. of Elec-
tric and Electron. Eng., Shonan Inst. of Tech., 1-1-25 Tsujido-nishikaigan,
Fujisawa 251-8511, Japan, akiyama@elec.shonan-it.ac.jp�, Shigemi Saito
�Tokai Univ., Orito, Shimizu-ku, Shizuoka 424-8610, Japan�, Katsumi
Ohira, Osamu Takahashi �Japan Probe Co., Ltd., Minami-ku, Yokohama
232-0033, Japan�, and Kentaro Nakamura �Tokyo Inst. of Tech., Yokohama
226-8503, Japan�

The piezoelectric transducer bonded to a thick plate resonator wholly vi-
brates as a single transducer. Since the distribution of stress in the thickness
direction is asymmetric, the transducer resonates at even order harmonic fre-
quencies as well as odd order ones. The back of the resonator is bonded to
a quarter-wavelength matching layer to transmit backward the fundamental
frequency wave through the layer. The front of piezoelectric transducer is
bonded to another matching layer to transmit forward the ultrasonic wave of
higher order frequencies. If both the piezoelectric transducer and the reso-
nator are made of low Q materials, the admittance curve including troughs
among resonance peaks is flattened and shows broadband characteristics.
Such broadband characteristic transducers made of one to three composite
piezoelectric materials were experimentally studied. The thickness of the pi-
ezoelectric transducer and the resonator were designed for resonance fre-
quencies of 7 and 1 MHz, respectively. The back of matching layer was
bonded to the absorbing material not to reflect forward the ultrasonic waves
of 1 MHz. As a result, the ultrasound of center frequency of 5 MHz and
fractional bandwidth of 100% were transmitted from the transducer driven
by an impulsive signal.

10:00—10:15 Break

10:15
2aEA7. The design of quarter-wavelength impedance matching layers
for cylindrical transducers. Douglas R. Heyden, Preston S. Wilson �Appl.
Res. Labs. and Mech. Eng. Dept., Univ. of Texas at Austin, Austin, TX
78713-8029�, and Richard H. Crawford �The Univ. of Texas at Austin, Aus-
tin, TX 78712-0292�

Impedance matching layers are commonly used in piezoelectric under-
water acoustic projectors. The layer maximizes transmitted power from the
ceramic into the water and also increases the bandwidth of the projector. For
the design of cylindrical transducers, it is common in practice to utilize the
familiar plane wave formulation of the quarter-wavelength impedance
matching layer as a starting point for the design of the cylindrical layer. Ma-
terial properties and thickness are then modified by trial and error, heuristic,
or empirical methods to optimize the design. This practice is undertaken be-
cause, apparently, the quarter-wavelength impedance matching layer formu-
lation is not readily available in the acoustics literature for the cylindrical
coordinate system. To address this deficiency, the reflection and transmission
coefficients for the cylindrical three-medium problem were derived. No gen-
eral zero-reflection, perfect transmission condition was found, but the equa-
tions can be used to find the material properties and layer thickness required
to maximize transmission at a given frequency. The results of the derivation
are shown and used in the design of a layered cylindrical piezoelectric
transducer.

10:30
2aEA8. Time reversal focusing for pipeline structural health
monitoring. Joel Harley, Nicholas O’Donoughue, José M.F. Moura �Elec.
and Comput. Eng., Carnegie Mellon Univ., Pittsburgh, PA 15213�, and
Yuanwei Jin �Univ. of Maryland, Eastern Shore, Princess Anne, MD 21853�

Guided wave technologies have become popular tools for nondestructive
testing due to their potential to travel long distances. Unfortunately, analyz-
ing data from guided waves is often difficult because of the numerous mul-
timodal and dispersive effects that distort signals in solid media. Time re-
versal has been shown to be robust against these unwanted and adverse
effects. Time reversal techniques are commonly used to focus ultrasonic
waves across a medium and have been used to perform nondestructive test-

ing using pulse-echo techniques. This paper investigates the use of time re-
versal processing techniques to compensate for multimodal and dispersive
effects in a low-power structural health monitoring system for pipelines.
Time reversal methods are demonstrated as a pitch-catch operation between
two transducer arrays to illuminate changes caused by damage on a pipe. It
is then shown and discussed how differences in the location and severity of
damage affect the signals recorded at the receiving transducer array and how
these results can be interpreted to measure those changes. The results are
demonstrated experimentally and then compared with equivalent finite ele-
ment simulations. �National Energy Technology Laboratory �NETL� is the
funding source for this effort with Cost Share being provided by Carnegie
Mellon University �CMU�. CMU is funded under a Subcontract Agreement
with Concurrent Technologies Corporation. N.O. is supported by a National
Defense Science and Engineering Graduate Fellowship.�

10:45
2aEA9. A radial propagator for computing axisymmetric pressure fields
using the angular spectrum method. Edward H. Pees �Naval Undersea
Warfare Ctr., 1176 Howell St., Newport, RI 02841�

The notion of a propagator is central to the angular spectrum of plane
wave formulation of diffraction theory, which expresses the pressure field
diffracted by a two-dimensional aperture as a superposition of a continuum
of plane waves. In the conventional form, an exponential term, known as a
propagator, is multiplied by the wavenumber spectrum obtained from a two-
dimensional spatial Fourier transform of the aperture boundary condition, to
obtain the wavenumber spectrum in a plane parallel to the boundary, offset
by some distance specified in the propagator. By repeated use of this propa-
gator and Fourier inversion, one can completely reconstruct the homoge-
neous part of the pressure field beyond the aperture boundary. In this pre-
sentation, we draw upon earlier work relating the boundary condition to the
axial pressure and show that when the aperture is axially symmetric, an al-
ternative type of propagator can be derived that propagates an axial wave-
number spectrum away from the axis of the aperture. Use of this radial
propagator can be computationally advantageous since it allows for field re-
construction using one-dimensional Fourier transforms instead of Hankel
transforms or two-dimensional Fourier transforms.

11:00
2aEA10. A planar acoustic array for voice collection. David J. Gonski,
Duong Tran-Luu, and Stephen Tenney �Army Res. Lab., 2800 Powder Mill
Rd., Adelphi, MD 20783, dgonski@arl.army.mil�

A planar 7�7 acoustic array of microphones spaced 1 in. apart has been
developed and tested. This array is intended for the collection of human
speech. A simple analog electronic summation of the 49 microphone signals
is carried out to form a preferential collection area in front of the array. We
have conducted an analysis of the directional performance of the array to
model its directivity. Two configurations of the array were tested. An array
was populated with omnidirectional hearing aide microphones, and a second
array was configured with cardioid microphones. Performance of each of
these arrays was measured in an anechoic chamber and compared with the
theoretical performance. To improve the front to back rejection a sound-
absorbing pad was placed on the backside of the array. Two versions of the
pad were characterized in the anechoic chamber, both were found to be
effective. The array was packaged into a plastic box with open cell foam on
the front for wind noise suppression and the sound-absorbing pad on the
back for improved front to back rejection. Detailed acoustic and electronic
design characteristics are presented.

11:15
2aEA11. Microphone array techniques using cross-correlations.
Matthew B. Rhudy �Univ. of Pittsburgh, 560 Benedum Hall, Pittsburgh, PA
15261, mbr5002@gmail.com� and Brian A. Bucci �Dept. of Mech. Eng.,
Univ. of Pittsburgh, Pittsburgh, PA 15261�

Civilian noise complaints and damage claims have created a need to es-
tablish a detailed record of impulse noise generated at military training
facilities. Wind noise is causing false positive impulse detections in the cur-
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rent noise monitoring systems. Multiple channel data methods were inves-
tigated in order to distinguish the characteristics of noise events. A micro-
phone array was used to collect four simultaneous channels of military
impulse and wind noise data. Cross-correlation functions were then used to
characterize the input waveforms. Three different analyses of microphone
array data were developed. A new value, the min peak correlation coeffi-
cient, is defined from the minimum value of peaks of the cross-correlation
coefficient functions among the different channels. This value is a measure
of the likelihood that a given waveform originated from a correlated noise
source. The angle of incidence of the noise source is calculated using a
sound source localization technique based on the geometry of the array. A
weighted averaging method was also developed to synthesize multiple chan-
nels of data into one single channel. This method preserves the correlated
part of the overall signal, while reducing the effects of uncorrelated noise,
such as wind.

11:30
2aEA12. On the radiation and wave propagation of sound within horns.
Daniel Tengelsen �Dept. of Phys., Brig. Young Univ., N-283 ESC, Provo,
UT 84602, danieltengelsen@gmail.com�, Vianey Villamizar, Brian E.
Anderson, and Timothy W. Leishman �Brigham Young Univ., Provo, UT
84602�

The horns used in loudspeaker systems are well known for their ability
to increase radiation efficiency and control directivity. Because of the horn’s

ubiquitous nature, significant research efforts have been undertaken to ex-
plore both its directional and frequency response characteristics. The follow-
ing research reported in this presentation incorporates several numerical
methods �including finite difference and boundary element analysis� to bet-
ter understand the nature of wave propagation through horns and the effects
that geometrical and configurational changes have in better controlling di-
rectivity and improving frequency response.

11:45
2aEA13. On the acoustic impedance of a sealed loudspeaker enclosure.
Timothy W. Leishman and Xi Chen �Acoust. Res. Group, Dept. of Phys. and
Astronomy, Brigham Young Univ., Provo, UT 84602�

The acoustic impedance of a sealed loudspeaker enclosure is often over-
simplified in loudspeaker models, which typically include only rough acous-
tical characteristics of the enclosed air volume and absorptive fill materials
when no driver is present. The acoustical effects produced by sound trans-
mission through and around the rear driver elements �e.g., the frame, mag-
net, voice-coil former, spider, pole-piece vent, etc.� may also be important
for certain loudspeakers and applications. This presentation explores these
effects through a discussion of enhanced modeling possibilities and the in-
troduction of measurement techniques that may be used to assess the acous-
tic impedance of a loudspeaker enclosure when the driver is in place. The
impedance more closely represents that actually seen by the rear portion of
the driver diaphragm.

TUESDAY MORNING, 27 OCTOBER 2009 REGENCY EAST 1, 10:00 A.M. TO 12:00 NOON

Session 2aED

Education in Acoustics: Hands-on Experiments for High School Students

Uwe J. Hansen, Chair
Indiana Univ., Dept. of Chemistry and Physics, Terre Haute, IN 47809

Approximately 20 acoustics demonstrations will be set up, ranging in complexity from simple resonance on a string to ultrasonic levitation. Around 40 local
high school students will perform these experiments with help from Acoustical Society of America �ASA� scientists and student members of ASA. Regular
ASA conference participants are welcome as long as they do not interfere with student experimentation.

TUESDAY MORNING, 27 OCTOBER 2009 LIVE OAK, 9:00 TO 10:15 A.M.

Session 2aMUa

Musical Acoustics: Acoustics of Free-Reed Instruments I

James P. Cottingham, Chair
Coe College, Physics Dept., Cedar Rapids, IA 52402

Invited Papers

9:00

2aMUa1. Blown-closed free reeds with and without pipe resonators. James P. Cottingham �Phys. Dept., Coe College, Cedar Rapids,
IA 52402, jcotting@coe.edu�

The Asian mouth-blown free reed instruments are of ancient origin and use a symmetric free reed coupled to a pipe resonator. The
reed behaves as a blown-open or outward striking reed, with playing frequency below both the resonant frequency of the pipe and the
natural frequency of the reed. Although these instruments were known in Europe when the Western free reed family originated about
200 years ago, it does not appear that the mechanism used in the Western instruments was copied from them. In Western free reed
instruments the reed tongue is offset from the opening in the frame, permitting operation on only one direction of air flow. Pipe reso-
nators are not required and generally not used. If one of these reeds is coupled with a pipe, the sounding frequency can, within certain
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limits, be pulled to match the pipe frequency, and it behaves as a blown-closed or inward striking reed, with playing frequency below
both the resonant frequency of the pipe and the natural frequency of the reed. This paper summarizes recent experimental research on
the blown-closed free reed, with or without coupling to a pipe resonator, with emphasis on significant differences between the two
situations.

9:30

2aMUa2. Free reeds coupling with either a vocal tract or rather small pipe. Laurent Millot �IDEAT UMR 8153, CNRS, Univ. Paris
1, ENS Louis-Lumière, 7 allée du Promontoire, BP 22, F-93161 Noisy-le-Grand Cedex, France, l.millot@ens-louis-lumiere.fr�

Free reed model used is based on a precise description of flow passing throw, the section defined between the shallot and the bended
reed, and on the modelling of reed as a clamped-free cantilever beam. Classical description of loading pipe is based on wave reflection
function, not designed to be excited by a flow but backward- and forward-traveling plane waves, so the free reed coupling with such a
pipe model is physically irrelevant. Then, it is shown that an acoustical flow description is needed, and simple, for at least rather short
pipe, giving more realistic sound simulations. It is then explained why a vocal tract description, physically relevant, is possible using
only acoustical flow modeling for each element constituting the vocal tract model. In fact, flow acoustical modeling for elements is
linked to electroacoustical analogies derived not as a low-pass approximations of input impedance but using the approximation of flow
behavior for each element, valid for the whole audio range rather than only the low-pass register. Theoretical explanations should be
given to explain why wave paradigma may be irrelevant and sound numerical simulations would be given for each coupling situation
considered.

Contributed Paper

10:00
2aMUa3. Acoustical curiosities of an American reed organ. Thomas G.
Muir �Natl. Ctr. for Physical Acoust., Univ. of Mississippi, One Coliseum
Dr., Univ., MS 38677�

Free reed organs of the 19th and early 20th centuries have long provided
interesting pursuits involving their acquisition, restoration, history and mu-

sicology, as well as performance, and for some—acoustical studies of the
instruments. There is a preservation society with a journal, and the literature
includes a treatise, books, and learned articles. Some acoustical curiosities
of one such instrument are described, including stop types, reed spectra,
waveforms, loudness, and intonation.

TUESDAY MORNING, 27 OCTOBER 2009 LIVE OAK, 10:30 TO 11:15 A.M.

Session 2aMUb

Musical Acoustics: Acoustical Measurements on Musical Instruments

Daniel O. Ludwigsen, Chair
Kettering Univ., Physics Dept., 1700 W. Third Ave., Flint, MI 48504

Contributed Papers

10:30
2aMUb1. Physics of water crotales. Randy Worland �Dept. of Phys., Univ.
of Puget Sound, 1500 N. Warner, Tacoma, WA 98416-1031, worland@ups
.edu�

Contemporary composers writing for percussion often incorporate un-
conventional playing techniques with the use of traditional instruments.
Among these extended techniques is the lowering of gongs and crotales into
water as they are being struck, resulting in a unique glissando effect that
involves changes in both pitch and timbre. The orchestral crotale has a rela-
tively simple geometry and overtone structure, making it an appropriate
starting point for the study of this performance technique. Building on pre-
viously published work on the physics of crotales �B. M. Deutsch, C. L.
Ramirez, and T. R. Moore, J. Acoust. Soc. Am. 116, 2427–2433 �2004��, an
experimental investigation of the overtone frequencies and frequency ratios
of a crotale as a function of water depth is presented. Mode images created
using electronic speckle-pattern interferometry are also shown.

10:45
2aMUb2. The auger shell whistle. Daniel Zietlow and Thomas Moore
�Dept. of Phys., Rollins College, 1000 Holt Ave., Winter Park, FL 32789,
dzietlow@rollins.edu�

We report on investigations of a musical instrument made from the shell

Terebra Turritella, or auger shell. To our knowledge, this instrument has
been developed only recently. The instrument is played from the large end
using an edge tone, and a diatonic scale is achievable merely by drilling five
tone holes in a straight line down the length of the spiral shell. It is surpris-
ing that a naturally occurring cavity can produce a diatonic scale, and im-
plies that there is something special about the shape of the auger shell. How-
ever, experimental and theoretical investigations reveal that the auger shell
does not actually have such a resonance structure.

11:00
2aMUb3. Why using complex stimuli for acoustical measurements may
be necessary to get physically relevant analysis results. Laurent Millot
�IDEAT UMR 8153, CNRS, Univ. Paris 1, ENS Louis-Lumière, 7 allée du
Promontoire, BP 22, F-93161 Noisy-le-Grand Cedex, France, l.millot@ens-
louis-lumiere.fr�

Classical methods for measurements and analysis in Musical Acoustics
�and also Acoustics� rely on Fourier transforms, linear excitation superposi-
tion assumption, and monochromatic excitation or noise equivalents. It is
shown that classical methods using measurements at a single point �input
impedance measurement, for instance� may not be physically relevant. In-
deed, only a time sampling and related time Fourier transforms are per-
formed while physical phenomena are spatio-temporal. Even if one consid-
ers a monochromatic forward traveling wave excitation, the use of the

2a
T

U
E

.A
M

2199 2199J. Acoust. Soc. Am., Vol. 126, No. 4, Pt. 2, October 2009 158th Meeting: Acoustical Society of America



dispersion relation is not valid in spatio-temporal or spatio-frequency pa-
rameter space. It is shown that measurements need to be performed using
also a spatial mapping to be physically relevant which implies at least Fou-
rier bi-transforms �plane case�. Then, it may be more simple and physically
relevant to perform measurements with the whole complex excitation and
use a frequency subband analysis tool, with a perceptive frequency subband

mapping. Such a tool is described and it is shown that is permits the real-
time switch between listening of partial to total resynthesis for any studied
measurement signal, providing great surprises for the physical relevant
subband�s� and the perceptive relevant ones. Audio performance will be
given.

TUESDAY MORNING, 27 OCTOBER 2009 REGENCY EAST 3, 8:15 TO 11:50 A.M.

Session 2aPA

Physical Acoustics and Biomedical Ultrasound/Bioresponse to Vibration: 40th Anniversary of the
Khokhlov-Zabolotskaya (KZ) Equation

Vera A. Khokhlova, Cochair
Moscow State Univ., Acoustics Dept., Leninskie Gory, 119992, Moscow, Russia

Mark F. Hamilton, Cochair
Univ. of Texas at Austin, Dept. of Mechanical Engineering, 1 University Station, Austin, TX 78712

Chair’s Introduction—8:15

Invited Papers

8:20

2aPA1. Historical aspects of the Khokhlov–Zabolotskaya equation and its generalizations. Oleg V. Rudenko, Vera A. Khokhlova
�Dept. of Acoust., Phys. Faculty, Moscow State Univ., Moscow 119991, Russia, rudenko@acs366.phys.msu.ru�, and Mark F. Hamilton
�The Univ. of Texas at Austin, Austin, TX 78712-0292�

Derivation of the Khokhlov–Zabolotskaya �KZ� equation provided a new approach to describing the combined effects of nonlinear
propagation and diffraction in sound beams. In this paper, historical aspects of the KZ equation and its generalizations are presented.
The interest in nonlinear acoustic beams of Academician Khokhlov and his colleagues at Moscow State University was inspired in the
1960s by emerging developments in laser physics and the corresponding models of nonlinear optical beams. The two cases, acoustical
and optical, represent two limiting cases of nonlinear beams in weakly and strongly dispersive media, respectively, which required
different theoretical approaches. The KZ equation and analogous nonlinear evolution equations of nonlinear wave physics are reviewed.
It is illustrated how theoretical studies combined with numerical modeling resulted in predictions of new physical phenomena in non-
linear acoustic beams. Concurrently, newer applications of nonlinear acoustics such as parametric arrays, sonic booms, and medical
acoustics stimulated the derivation of generalized KZ-type equations together with analytical and numerical methods to solve them.
Modern applications and corresponding generalized KZ-type models that include effects such as frequency-dependent absorption, weak
dispersion, scalar and vectorial inhomogeneities of the propagation medium, different orders of nonlinearity, and more accurate de-
scription of diffraction are presented.

8:40

2aPA2. Variations of the nonlinear equation for diffracting beams in fluids to study different modes of propagation in elastic
media. Evgenia A. Zabolotskaya �Appl. Res. Labs., The Univ. of Texas at Austin, P.O. Box 8029, Austin, TX 78713-8029�

Four variations of the equation for nonlinear acoustic beam propagation derived originally for a fluid will be reviewed. These varia-
tions describe finite amplitude beam propagation in isotropic elastic solids and in crystals, influence of diffraction on nonlinear Rayleigh
waves, and nonlinear shear wave beams. The distinguishing features of each case will be discussed. The equation for nonlinear longi-
tudinal wave beams in isotropic solids is based on nonlinear theory of elasticity and is close to the original equation for fluids. The
equation for sound beams in crystals takes into account that the direction of energy propagation does not coincide with the direction
normal to wavefronts. Nevertheless, the general form of the equation is similar to that of the original equation for fluids. Distinguishing
features of Rayleigh waves are that they are two-dimensional and their nonlinearity is nonlocal. Because of the nonlocal nonlinearity,
the evolution equation for this case was derived in the frequency domain using Hamiltonian formalism. The equation for nonlinear shear
wave beams was derived in the cubic approximation in terms of particle displacement and it accounts for any polarization. Solutions of
these evolution equations will be presented to illustrate phenomena specific to each case.

9:00

2aPA3. Group analysis of the Khokhlov–Zabolotskaya type equations. Oleg A. Sapozhnikov �Dept. of Acoust., Phys. Faculty, Mos-
cow State Univ., Leninskie Gory, Moscow 119991, Russia, and Ctr. for Industrial and Medical Ultrasound, APL, Univ. of Washington,
1013 NE 40th St., Seattle, WA 98105, olegs@apl.washington.edu�
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Khokhlov–Zabolotskaya �KZ� equation is the basic equation of the theory of acoustic beams propagating in quadratically nonlinear
media. Being generalized for the case of a medium with general-type nonlinearity and expressed in dimensionless notation, it has the
form �uz�P�u�u����uxx�uyy, where u represents waveform, � is retarded time, z is axial coordinate, x and y are lateral coordinates, and
P�u� characterizes a nonlinear addition to the linear wave velocity: quadratic nonlinearity corresponds to P�u��u, cubic one to P�u��u2,
etc. No general analytical solution has been obtained for this nonlinear KZ-type equation, so numerical methods or asymptotic approxi-
mations are usually employed. Additional powerful mathematical tool is Lie group analysis that enables to find general symmetries of
differential equations. These symmetries help to generalize known analytical and numerical solutions, derive new solutions, and obtain
conservation laws. Results of group analysis of KZ and KZK equations are discussed for various nonlinearities P�u�. Examples of
obtaining of new solutions and deriving of reduced equations are presented. It is also shown that the generalized KZ equation can be
written in Euler–Lagrange form, which makes it possible to apply Nöther theorem and derive new conservation laws for nonlinear
acoustic beams.

9:20

2aPA4. Nonlinear acoustic wave propagation in inhomogeneous moving media. Philippe Blanc-Benon �LMFA, UMR CNRS 5509,
Ecole Centrale de Lyon, 69134 Ecully Cedex, France, philippe.blanc-benon@ec-lyon.fr�, Mikhail V. Averiyanov �Moscow State Univ.,
Moscow 119991, Russia�, Robin O. Cleveland �Boston Univ., Boston, MA 02215�, and Vera A. Khokhlova �Moscow State Univ., Mos-
cow 119991, Russia�

Extensive theoretical analysis, numerical studies, and both large-scale and laboratory-scale experiments have been dedicated to the
problem of shock wave propagation in air during recent years. The current interest is motivated by supersonic civil transport which is
necessarily affected by problems of sonic boom propagation in the atmosphere. The high-amplitude shock wave generated by a super-
sonic aircraft propagates through the atmosphere toward the ground and generates an acoustic field with non-uniform pressure
distribution. Temporal characteristics and spatial structure of the sonic boom are influenced by aircraft trajectory, nonlinear effects, and
diffraction and scattering by inhomogeneities. We review recent results from various teams based on a generalized KZK-type equation
that includes the effects of a moving inhomogeneous media. Statistical analysis of the numerical solutions is performed, and the results
are compared to experimental data obtained in the controlled laboratory-scale experiments conducted in the Ecole Centrale de Lyon
anechoic wind tunnel.

9:40

2aPA5. Acoustic dissipation and finite-amplitude sound propagation in two-phase porous media. N. I. Pushkina, J. I. Osypik, and
Ya. M. Zhileikin �Sci. Res. Comput. Ctr., Moscow State Univ., Vorobyovy Gory, Moscow 119992, Russia, n.pushkina@mererand.com�

Acoustic spectroscopy is known to be an important tool for studying various media. In the presented work, specific features of
acoustic dissipation in two-phase porous media are theoretically studied and the propagation of a finite-amplitude attenuating sound
beam described by the KZK-type equation is analyzed numerically for the case of a marine sediment. The KZK-type equation has been
derived from the classical Biot equations, and it contains a dissipative operator corresponding to the frequency correction function F�	�
in the Biot equations. In the present work, the properties of the correction function are studied and its well applicable representations
are obtained. It is shown that the expansion of the correction function over 	2 converges at 	�5. An asymptotic expansion of this
function is obtained at large 	 values. For high frequencies, simple dependence of viscous attenuation and phase velocity on parameters
of a medium, useful for diagnostics of these parameters, has been found. The propagation of a finite-amplitude acoustic beam in a
dissipative marine sediment has been numerically analyzed which showed that intense acoustic beam propagation can be accompanied
by considerable non-linear phenomena while diffraction only weakly affects the process.

10:00—10:15 Break

10:15

2aPA6. Toward a better understanding of high intensity focused ultrasound therapy using the Khokhlov–Zabolotskaya–
Kuznetsov equation. L. A. Crum, M. S. Canney, M. R. Bailey �Ctr. for Industrial and Medical Ultrasound, Appl. Phys. Lab., Univ. of
Washington, 1013 NE 40th St., Seattle, WA 98105�, O. V. Bessonova �Moscow State Univ., Moscow 119991, Russia�, and V. A.
Khokhlova �Univ. of Washington, Seattle, WA 98105�

High intensity focused ultrasound �HIFU� therapy is an emerging medical technology in which acoustic pressure amplitudes of up
to 100 MPa are used to induce tissue ablation, often in combination with real-time imaging. The ultrasound energy is typically focused
into a millimeter-size volume and used to thermally coagulate the tissue of interest while ideally sparing surrounding tissue. Nonlinear
effects are important in HIFU as in situ intensities for clinical applications of up to 30 000 W/cm2 have been reported. Since controlled
experiments are often difficult to perform, especially in vivo, modeling can aid in understanding the physical phenomena involved in
HIFU-induced tissue ablation. The Khokhlov–Zabolotskaya–Kuznetsov �KZK� equation is applicable to HIFU because it includes all of
the basic physical phenomena that are relevant to HIFU including acoustic beams, diffraction, focusing, nonlinear propagation, shock
formation, and dissipation. In this paper, an overview of several recent advances in KZK modeling for HIFU applications are described.
It is shown that shock-induced heating in tissue can cause localized boiling in milliseconds; furthermore, the bubbles associated with
boiling can significantly alter HIFU treatments. �Work supported in part by NSBRI SMST01601, NIH EB007643, and RFBR 09-02-
01530.�
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10:35

2aPA7. Shocking stones with the Khokhlov–Zabolotskaya–Kuznetsov equation. Robin O. Cleveland �Dept. of Mech. Engin., Bos-
ton Univ., 110 Cummington St, Boston, MA 02215, robinc@bu.edu�

In shock wave lithotripsy �SWL� high-amplitude acoustic waves generated outside the body are focused onto kidney stones in order
to fragment them into pieces that are small enough to pass naturally. In order to investigate mechanisms of fragmentation and collateral
damage to the soft tissue it is necessary to understand the acoustic field delivered to the tissue in and around the kidney. This is not
easily accomplished experimentally and motivates the development of numerical models. The application of the Khokhlov–Zabo-
lotskaya–Kuznetsov �KZK� equation to the SWL problem is discussed as there are two underlying assumptions that are challenged: the
peak pressures are on the order of 50 MPa resulting in an appreciable acoustic Mach number of 0.02, and large focusing gains are
employed which violate the paraxial approximation. Predictions using the KZK equation, with a layered model of the tissue path to the
kidney, demonstrate that the waveform shape, in particular, the risetime, is strongly affected by the tissue path. However, once the
waveform enters the urine in the collecting space of the kidney, the waveform heals and a sharp shock results within about 5 mm of
propagation. �Work supported in part by NIH DK-43881.�

10:55

2aPA8. Nonlinear pulsing schemes for diagnostic ultrasound. Michalakis Averkiou �Dept. of Mech. Eng., Univ. of Cyprus, 75 Kal-
lipoleos Str., 1678 Nicosia, Cyprus, maverk@ucy.ac.cy�

With the introduction of ultrasound contrast agents and the development of tissue harmonic imaging �THI�, nonlinear acoustics has
become a major research direction in diagnostic ultrasound. In THI an image is formed from the nonlinear components �due to nonlinear
propagation� of the backscattered signal. Pulsing schemes have been invented to specifically detect the nonlinear components. These
schemes are pulse inversion �PI�, power modulation �PM�, and their combinations �PMPI2, PMPI3, and PMPI4�. The KZK equation is
used to investigate these pulsing schemes in conditions that closely resemble ultrasound imaging in order to fully understand the prop-
erties of these schemes. Measurements of nonlinear propagation of such pulses were compared with the KZK predictions and were
found in good agreement. Pulse inversion isolates the even harmonic components only and extracts the total amount of nonlinearity in
those components. With pulsing schemes with different amplitudes �PM, PMPI2, and PMPI3�, the differential nonlinearity between
pulses is detected, with PMPI2 extracting the largest total amount. In addition, the schemes with amplitude modulation have a nonlinear
fundamental component that suffers less than the higher harmonics from thermoviscous absorption and thus offers more signal in pen-
etration limited cases.

11:15

2aPA9. Statistical solutions of the Khokhlov–Zabolotskaya–Kuznetsov equation for analyzing mechanisms of image quality
enhancement in tissue harmonic imaging. Xiang Yan �Dept. of Mech. Eng., The Univ. of Texas at Austin, Austin, TX 78712-0292�
and Mark F. Hamilton �The Univ. of Texas at Austin, Austin, TX 78713-8029�

Statistical solutions of the Khokhlov–Zabolotskaya–Kuznetsov equation were obtained to analyze mechanisms contributing to image
quality enhancement in tissue harmonic imaging �THI�. The focus is on suppression of image clutter due to phase aberration and
reverberation. Tissue heterogeneity is modeled with a random phase screen characterized by its variance and spatial correlation length.
Solutions for the mean intensities of the linear �fundamental mode� and second-harmonic fields were derived from a focused Gaussian
beam that is transmitted through a phase screen located an arbitrary distance from the source. The random phase variations of the screen
are assumed to be small and described by a Gaussian autocorrelation function. The solutions are validated by comparison with ensemble
averages of direct numerical simulations. A benefit of the analytical approach is separation of the different contributions to deformation
of the beam by the phase screen, and the statistical approach is convenient for quantifying the merits of THI. The degree to which THI
reduces beam deformation is assessed using a measure based on signal-to-clutter ratios introduced previously for this purpose by C. E.
Bradley �Proceedings of 17th International Symposium on Nonlinear Acoustics �AIP, New York, 2006��. Statistical solutions will also
be presented for backscattering. �Work supported by NIH DK070618.�

Contributed Paper

11:35
2aPA10. Nonlinear acoustical beam formation and beam profiles in
fluids. Cristian Pantea and Dipen N. Sinha �Mater. Phys. and Applications,
MPA-11, MS D429, Los Alamos Natl. Lab., Los Alamos, NM 87545�

Nonlinear acoustical beam formation in fluids is investigated in several
different configurations: �i� collinear mixing due to simultaneous excitation
of a single transducer by two different high frequency signals, �ii� non-
collinear mixing due to excitation from two separate transducers, �iii� non-
linear de-modulation of an amplitude modulated fixed frequency, and �iv�
nonlinear mixing due to excitation of a single transducer by a fixed fre-

quency and a chirped frequency signal. In all cases, the difference frequency
acoustic beam generated by nonlinear mixing in the fluid is investigated. In
contrast to using solids as the nonlinear medium, fluids have the advantage
that the beam can be scanned in all directions allowing the determination of
three-dimensional beam profile. The experiments were performed mainly in
water and Fluorinert FC43. In the collinear measurement configuration,
where the nonlinear down-converted beam is produced from a single trans-
ducer, the experimental results are compared with the predictions from the
KZK equation. Electronics and transducer nonlinearity and the role of trans-
ducer “effective diameter” will also be discussed.
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TUESDAY MORNING, 27 OCTOBER 2009 BLANCO/LLANO, 8:15 TO 10:00 A.M.

Session 2aPP

Psychological and Physiological Acoustics: Cognitive Aspects of Hearing

Craig A. Champlin, Chair
Univ. of Texas at Austin, Communication Sciences and Disorders, 1 University Station, Austin,TX 78712-0114

Contributed Papers

8:15
2aPP1. Signal-to-noise-ratio loss in hearing-impairment and feature
enhancement. Woojae Han �Dept. of Speech and Hearing Sci., Univ. of Il-
linois at Urbana-Champaign, 901 S. Sixth St., Champaign, IL 61820,
whan5@illinois.edu�, Riya Singh, and Jont Allen �Univ. of Illinois at
Urbana-Champaign, Urbana, IL 61801�

The primary purpose of this study is to investigate detailed conse-
quences of hearing loss and to scrutinize if individual hearing impaired �HI�
listeners exhibit individual patterns in their consonant confusion scores. 16
English nonsense CV syllables, by 18 various talkers in five speech-
weighted noise �
12, 
6, 0, �6, and �12-dB signal-to-noise-ratios� and
quiet conditions, were randomly presented to 11 HI subjects �18 HI ears�
having sensorineural hearing losses at two different amplified levels: with
and without NAL-R �similar to fitting hearing aids�. The HI ears have sen-
sorineural hearing loss with flat �mild-to-moderate-to-severe�, ski-slop at
low- and/or high-frequency regions, and cookie-bite configurations. To char-
acterize the consonant loss, the performance of each HI ear was compared to
average normal-hearing listeners in masking noise. Preliminary analysis
shows that each HI ear has an individual profile, which is a characteristic of
the impaired ear. Once the noise-sensitive consonants are identified, the aim
is to use signal processing techniques to selectively enhance features to
make them audible in noise. �Work supported by the NIH Grant
RDC009277A.�

8:30
2aPP2. Comodulation masking release to detect cochlear dead regions in
hearing impaired ears. Riya Singh �Dept. of Elec. and Comput. Eng., Univ.
of Illinois at Urbana-Champaign, Everitt Lab, 1406 W. Green St., Urbana,
IL 61801�, Woojae Han, and Jont B. Allen �Univ. of Illinois at Urbana-
Champaign, Urbana, IL 61801�

The purpose of this study is to investigate if comodulation masking re-
lease experiments with hearing impaired �HI� individuals can be used as a
reliable method to detect dead regions in the cochlea, if any. The experiment
involves detection of a pure tone in a narrow band of noise �the on-signal
band� in presence of four other narrow bands of noise that fall outside the
auditory bandwidth at the center frequency of the on-signal band. These
flanking bands are either all co-modulated so as to have the same amplitude
envelope as the on-signal band or are randomly modulated and are presented
monaurally to an impaired ear. Each band is level adjusted to be audible to
the HI ear. Data are being collected for both these cases from normal-
hearing listeners and HI listeners with no dead regions. Every HI individual
also undergoes psychophysical tuning curve and threshold-equalizing noise
tests which are currently used tests to detect cochlear dead regions. Each HI
individual also takes speech perception tests with CV syllables under vari-
ous noise conditions. The consonant loss profiles from the perception ex-
periments help make a reasonable estimate of the possibility of a dead
region. �Work supported by NIH.�

8:45
2aPP3. Infants’ vowel discrimination in modulated and unmodulated
noise. Lynne A. Werner �Dept. Speech & Hearing Sci., Univ. of Washington,
1417 NE 42nd St., Seattle, WA 98105-6246�

Adults detect and discriminate masked sounds better in temporally
modulated maskers than in unmodulated maskers. It is not known whether

the same is true of infants. In this study, 7–9-month-olds learned to respond
when a repeated vowel changed from /a/ to /i/ or from /i/ to /a/ in speech
spectrum noise. Discrimination was assessed using an observer-based
procedure. In one condition the noise was unmodulated. In the other, the
noise was modulated with the envelope of single talker speech. The level of
the noise was 60-dB SPL. For infants in group 1, the level of the vowel in
both conditions was set so that d��1 was achieved in the unmodulated
noise; discrimination in modulated noise was the second condition tested.
For infants in group 2, the level of the vowel was fixed at the average level
used to test the infants in group 1; discrimination in modulated noise was
tested first. In both groups, d� in the modulated noise condition averaged
only 0.5. Thus, infants were unable to take advantage of masker modulation
to improve speech discrimination. Their speech discrimination was poorer in
modulated than in unmodulated noise. �Work supported by NIH R01
DC00396 and P30 DC04661.�

9:00
2aPP4. Enduring non-verbal memory for spectral timbre. Denis
McKeown and Tom Mercer �Dept. of Psych., Univ. of Leeds, Leeds, United
Kingdom�

It is often assumed that auditory sensory memory disappears within a
few seconds or is so smudged as not to permit fine discriminations between
successive sounds beyond a few seconds. But studies have been confounded
by proactive interference, task difficulty, and verbal labeling. In Experiment
1, participants heard two complex tones separated by a silent retention in-
terval of 2, 4, 8, 16, or 32 s. Tones varied widely in pitch from trial to trial
�so no standard memory could be formed� and were non-speech-like
�difficult to verbalize�, and very long inter-trial intervals were used �32 s� to
reduce interference from prior sounds. After the tone-pair presentation, lis-
teners made a same-different response based on slight differences in spectral
timbre. Discrimination performance expressed as d�, at each retention inter-
val revealed that the persistence of memory for spectral timbre surpassed the
usually quoted lifetime of some few seconds and for certain participants it
endured for 32 s. In Experiment 2, overall stimulus levels were roved within
trials to rule out loudness cues in the discrimination. It is proposed that rea-
sonably robust non-verbal memory traces for spectral timbre persist for sev-
eral seconds allowing listeners to make fine discriminations of changes to a
spectrum.

9:15
2aPP5. Efficient coding of correlated complex acoustic dimensions
through active listening. Christian E. Stilp, Timothy T. Rogers, and Keith
R. Kluender �Dept. of Psych., Univ. of Wisconsin, 1202 W. Johnson St.,
Madison, WI 53706, cestilp@wisc.edu�

Efficient coding extracts and exploits redundancy to optimize informa-
tion processing in sensorineural systems. Stilp et al. �J. Acoust. Soc. Am.
124, 2496 �2008�� reported evidence for rapid and efficient adaptation to
correlation among complex acoustic attributes. In the study, following pas-
sive exposure to highly correlated stimulus features, discriminability of
sound pairs violating the correlation is temporarily lost before subsequent
recovery via active testing with stimuli whose features were poorly
correlated. The present study examines listeners’ ability to extract and ex-
ploit correlation between stimulus attributes exclusively through active
testing. Listeners discriminated stimuli �AXB� for which two complex, in-
dependent dimensions, attack/decay �AD� and spectral shape �SS�, were
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highly correlated �r2�0.96�. In the first testing block of 128 trials, discrimi-
nation of sound pairs respecting the correlation is superior to sound pairs
violating the correlation. Only through successive testing blocks, listeners
discover variance orthogonal to the otherwise perfect correlation between
AD and SS, and discrimination recovers to baseline levels. Listener perfor-
mance will be discussed within the context of maximum likelihood and con-
nectionist models. �Work supported by NIDCD.�

9:30
2aPP6. Neural representation of speech sounds: Study using frequency
following response. Radhika Aravamudhan �George S. Osborne College of
Audiol., Salus Univ., 8360 Old York Rd., Elkins Park, PA 19027,
raravamudhan@salus.edu�

The neural encoding of an acoustic signal begins in the auditory nerve
and travels to the auditory brainstem and further to the auditory cortex. Pre-
vious studies have used nonspeech signals like tones and clicks to evaluate
the integrity and synchrony of the auditory pathway. Most of the previous
research has focused on how any acoustic signal is perceived by using be-
havioral methods. One of the main areas in understanding how we hear the
signal depends on how this acoustic signal is represented in the auditory
pathway. A number of studies have studied the acoustic parameters that in-
fluence the perception of speech, but very few of them have focused on how
these acoustic changes are represented in the auditory pathway. Since the
signal representation in the auditory pathway is very crucial to how the sig-
nal is perceived, studies that focus on the relationship between the changes
in the input acoustics and its influence on neural representation become very

essential. In the current project the neural representation of isolated vowels
and vowels in CV context was recorded using human frequency following
response. The results will be discussed in the paper.

9:45
2aPP7. How can a video game cause panic attacks? I. Effects of an
auditory stressor on the human brainstem. Judith L. Lauter, Elizabeth
Mathukutty, and Brandon Scott �Dept. of Human Services, Stephen F. Aus-
tin State Univ., Box 13019 SFA Station, Nacogdoches, TX 75962, jlauter
@sfasu.edu�

The auditory brainstem response �ABR� was recorded during simulta-
neous binaural presentation of two types of sounds: �1� condensation clicks
presented through in-the-ear earphones at 43.1/s, 60 dB nHL; and �2� re-
cordings of breathing sounds, presented through supra-aural headphones, at
levels adjusted by participants to be equivalent to the clicks. In alternate
blocks, the breathing sounds were either: �1� a recording of quiet breathing
�blocks 1, 3, and 5� or �2� a recording of erratic �stressed� breathing �blocks
2 and 4�. The erratic breathing was modeled on a video game soundtrack in
which the character was represented as running, wounded, and frightened.
Four 2048-sweep ABR waveforms were collected in each of the five blocks,
and the mean amplitude of ABR peak V was calculated over each set of four
waveforms. Results indicate a significant decrease in the amplitude of ABR
peak V during erratic breathing versus quiet breathing. Implications include
�1� possible new evidence of the effect of selective attention on the ABR, �2�
the potential for using auditory stressors to study the central physiology of
emotional responses in humans, and �3� clues to physiological correlates of
the effects of certain video games known to evoke panic attacks in suscep-
tible players.

TUESDAY MORNING, 27 OCTOBER 2009 REGENCY WEST 1 & 2, 9:00 TO 11:50 A.M.

Session 2aSC

Speech Communication: Advances in Speech Synthesis

Norma S. Antonanzas-Barroso, Chair
UCLA School of Medicine, Head and Neck Surgery, 31-24 Rehab Center, Los Angeles, CA 90095-1794

Invited Papers

9:00

2aSC1. Talking heads: Speech synthesis and embodied cognition. Philip Rubin, Gordon Ramsay �Haskins Labs., 300 George St.,
New Haven, CT 06511 and Yale School of Medicine, 333 Cedar St., New Haven, CT 06510, rubin@haskins.yale.edu�, and Eric
Vatikiotis-Bateson �Univ. of British Columbia, Vancouver, BC V6T 1Z4, Canada, evb@interchange.ubc.ca�

This presentation provides a brief overview of 300 years of effort toward the creation of talking heads: mechanical, electronic,
and/or computational models of human speech. Speech, language, communication, and cognition are fundamentally shaped, in part, by
both biological and physical factors. To understand this grounding and how to effectively replicate its most salient aspects in synthesis
systems requires us to pay serious attention to the structure, kinematics, and dynamics of the articulators; the organization and charac-
terization of complex, emergent behavior in multimodal systems; and the consideration of how events within such systems unfold over
multiple time scales. New approaches that will help advance our knowledge and improve our synthesis tools and techniques will be
discussed.

9:20

2aSC2. Challenges in evaluating the intelligibility of text-to-speech. Ann Syrdal �AT&T Res., 180 Park Ave., Rm. D159, Florham
Park, NJ 07932-0971, syrdal@research.att.com�, Murray Spiegel �Telcordia Technologies, Piscataway, NJ 08854-4151�, Deborah Rekart
�AT&T Services, Dallas, TX 75287�, Susan R. Hertz �Nova Speech LLC and Cornell Univ., Ithaca, NY 14850�, Tom Carrell �Univ. of
Nebraska, Lincoln, NE 68583-0738�, H. Timothy Bunnell �Alfred I duPont Hospital for Children, Wilmington, DE 19803�, and Corine
Bickley �Gallaudet Univ., Washington, DC 20002�

Text-to-speech �TTS� technology imposes different constraints on intelligibility than those sufficient for the evaluation of other
speech communication systems. For example, the newly revised standard S.2-2009 explicitly excludes TTS from the speech commu-
nication systems it covers. Since there is no current standard appropriate for evaluating TTS intelligibility, the ASA Standards Bioa-
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coustics �S3� working group on Text-to-Speech Technology �WG91� was formed with the initial goal of developing such standard. We
describe several ways in which standard methods of testing speech intelligibility are unsuitable for TTS technology and outline our
approach to overcoming these limitations. We present an overview of our proposed standard, which is currently nearing its final draft
stages.

9:40

2aSC3. Recombinant speech synthesis: Natural text-to-speech synthesis with prosodic control. Esther A. Klabbers, Taniya Mishra,
and Jan P.H. van Santen �Div. of Biomedical Comput. Sci., Oregon Health & Sci. Univ., 20000 NW Walker Rd., Beaverton, OR 97006,
klabbers@cslu.ogi.edu�

Unit selection text-to-speech synthesis methods rely on large corpora to cover all phoneme sequences in as many prosodic contexts
as possible. This coverage is rarely complete except in limited domains. This becomes particularly salient when using prosodic markup
to generate specific prosodic patterns �e.g., emphatic stress�. An architecture is proposed combining the naturalness of unit-selection
synthesis with the requirement of prosodic control. The speech corpus consists of multiple sub-corpora, each optimized to cover a
“linguistic subspace”; subspaces include phoneme sequences, left-headed feet, sentence structures, and paralinguistic categories. The
system relies on the superpositional model of intonation to decompose natural pitch contours into component contours, e.g., phrase
curves �corresponding to phrases� and accent curves �corresponding to left-headed feet�; on analogous methods for timing; and on
hybridization methods to implement paralinguistic features. During synthesis, phoneme sequences, curves, and parameters are generated
from the sub-corpora, optionally modified as per prosodic control tags, and “re-combined.” The explicit representation in terms of
component curves allows for complete prosodic control, while the naturalness of the prosodic patterns is guaranteed by extracting these
curves from natural speech and smoothly modifying them, thereby preserving important natural detail. �Research supported by NSF
grant 0205731, “Prosody generation in child-oriented speech.”�

10:00—10:30 Break

10:30

2aSC4. Speech transformation: Increasing intelligibility and changing speakers. Alexander Kain �Div. of Biomedical Comput. Sci.
Oregon Health & Sci. Univ., 20000 NW Walker Rd., Beaverton, OR 97206, kaina@ohsu.edu�

Speech transformation changes an aspect of speech without changing its message, typically using a process of analysis, feature
modification, and synthesis. The feature modification step can consist of a �trainable� mapping function or a hybridization of several
feature sets for the purposes of perceptual experimentation. First, speech transformation approaches are presented that aim to increase
the intelligibility of speech. One approach is used in the context of increasing the intelligibility of conversationally spoken speech for
hearing-impaired listeners. Another approach aims to increase the intelligibility of speaking-impaired individuals by the general
population. Second, transformation approaches are presented which aim to change a source speaker’s speech �natural or TTS-generated�
to sound as if a specific target speaker had spoken it �also known as voice transformation�.

10:50

2aSC5. Quasi-articulatory synthesis as a tool for basic science and education. Helen M. Hanson �ECE Dept., Union College, 807
Union St., Schenectady, NY 12308�

HLsyn is a quasi-articulatory speech synthesis system based on Klatt’s formant synthesis model �D. K. Klatt and L. C. Klatt, J.
Acoust. Soc. Am. 87, 820–857 �1990��. The elements of a circuit model of the vocal tract are derived from cross-sectional areas of
constrictions and subglottal pressure. Solution of the circuit results in pressure drops across constrictions, which in turn lead to source
characteristics �both periodic and noise�. The circuit model imposes constraints on the relations between the pressures and flows in the
circuit, resulting in more natural variation in the amplitudes of two simultaneous sources, e.g., a periodic source and a noise source.
While the virtues of HLsyn as a speech synthesis system have often been sung �e.g., Hanson and Stevens, J. Acoust. Soc. Am. 112,
1158–1182 �2002��, HLsyn has other uses that may go unnoticed. Using HLsyn to explore or simulate the production of certain sounds
often leads to insights about how speech is produced. That is, this synthesizer can be used to explore the basic science of speech
production and perception. Likewise, HLsyn as a tool in basic speech science courses brings equations and circuits to life for students.
Examples of insights gained through HLsyn will be described. �Work supported by NIH.�

11:10

2aSC6. Advances in simulation of sentence-level speech production with kinematic models of the vocal tract and vocal folds. Brad
H. Story �Dept. of Speech, Lang., and Hearing Sci., Univ. of Arizona, 1131 E. 2nd St., Tucson, AZ 85721�

Speech simulation refers to a system in which computational models are used to simulate the physical processes of human sound
production. These processes consist primarily of vocal fold vibration and acoustic wave propagation in the tracheal, nasal, vocal tract
systems, and radiated acoustic output. Although simulations of various aspects of speech production are typically limited to short time
scales, this presentation will focus on using kinematic models of the vocal folds and vocal tract shape to generate speech at the level of
words and sentences. Specifically, the vibrating medial surface of the vocal folds is represented by a kinematic model which allows for
direct time-dependent specification of fundamental frequency, amplitude of vibration, glottal geometry, and glottal symmetry. The vocal
tract shape is also governed by a kinematic model, based on data collected with MRI and x-ray microbeam techniques, that allows for
specification of time-dependent cross-sectional area changes in an acoustic waveguide. When these models are coupled, the result is an
acoustically-interactive simulation of the sound production process from which pressures and airflows are generated. The components
of the system will be presented and then used to demonstrate samples of simulated speech. �Work supported by NIH R01-DC04789.�

11:30—11:50 Panel-Discussion
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TUESDAY MORNING, 27 OCTOBER 2009 RIO GRANDE WEST, 7:55 TO 11:45 A.M.

Session 2aSP

Signal Processing in Acoustics: Time-Frequency Theory and Applications

Edmund J. Sullivan, Chair
EJS Consultants, 46 Lawton Brook Ln., Portsmouth, RI 02871-1032

Chair’s Introduction—7:55

Invited Papers

8:00

2aSP1. Wave propagation in phase-space. Leon Cohen �Dept. of Phyiscs, City Univ.-Hunter College, 695 Park Ave., New York, NY
10021�

We derive exact expressions for the spreading of a propagating pulse in a dispersive medium. We address both the deterministic and
the random case, and also allow for the possibility of frequency-dependent attenuation. The conditions for contraction of a pulse before
it eventually spreads to infinity are derived. In the interpretation of the expressions, we show that considerable insight may be achieved
if the pulse is analyzed in phase-space where the phase-space distribution may be time-frequency or position-wavenumber. Applications
to a train of pulses relevant to reverberation and clutter is also discussed. �Work supported by ONR 321US.�

8:20

2aSP2. Time-frequency and position-wavenumber acoustic signal analysis. Patrick J. Loughlin �745 Benedum Hall, Univ. of Pitts-
burgh, Pittsburgh, PA 15261, loughlin@pitt.edu�

The spectrogram, which is a plot of the spectral intensity of a signal over time, has been widely used in acoustic signal processing
because many signals, such as speech, animal vocalizations, music, and the sonar backscatter from elastic objects, have frequencies that
change over time, which convey important information about the signal or source from which it originated. Since the development of
the spectrograph at Bell Laboratories in the 1940s, more modern methods for time-frequency analysis, such as the Choi–Williams and
Zhao–Atlas–Marks distributions, have been developed, which overcome some of the limitations of the spectrogram and, in particular
can show time-frequency detail in the signal that is obscured by the spectrogram. We will discuss these methods and the general area
of time-frequency acoustic signal analysis with examples drawn from a variety of applications. A particular focus will be made on
showing how time-frequency analysis, and also position-wavenumber analysis, can be used to formulate and gain physical insights into
dispersive pulse propagation. We will also comment on and illustrate the use of wavelets for time-frequency analysis. �Work supported
by ONR 321US.�

8:40

2aSP3. Gibbs sampling for modal arrival time and amplitude estimation from time-frequency representations of acoustic signals.
Zoi-Heleni Michalopoulou �Dept. of Math. Sci., New Jersey Inst. of Technol., Newark, NJ 07102, michalop@njit.edu�

A Gibbs sampling-maximum a posteriori approach is developed for modal arrival time and amplitude estimation from time-
frequency representations of broadband acoustic signals propagating in underwater media. The goal is to obtain accurate estimates of
arrival times of propagating modes and corresponding amplitudes, which can then be employed for source localization and geoacoustic
inversion. The method provides uncertainty information on both modal arrival time and amplitude estimates, typically unavailable when
traditional methods are used. Estimates and uncertainty are propagated through an inversion process, generating posterior probability
distributions of source range and geoacoustic properties. �Work supported by ONR.�

9:00

2aSP4. Adaptive noise and interference removal from speech based on a modified short time Fourier transform. Douglas J.
Nelson �Natl. Security Agency, 9800 Savage Rd., Fort Meade, MD 20755-6214�

A simple linear adaptive method for removing noise and interference from speech is presented. The method is based on a linear
time-frequency representation in which the short time Fourier transform �STFT� is concentrated �reassigned� in frequency. The con-
centration process results in a complex-valued surface in which speech components and narrowband AM/FM interference components
are essentially time-varying spectral impulses. Unwanted components may be removed from the surface, and the clean signal with these
components removed may be reconstructed as a linear time marginal, computed by integrating the surface with respect to frequency.
This process is linear and results in a nearly distortion-free reconstructed signal. Moreover, unlike processes like methods such as
spectral subtraction, the process requires no Fourier inversion. This process is computationally efficient since the STFT is implemented
as a bank of recursive two tap filters.
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9:20

2aSP5. Estimation of seismic interface wave dispersion in geoacoustic inversion. Hefeng Dong �Dept. of Elec. & Telec., Norwegian
Univ. of Sci. & Techn., NO-7491 Trondheim, Norway� and Lanbo Liu �Univ. of Connecticut, Storrs, CT 06269-2037�

Shear wave velocity variation as depth in underwater environment is closely related to dispersion of seismic interface waves trav-
eling along the water/sediment boundary. An estimate of the dispersion of seismic interface waves can be obtained by time-frequency
analysis. There are different methods for the time-frequency analysis to estimate dispersion of the interface waves. Phase velocity dis-
persion can be estimated by multi-sensor method, while group velocity dispersion can be estimated by single-sensor method. Multi-
sensor method uses array data by knowing sensor-spacing, which gives the average estimate of the phase velocity within the ranges
covered by the array. Single-sensor method uses one trace at a time by knowing the distance between source and the sensor, and gives
the local group velocity estimate. In this paper, time-frequency analysis methods for both phase- and group-velocity estimations are
presented. An experimental example for estimation of shear wave velocity variation as depth in the upper layers of the sediment is
presented by inverting the estimated dispersion relations of seismic interface waves �Work supported by NFR under No. 186923/I30�.

9:40

2aSP6. Space-time-frequency analysis of the scattered acoustic wave field from elastic shells recorded by bistatic sonar systems.
Karim G. Sabra and Shaun D. Anderson �Woodruff School of Mech. Eng., Georgia Inst. of Technol., Graduate Box 1000, Atlanta, GA
30332, karim.sabra@me.gatech.edu�

An ongoing challenge for underwater sonar systems is to discriminate a man made target �shell� from surrounding clutter returns and
to provide robust classification features for the estimation of the physical target characteristics �e.g., shell thickness and material
properties�. To this end, time-frequency analysis, and, in particular, Wigner–Ville analysis, has been shown to provide a robust pro-
cessing tool for interpreting the evolutional time dependent aspect of the scattered acoustic wave field from elastic shells. The design of
a robust space-time-frequency bistatic sonar system to enhance the target detection of shells with the use of a sensor array will be
presented. Practical implications for bistatic mine countermeasure sonar systems, using a network of autonomous underwater vehicles,
will be discussed.

10:00—10:15 Break

Contributed Papers

10:15
2aSP7. Application of compressive sampling to passive sonar signals. R.
Lee. Culver �Grad. Prog. Acoust. & Appl. Res. Lab., Penn State Univ., P.O.
Box 30, State College, PA 16804� and N. K. Bose �Penn State Univ., State
College, PA 16804�

Recently the compressive sampling �CS� paradigm has generated con-
siderable interest in the signal processing community because it offers the
potential to fully characterize signals without satisfying the Nyquist require-
ment �sampling frequency must be more than twice the highest frequency in
the signal�. Signal compression itself is not new; it is used in all file com-
pression algorithms. However, it generally requires that all coefficients be
generated, many or most of which are discarded and only a few are
transmitted. The theoretical basis for CS has been presented in a number of
signal processing and statistics journal articles �e.g., Candès and Wakin,
IEEE SP �March 2008��. CS is fixed �non-adaptive� and is efficient in that
only the coefficients required for signal characterization are calculated. The
key requirement of CS is to find a basis in which the signal representation is
sparse and thus can be represented with a minimum number of coefficients.
Here we explore possible benefits of applying CS to sonar signals, including
signal compression, bandwidth reduction, and exploitation of sparse sam-
pling geometries. �Work sponsored by ONR Undersea Signal Processing.�

10:30
2aSP8. Time-frequency analysis techniques for long range sediment
tomography. Gopu R. Potty and James H. Miller �Dept. of Ocean Eng.,
Univ. of Rhode Island, Narragansett, RI 02879�

Long range sediment tomography technique uses travel-time of acoustic
normal modes at different frequencies to invert for the geoacoustic
properties. The modal travel-times are calculated from the time-frequency
analysis of the acoustic time series. Travel times in the frequency range 1 Hz
to less than 1 kHz modes 1–6 obtained using broadband sources are typi-
cally used as data for the inversion. Various time-frequency analysis tech-
niques used in the past in the context of long range sediment tomography
will be presented. These techniques include short time Fourier transform,
wavelet transform, matching pursuit algorithms, and dispersion based short
time Fourier transforms. Performance of these techniques will be compared

using data from various types of broadband sources deployed during differ-
ent field experiments. �Work supported by Office of Naval Research.�

10:45
2aSP9. Using time corrected instantaneous frequency to detect source
motion of a towed projector. Jack A Shooter �Appl. Res. Labs, Univ. of
Texas at Austin, P.O. Box 8029, Austin, TX 78713-8029, shooter@arlut
.utexas.edu�

The TCIF algorithm �S. Fulop and K. Fitz, J. Acoust. Soc. Am. 119,
360–371 �2006�� was applied to a narrow band projector from the Shallow
Water 2006 Hudson Canyon experiment. To observe Doppler shifts near
CPA, short overlapping FFTs were formed from the measured time series
data. The appearance of a secondary Doppler component indicates that the
source was wobbling or fishtailing during the tow event. Analysis indicated
the source was moving back and forth with amplitudes of about 6 in., at a
rate of 1–2 cycles/s. Detecting these source dynamics required a basic FFT
length less than 18% of the variable period and signal-to-noise ratio greater
than 18 dB. Narrowband filtering the data significantly reduced interference
from outside the band of interest. The FFT lengths were so short the fre-
quency bin spacing was much greater than the wobble frequency variation,
yet TCIF permitted the source wobble period to be observed. �Work sup-
ported by IR&D.�

11:00
2aSP10. Temporal analysis of human motion signatures. Alexander
Ekimov, Marshall Bradley, and James Sabatier �NCPA, Univ. of Missis-
sippi, 1 Coliseum Dr., University, MS 38677, aekimov@olemiss.edu�

Passive and active signals characterize human motion. Passive signals
produced by footsteps are recorded with microphones and geophones. Ac-
tive signals are measured with Doppler techniques and characterize the os-
cillatory motion of human body parts with different acoustic cross-sections
and velocities. Simultaneous measurements of human passive and active
signatures show temporal synchronization. This synchronization results in
equal cadence frequencies for human motion signatures. These signatures
are compared to a mathematical model of human motion �Boulic et al., “A
global human walking model with real-time kinematic personification,” Vi-
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sual Comput. �1990��. This empirical model predicts the motion of key body
parts including shoulders, elbows, fingers, hips, knees, and toes for an “av-
erage” human walking at a constant velocity. Speeds of the body parts de-
pend on the walking velocity and the size of the individual as parametrized
by thigh height. Comparison of experimental data with the predictions of the
mathematical simulations enhances the capability to characterize humans.
Measurements of the motion signatures of walking humans using a multi-
modal sensor suite �seismic, passive, and active ultrasonics, and radar
sensors� are presented and discussed. �Work supported by Department of the
Army, Army Research Office Contracts W911NF-04-1-0190 and W911NF-
08-1-0389.�

11:15
2aSP11. Blind deconvolution of quadratic time-frequency
representations of musical signals for reverberation feature extraction.
Gang Ren �Dept. of Elec. and Comput. Eng., Univ. of Rochester, Rochester,
NY 14627, garen@ece.rochester.edu�, Mark F. Bocko, and Dave Headlam
�Univ. of Rochester, Rochester, NY 14627�

An acoustic space is uniquely characterized by its reverberant behavior.
Due to the complexity of the multiple reflections and diffraction of sound in
an enclosure, currently available system identification algorithms cannot ef-
fectively estimate the impulse response of a concert hall simply from musi-
cal recordings in that space. This paper reports the use of blind image de-
convolution methods to construct echo patterns from quadratic time-
frequency representations of reverberant recordings of music. First, a
quadratic time-frequency analysis is performed to decompose the musical
signal into its constituent harmonic components. Quadratic time-frequency
analysis methods are known to give enhanced resolution in the time-
frequency plane in comparison to conventional Fourier analysis. Reverber-
ant features then appear as blur in the time-frequency plane, which can be

estimated by employing the methods of blind deconvolution of this “image”
of the sound. The proposed algorithm retrieves both the blur pattern, which
corresponds to the reverberation echogram, and the direct acoustic signal.
By choosing the time-frequency frame scale and smoothing window, a
multi-resolution analysis of the underlying acoustic impulse response is
obtained. Various quadratic time-frequency analysis methods are evaluated
and their relative performance is reported. The proposed methods are also
compared to existing dereverberation algorithms.

11:30
2aSP12. Speech localization in any direction using power and frequency
signatures, gradients, and differences. Colin L. Barnhill and James West
�ECE Dept., Johns Hopkins Univ., 3400 N. Charles St., Baltimore, MD
21218, cb@jhu.edu�

Speech localization is a relatively simple task for a human but, often, a
difficult task for acoustic arrays. Although arrays can localize impulsive and
narrow-band sources through the use of cross-correlation and subspace
methods �like MUSIC�, these methods break down when there is low SNR,
reverberant conditions, or the source is neither impulsive nor narrow-band.
Interesting speech sources �for teleconferencing or surveillance� are most of-
ten in environments where many of the breakdown conditions exist. New or
multiple methods are necessary to reliably localize speech. A new algorithm
will be presented that makes use of multiple localization methods to locate
the desired speech signal. The localization methods are based on the time
and frequency power signatures, gradients, and differences of third order su-
percardioid beams. Multiple beams are used to spatially segregate power
signatures, and the results are clustered to determine position. Using a
spherical array, it is possible to localize speech in any direction using these
beams. Experimental acoustic and mathematical results in real room situa-
tions will be presented.

TUESDAY MORNING, 27 OCTOBER 2009 RIO GRANDE CENTER, 10:20 TO 11:45 A.M.

Session 2aUW

Underwater Acoustics: Reverberation Measurements and Modeling I

Eric I. Thorsos, Cochair
Univ. of Washington, Applied Research Lab., 1013 NE 40th St., Seattle, WA 98105

John S. Perkins, Cochair
Naval Research Lab., Code 7140, Washington, D.C. 20375

Jason D. Summers, Cochair
SAIC, Acoustic and Marine Systems Operation, 10401 Fernwood Rd., Bethesda, MD 20817

Chair’s Introduction—10:20

Invited Paper

10:25

2aUW1. Update on the reverberation modeling workshops. John S. Perkins �Naval Res. Lab., Washington, DC 20375,
john.perkins@nrl.navy.mil� and Eric I. Thorsos �Univ. of Washington, Seattle, WA 98105-6698�

In order to investigate the status of reverberation modeling and establish well-defined benchmark problems, two reverberation mod-
eling workshops have been jointly sponsored by the Office of Naval Research and the Navy Program Executive Office C4I �PMW 120�.
The first workshop was held 7–9 November 2006, and the second during 13–15 May 2008. This paper presents the approach used in
formulating the reverberation problems posed to workshop participants and shows examples of the modeling agreement obtained for
some of the workshop problems. Issues that have arisen as workshop participants have collaborated in their attempts to produce con-
sensus solutions will be pointed out. Finally, some of the problems to be addressed at a proposed third workshop will be discussed.
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Contributed Papers

10:45
2aUW2. Ray versus mode differences in reverberation modeling
solutions for environments with high boundary scattering loss. Eric I.
Thorsos, Frank S. Henyey, Jie Yang, and Stephen A. Reynolds �Appl. Phys.
Lab., Univ. of Washington, 1013 NE 40th St., Seattle, WA 98105, eit@apl
.washington.edu�

Several of the problems for the first Reverberation Modeling Workshop
yielded interesting differences between solutions obtained with ray and nor-
mal mode methods. These particular problems were defined with high
boundary scattering loss. A bottom reverberation case at 3.5 kHz with a
down-refracting sound speed profile �Problem VI� will be considered as a
case in point. The ray solutions show a “direct path” contribution unaffected
by the bottom scattering loss as long as a direct path can reach the bottom,
while the mode solutions obtained to date show a lower reverberation level
during this period due to modal attenuation. These differences occur in both
incoherent and coherent reverberation solutions for both rays and modes.
Arguments will be presented that indicate the correctness of the ray solu-
tions for this case. Suggestions will also be made on how the mode approach
can be used to obtain solutions in agreement with the ray method. �Work
supported by ONR and the Navy Program Executive Office C4I �PMW
120�.�

11:00
2aUW3. Reverberation versus time or reverberation versus range? A
definitive relationship. Chris Harrison �NATO Undersea Res. Ctr., Viale
San Bartolomeo 400, 19126 La Spezia, Italy�

Strictly reverberation consists of all the back-scattered contributions
from many locations that arrive at one absolute time regardless of their re-
spective travel times. However, for calculation purposes, particularly at long
range, it is often more convenient to assume the scatterers to be close to-
gether at a single location with corresponding propagation loss for the out-
ward and return paths. It would be useful to know whether the latter ap-
proximation is a safe one or not. An analytical method of calculating
reverberation either at a fixed time or at a fixed range will be presented. The
ratio of these quantities is found to depend on the �vertical� angular spread
of the contributing paths. In isovelocity water at long ranges, mode-stripping

reduces the angular spread to the point where fixed-range reverberation is
indistinguishable from fixed-time. The greatest effect is at shorter ranges
where there is no significant mode-stripping, and the ratio rises to roughly 1
plus 0.855 times the square of the critical angle �in radians�. Thus the effect
is typically less than 1 dB at any range.

11:15
2aUW4. Modeling acoustic propagation in shallow water using finite
elements. Marcia J. Isakson and Preston S. Wilson �Appl. Res. Labs., The
Univ. of Texas at Austin, Austin, TX 78713, misakson@arlut.utexas.edu�

Finite element models approach an exact solution of the Helmholtz
equation as discretization density increases. Therefore, these solutions are an
excellent benchmark model for reverberation studies. This study will present
finite element reverberation solutions for two-dimensional shallow water
waveguides for times up to 4 s. Five waveguides are considered: rough bot-
tom only, rough surface only, rough surface and rough bottom, rough inter-
faces with summer �downward refracting� profile, and rough interfaces with
winter �upward� refracting profile. �Work sponsored by Office of Naval Re-
search, Ocean Acoustics.�

11:30
2aUW5. High-frequency broadband coherent reverberation predictions
for the reverberation modeling workshop. Kevin D. LePage �NATO Un-
dersea Res. Ctr., Viale San Bartolomeo 400, 19126 La Spezia, Italy�

The reverberation modeling workshop included cases with strong attenu-
ation to the forward propagation caused by multiple forward scattering. The
effects of this attenuation were consolidated into effective reflection coeffi-
cients using the small slope approximation and provided to workshop
participants. In this talk the coherent modeling of reverberation for these
strongly attenuated cases using complex modes as computed by KRAKENC
is described, and the results of these coherent modal predictions are com-
pared to results obtained by other participants using ray theory. The impor-
tance of including both the complex mode shapes and eigenvalues, as well
as the coherent interactions between modes, to obtain accurate predictions is
discussed.

TUESDAY AFTERNOON, 27 OCTOBER 2009 RIO GRANDE WEST, 2:00 TO 4:00 P.M.

Session 2pAB

Animal Bioacoustics: Emotion-Related Mechanisms of Mammalian Vocalizations

Michael J. Owren, Chair
Georgia State Univ., Dept. of Psychology, P.O. Box 5010, Atlanta, GA 30302-5010

Chair’s Introduction—2:00

Invited Papers

2:05

2pAB1. Emotion-related acoustic communication in bats. Sabine Schmidt �Inst. of Zoology, Univ. of Veterinary Medicine Hanover,
Buenteweg 17, 30559 Hanover, Germany, sabine.schmidt@tiho-hannover.de�

Some features of emotional prosody in human speech may be rooted in mechanisms common to mammals. The role of vocal com-
munication in social interactions was studied in bats, a highly vocal group evolutionarily remote from primates. The present paper
focuses on communication during agonistic encounters in the Indian False Vampire bat. Three call types with distinct time-frequency
contours occurred; aggression calls, whistles, and response calls. In a first experiment, agonistic approach situations were analyzed to
assess the extent to which these call types reflected the specific part of the caller in the interaction and the intensity of the agonistic
display. A frame-by-frame video analysis followed by a sound analysis revealed that call type indicated the part of the respective caller
while interaction intensity was encoded in similar parameter changes across call types. The systematic change in vocal parameters with
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affect intensity corresponded to prosodic changes in human speech. A playback experiment based on a habituation-dishabituation para-
digm investigated how the bats categorized the vocalizations emitted during third-party agonistic interactions. The bats were able to
discriminate between call types; however, they did not necessarily form categories corresponding to call type in reciprocal experiments,
an evidence for a context-dependent evaluation of social calls.

2:25

2pAB2. Vocal production, affect expression, and communicative function in African elephant rumble vocalizations. Joseph Soltis
�Education and Sci. Disney’s Animal Kingdom, Box 10000, Bay Lake, FL 32830, joseph.soltis@disney.com�

African elephant rumbles are harmonically rich vocalizations with clear formant structure. The low-frequency, high amplitude nature
of rumbles is consistent with the observed large vocal production anatomy. Examination of formant locations and inter-formant disper-
sion implicates the trunk in addition to the oral cavity in rumble production. Adult female African elephants express affect intensity in
ways similar to other mammals. When interacting with social superiors, subordinate rumbles exhibited increased and more variable
fundamental frequencies, and increased amplitudes and durations, compared to periods of social calm. Filter features did not change
across behavioral contexts. Acoustic responses originally related solely to affect may come to serve communicative functions. During
dyadic approaches by adult females, rumbles resembling the “fear response” of subordinates �i.e., those with increased durations and
more variable fundamental frequencies� increased the likelihood of friendly social interaction, and these signals were produced by both
subordinate and dominant animals. Two top-ranking females were co-dominant and competed for alpha status. When interacting with
each other, they produced rumbles with decreased fundamental frequencies, increased amplitudes and durations, and a decrease in inter-
formant dispersion. This acoustic response is not generally consistent with the expression of affect but may signal large body size to
social competitors.

2:45

2pAB3. Affect cues in communication calls of tree shrews. Elke Zimmermann �Inst. of Zoology, Univ. of Vet. Medicine, Buenteweg
17, 30559 Hannover, Germany, elke.zimmermann@tiho-hannover.de�

Comparative studies on affective prosody in human speech revealed remarkable cross-cultural similarities suggesting that affective
prosody may have originated from a prehuman basis. To explore this hypothesis, the acoustic variation in communication calls and its
perception in tree shrews were examined. Tree shrews are small diurnal mammals, genetically closely related to primates, living in
dispersed pairs in the dense tropical forests of south-east Asia. Calls were induced experimentally in a social encounter and a distur-
bance paradigm, respectively, and related to two behaviorally defined arousal states within specific behavioral contexts. Context and
arousal state of the caller reliably predicted spectral and temporal variations in call structure. Whereas context is closely associated with
the frequency-time contour of calls �call type�, arousal is expressed in shifts of fundamental frequency and the rate of call production.
In a habituation-dishabituation paradigm, testing the effect of arousal-related variation within the same call type, tree shrews were able
to discriminate acoustically between two arousal states. All in all, these findings document the relevance of affect cues in the vocal
communication system of a non-primate mammal, the tree shrew, and support that mechanisms involved in the acoustical expression
and perception of emotions are deeply rooted in mammals. �Work supported by DFG FOR 499.�

3:05

2pAB4. Infant mouse isolation ultrasounds: Production, perception and neural plasticity. Robert C Liu �Dept. of Biology, Emory
Univ., 1510 Clifton Rd. NE, Atlanta, GA 30322, robert.liu@emory.edu�

Mouse pups emit ultrasonic whistles when they are isolated from their nest, likely reflecting an increased state of arousal that may
be modulated by emotional and motivational processes �G. Ehret, Behav. Genet. 35, 19–29 �2005��. Mouse mothers recognize the be-
havioral relevance of these calls and search out these pups to retrieve them to the nest. On the other hand, pup-naive virgin females do
not prefer to approach these calls over a neutral sound, suggesting they do not recognize their significance. Whether this difference in
recognition correlates with any changes in how the auditory system processes these vocalizations is being investigated. Evidence from
electrophysiological recordings in the auditory cortex of both anesthetized and awake female mice demonstrate that the cortical activity
evoked by natural ultrasonic calls is changed in a way that could functionally improve the ability to detect and discriminate them. These
results indicate that irrespective of a possible difference between virgins and mothers in the neural circuitry for deciding to respond to
pup calls, the sensory system itself is plastic in its representation of these vocalizations.

Contributed Paper

3:25
2pAB5. About phonetic and perceptual similarities in laughing, smiling,
and crying speech. Donna Erickson �1-11-1 Kamiasao, Asao-ku, Kawasaki
City, Kanagawa 215-8558, Japan�, Caroline Menezes �Univ. of Toledo, To-
ledo, OH�, and Ken-ichi Sakakibara �Univ. of Hokkaido, Sapporo, Japan�

Acoustic, articulatory �EMA�, and perceptual characteristics of record-
ings of spontaneous happy laughing/smiling, sad crying, and neutral speech
were examined. Listeners were asked to �1� rate the emotional intensity of
the speech and �2� categorize it as happy, sad, not-emotional, unknown, or
other. Results show distinctive acoustic, articulatory, and perceptual charac-
teristics for listeners’ ratings of “emotional” versus “not-emotional” speech.
Emotional speech has significantly higher F0, higher F2, lower H2, raised

/retracted upper lip, and lowered tongue. Between happy laughing/smiling
speech and sad crying speech, phonetic and perceptual similarities were ob-
served, with mismatches between the emotion intended by the speaker and
that perceived by listeners. The results of this study highlight how underly-
ing emotions interact with temporal emotion in a complex way, affecting the
perception of emotion. Laughing and crying to bring about a type of cathar-
sis or balance to the system are also discussed. �This work was supported in
part by Japanese Ministry of Education, Science, Sport, and Culture, Grant-
in-Aid for Scientific Research �C�, �2007–2010�:19520371 and SCOPE
�071705001� of Ministry of Internal Affairs and Communications �MIC�,
Japan.�
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Invited Paper

3:40

2pAB6. Emotion and vocalization in mammalian perspective: What do we know, what do we need to know? Michael J. Owren
�Dept. of Psych., Georgia State Univ., P.O. Box 5010, Atlanta, GA 30302-5010, owren@gsu.edu�

Emotional processes can play a central role in mammalian vocal communication, including both in triggering vocalizations and in
mediating listener behavioral responses. However, the processes involved have received relatively little attention within the field of
animal bioacoustics, at least in comparison to topics such as vocal anatomy, sensory processing, and the possible importance of higher-
order cognition. It is therefore useful to take stock of what we currently know about the role of emotion in mammalian vocalization
across species. Common elements of the papers in this Special Session will be highlighted, with the goal of identifying commonalities
and differences in underlying approaches and overall findings. This overview will focus on key areas and issues that should be addressed
both in reaching a better understanding of the role of emotion in vocalization and in raising the profile of this critical component of
organismal function in the larger arena of the science of vocal communication.

TUESDAY AFTERNOON, 27 OCTOBER 2009 RIO GRANDE EAST, 1:35 TO 3:00 P.M.

Session 2pAOa

Acoustical Oceanography: Acoustics and Ocean Acidity II

Timothy F. Duda, Cochair
Woods Hole Oceanographic Inst., 98 Water St., Woods Hole, MA 02543-1053

Peter F. Worcester, Cochair
Univ. of California, San Diego, Scripps Inst. of Oceanography, 9500 Gilman Dr., La Jolla, CA 92093

Invited Paper

1:35

2pAOa1. Ocean acidification and its impact on ocean noise level: An analysis using empirical and physical models of acoustic
transmission loss. D. Benjamin Reeder and Ching-Sang Chiu �Dept. of Oceanogr., Naval Postgrad. School, Monterey, CA 93943,
dbreeder@nps.edu�

Over the next several hundred years, ocean acidification is expected to reduce average ocean pH. It has been reported that, given a
0.3 reduction in pH from 8.1 to 7.8, a 40% reduction in the acoustic absorption coefficient at low frequencies �less than 1 kHz� could
result, suggesting a significant increase in ocean noise. Such extrapolations are based on the corresponding percentage change in the
absorption loss only and ignore other dominant acoustic energy loss mechanisms, such as seabed attenuation, as well as the effect of
ocean waveguide physics and the depth dependence of ocean pH. Presented here is an analysis of the impact of the reduction in ocean
pH on ocean noise level using empirical and physical models of acoustic transmission loss. Three ocean acoustic environments are
analyzed to elucidate the expected change in ocean noise level as a function of frequency: shallow water, a surface duct, and the deep
ocean. Results show a negligible change in ocean noise in the shallow water and surface duct environments for all frequencies. In the
deep ocean, the maximum change in ocean noise level occurs at approximately 2 kHz, with no significant change below 800 Hz.

Contributed Papers

2:00
2pAOa2. Ocean noise level change in response to ocean acidification.
Ilya A. Udovydchenkov and Timothy F. Duda �AOPE Dept., Woods Hole
Oceanograph. Inst., 266 Woods Hole Rd., Woods Hole, MA, 02543�

It has been known for several decades that reduction in ocean pH
�increase in acidity� would have an impact on ocean sound content and
propagation loss. Net flux of carbon dioxide into the ocean has already re-
duced pH in the upper ocean, and as a result has reduced absorption in those
same waters. This trend will likely continue. Based on forecasts of oceanic
pH profiles and sound sources, changes in ocean sound content �ambient
noise� can be computed. In general, sound energy loss can be partitioned
into intrinsic dissipation �the chemical relaxation absorption process� and
dissipation in the seafloor, with the boundary loss being analogous to sub-
unity reflectivity at the boundaries of a room or concert hall. Here, expected
deep ocean noise level changes in various frequency bands from 0.1 to 10
kHz are presented. A model is used that includes basic propagation physics
�including the sound channel�, depth variability of absorption, loss of sound

energy into seafloor, and distributed acoustic sources. At low frequency,
little sound is absorbed, so absorption effects are muted. At higher frequen-
cies, sound does not propagate far, also minimizing absorption effects. In the
center of the band, there can be sizable effects.

2:15
2pAOa3. A computational assessment of the sensitivity of ambient noise
level to ocean acidification. John E Joseph and Ching-Sang Chiu
�Oceanogr. Dept., Naval Postgrad. School, 833 Dyer Rd., Monterey, CA
93943, jejoseph@nps.edu�

Low-frequency ��2 kHz� sound propagating through the ocean is at-
tenuated by the pH-dependent boric acid chemical relaxation process. This
well-studied process shows that lower seawater pH results in lower sound
attenuation at low frequencies. Thus, the uptake of anthropogenic CO2 by
seawater, leading to ocean acidification and lowering pH of seawater, has
potential to change ambient noise levels. An important question is: By how
much? Here, changes in ambient noise level due to theoretical changes in
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seawater pH have been calculated at three different locations, the Pacific,
Atlantic, and Arctic oceans, using a hypothetical spatial distribution of pH
based on the literature and forecasted to the year 2100 �Cao et al., �2007�;
McNeil and Matear, �2006��. A range-dependent acoustic model has been
applied using sound speed and winds based on climatology, and a historical
shipping database to make ambient noise level predictions. Results of our
model calculations are presented and discussed.

2:30
2pAOa4. Sound absorption and pH quantification in the presence of
signal fluctuations. Timothy F. Duda �AOPE Dept. MS 11, Woods Hole
Oceanograph. Inst., Woods Hole, MA 02543�

The technique of using differential sound attenuation over a known path
in two or more frequency bands to measure pH-dependent sound absorption
effects, and by extension integrated ocean pH, was introduced in the 1980s
by Jin and Worcester. The method is complicated by the fact that the mean
levels of fluctuating signals with additive noise must be determined. The
gain of the measurement increases with propagation distance because ab-
sorption �attenuation� accumulates with distance, but fluctuations tend to
also increase with distance, and signal to noise ratio decreases, inhibiting the
measurement. The fluctuation effects dominate. Utilizing intensity fluctua-
tion data �from long-range experiments of recent decades� plus estimated
signal and noise levels, the quantity of independent differential attenuation

data points needed �N� to make measurement �pH accuracy of 0.05� is esti-
mated and presented, as a function of center frequency, band separation, and
propagation distance. One such estimate is N�500 for 450-Hz, 200-Hz band
separation, 700 km. Reducing to 100-Hz separation quadruples N for a given
distance and center frequency. Increasing distance slightly increases N and
shifts the optimal frequency �least N required� downward, while reducing it
has the opposite effect.

2:45
2pAOa5. Effect of ocean acidity on the mid-frequency ambient noise
field in shallow water. Daniel Rouseff and Dajun Tang �Appl. Phys. Lab.,
Univ. of Washington, Seattle, WA 98105�

Due to increased acidification, Hester et al. �Geophys. Res. Lett. 35,
L19601� estimate that by midcentury the sound absorption of seawater will
decrease by almost 40%. In the present study, the expected relative increase
in the mid-frequency ambient noise field is estimated. Emphasis is placed on
shallow water scenarios with typical summertime sound speed profiles and
frequencies from 1 to 5 kHz. A model is developed that assumes shallow
water internal waves will redistribute energy from high-order acoustic
modes excited by noise sources near the sea surface into ducted, low-order
modes that propagate with low loss. Calculations are made as a function of
pH level, the strength of the internal waves, and the bottom composition.
The modeled noise field is beamformed and the effect on the so-called am-
bient noise notch is estimated.

TUESDAY AFTERNOON, 27 OCTOBER 2009 RIO GRANDE EAST, 3:45 TO 4:45 P.M.

Session 2pAOb

Acoustical Oceanography: Munk Award Lecture

Martin F. Siderius, Chair
Portland State Univ., Electrical and Computer Engineering Dept., 1900 SW Fourth Ave., Ste. 160-11, Portland, OR 97207

Chair’s Introduction—3:45

Invited Paper

3:55

2pAOb1. Acoustical oceanography and shallow water acoustics. James F. Lynch �Woods Hole Oceanograph. Inst., 98 Water St.,
Woods Hole, MA 02543, jlynch@whoi.edu�

In acoustical oceanography, we use sound to help infer the physical characteristics of the ocean and seabed. There is a rich store of
oceanographic, geological, and biological phenomena to be explored in shallow water, and we look at some of these phenomena first,
with an eye toward what the current interests and challenges are. In seabed acoustics, the continental slopes and the canyons that cross-
cut them are new and challenging areas to address. In physical oceanography, the full four-dimensional description of the internal wave
field on the continental shelf is still a challenge. Also, the physical oceanography of the shelfbreak, continental slope, and canyons is
another exciting new area. Biologically, the fact that marine life concentrates near the shelfbreak and in canyons is known, but is not
well quantified. In looking at these topics, we will first address the forward propagation problem, and then decide how and if the
acoustic inverse problem should be addressed. We will also discuss what specific ocean, biological, and seabed properties most need to
be measured, and also how to best measure them—whether acoustically or otherwise.
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TUESDAY AFTERNOON, 27 OCTOBER 2009 REGENCY EAST 2, 1:00 TO 4:30 P.M.

Session 2pBB

Biomedical Ultrasound/Bioresponse to Vibration: Imaging, Therapy, and Propagation

Mark S. Wochner, Chair
Univ. of Texas at Austin, Applied Research Lab., 10000 Burnet Rd., Austin, TX 78758

Contributed Papers

1:00
2pBB1. Kidney stone localization in vitro using
multiple-signal-classification.Jonathan M. Kracht, Paul E. Barbone, and
Robin O. Cleveland �Boston Univ., 110 Cummington St., Boston, MA
02215�

During shock wave lithotripsy, respiration and patient movement result
in motion of a kidney stone. It has been estimated that 50% of the shock
waves miss the stone. The misshots result in damage to the tissue with no
therapeutic benefit. Here we employed a ring array of seven piezo-electric
elements with center frequency of �600 kHz to track stones in vitro. Each
element was used to transmit in turn, and the individual waveforms received
on all elements were recorded. The Fourier transform of these data gives the
multistatic response matrix, whose largest eigenvalues represent the domi-
nant scatterers in the medium. The associated eigenvectors were employed
by the multiple-signal-classification �MUSIC� method to generate a scatter-
ing indicator image from which scatterer locations were determined. We
tested MUSIC’s applicability to track artificial kidney stones in water or
with a tissue phantom. Single targets were tracked with an accuracy of 4
mm. A single stone resulted in three eigenvalues and therefore the seven el-
ement array could track two targets. Two targets were resolved for separa-
tions of 10 mm. The results indicate that MUSIC can be employed to track
kidney stones although more elements would be required to track multiple
fragments. �Work supported in part by NIH DK-43881�.

1:15
2pBB2. Radiation pressure from ultrasound to help kidney stones pass.
Wei Lu, Bryan W. Cunitz, Peter J. Kaczkowski �Ctr. for Industrial and Medi-
cal Ultrasound, Appl. Phys. Lab., Univ. of Washington, 1013 NE 40th Se-
attle, WA 98105, weilu@u.washington.edu�, Anup Shah �Univ. of Washing-
ton School of Medicine, Seattle, WA 98195�, Oleg A. Sapozhnikov �Phys.
Faculty, Moscow State Univ., Moscow 119991, Russian Federation�, and
Michael R. Bailey �Univ. of Washington, Seattle, WA 98105�

Residual kidney stone fragments often remain months after treatment.
These fragments may nucleate new stones and contribute to a 50% recur-
rence within 5 years. Here, a research focused ultrasound device was used to
generate fragment motion with the goal of facilitating passage. Natural and
artificial stones 1–8 mm in length were surgically placed in the urine space
in pig kidneys. The ultrasound source was a 2.75-MHz, eight-element an-
nular array with a 6-cm radius of curvature. At adjustable focal depths of
5–8 cm, the focal pressure beam width in water was about 2 mm, and peak
pressure was about 4 MPa. Targeting was done by ultrasound using B-mode
and twinkling artifact that stones produce in Doppler mode. The commercial
imaging probe was placed within and oriented down the axis of the therapy
probe. Ultrasound and fluoroscopy showed the stones moving in real-time
under the influence of the focused ultrasound. Stones moved on the order of
1 cm/s away from the source and several stones moved several centimeters
down the ureter. It appeared that stones were affected only when directly in
the focal beam, perhaps indicating that radiation pressure not streaming
caused the motion. �Work supported by NIH DK43881 and NSBRI
SMST001601.�

1:30
2pBB3. Dependency of attenuation slope of tumor tissue on animal
viability. Alexander Haak, Zachary T. Hafes �Dept. of Elec. Eng., Univ. of
Illinois at Urbana-Champaign, 405 N. Mathews, Urbana, IL 61801,
ahaak@uiuc.edu�, Timothy J. Hall �Univ. of Wisconsin-Madison, Madison,
WI 53705�, and William D. O’Brien, Jr. �Univ. of Illinois at Urbana-
Champaign, Urbana, IL 61801, ahaak@uiuc.edu�

The attenuation slope �AS� is an acoustic parameter that can be utilized
to characterize tissue. Previously, an algorithm was developed and validated
on tissue mimicking phantoms that utilized the backscattered ultrasound sig-
nal to estimate the AS from single element pulse/echo data. Most AS data
reported in literature have been acquired from dead tissue samples. There
may be differences in the AS between live and dead tissues due to blood
flow. Therefore, the dependency of the AS on animal viability is
investigated. Fibroadenomas that developed spontaneously in Sprague Daw-
ley rats were scanned with two single element transducers �3.5 and 7.5
MHz�. The animal was then euthanized and the tumor was scanned again
using the same parameters as in the previous scan. The data were postpro-
cessed and the AS were estimated. The estimated AS of fibroadenomas for
live animals ranged from 0.34–1.4 and 0.53–1.48 dB/cm MHz for 3.5 and
7.5 MHz, respectively. Similar AS results �0.3–1.1 and 0.5–1.4 dB/cm MHz
for 3.5 and 7.5 MHz, respectively� were obtained for the euthanized
animals. An analysis of variance was performed on the AS data and no sig-
nificant difference in the AS estimated between live and dead animals was
obtained. �Work supported by NIH Grant No. R01CA111289.�

1:45
2pBB4. Comparison of ultrasonic backscatter coefficient estimates from
rat mammary tumors using single element and array transducers.
Lauren A. Wirtzfeld, Goutam Ghoshal, Zachary T. Hafez, Rita J. Miller,
Sandhya Sarwate �Bioacoustics Res. Lab., Dept. of Elec. and Comput. Eng.,
Univ. of Illinois at Urbana-Champaign, 405 N. Mathews, Urbana, IL
61801�, Timothy J. Hall �Univ. of Wisconsin, Madison, WI 53705�, Michael
L. Oelze, and William D. O’Brien, Jr. �Univ. of Illinois at Urbana-
Champaign, Urbana, IL 61801�

The ultrasonic backscatter coefficient �BSC� is the fundamental quanti-
tative estimate from measurements that can be parametrized to yield the ef-
fective scatterer diameter and acoustic concentration. The ability to accu-
rately estimate the BSC using different imaging systems �i.e., a system
independent estimate� is significant for clinical application of QUS imaging.
In this study, BSCs were estimated from spontaneous mammary tumors in
rats using both single-element transducers and linear arrays from a clinical
imaging system. The BSC as a function of frequency was computed from
the rf backscattered signals from Sprague Dawley rats that developed either
fibroadenoma or carcinoma tumors. The tumors were scanned using three
single-element transducers with a collective 
10-dB bandwidth of 1.4–18
MHz and two linear arrays from the Ultrasonix RP system with a collective

10-dB bandwidth of 2–8 MHz. For the single-element transducers, a
smooth Plexiglas plate was used to acquire a reference scan. For the linear
arrays, a well characterized tissue mimicking phantom containing spherical
glass beads was used as a reference. Based on the respective reference
scans, the BSCs were extracted from the data. The results between a labo-
ratory system and a clinical imaging system showed good agreement. �NIH
Grant R01CA111289.�
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2:00
2pBB5. A low-frequency array system for transcranial foreign body
detection. Caleb H. Farny, Sai Chun Tang, and Greg T. Clement �Dept. of
Radiology, Brigham and Women’s Hospital, Harvard Med. School, 221
Longwood Ave., Boston, MA 02115, cfarny@bwh.harvard.edu�

There has been recent interest in developing portable devices for ad-
vanced battlefield regions to detect foreign bodies that have penetrated the
skull. Here we present on a compact ultrasound array system for transcranial
detection of foreign bodies embedded in a tissue-mimicking phantom. The
system is designed to be powered from a laptop via USB and present infor-
mation regarding the presence of foreign targets within the skull. Design pa-
rameters investigated the influence of transducer center frequency and di-
ameter, with particular importance placed on minimizing the number of
transducers employed in the array for weight reduction. Frequencies ranging
from 320 to 800 kHz were examined as well as the tradeoff between longi-
tudinal and shear mode propagations through the skull bone layer. Ex vivo
human calvaria were used to mimic application conditions. Measurement
consisted of successive excitation of each transducer in the array by a three-
cycle bipolar pulse from a single-channel multiplex pulse-receive system,
and the scattered signal was successively received by each transducer in the
array. The maximum volume of interrogation and resolution of detection
relative to the skull bone were determined from placement of stainless steel
and ceramic targets embedded in the phantom positioned inside the skull.
�Work supported by USAMRMC:NPI-0704-00710.�

2:15
2pBB6. In vivo imaging of developing mouse embryos using a
high-frequency annular-array and chirp-coded excitation. Jonathan
Mamou, Jeffrey A. Ketterling �F. L. Lizzi Ctr. for Biomedical Eng., River-
side Res. Inst., 156 William St., New York, NY 10038, mamou@rrinyc.org�,
Orlando Aristizábal, and Daniel H. Turnbull �New York Univ. School of
Medicine, New York, NY 10016�

High-frequency ultrasound �HFU� offers great potential for in vivo im-
aging of developing mouse embryos. Nevertheless, mouse-embryo imaging
remains challenging because of the random orientation of the embryos and
of the limited acoustic penetration depth of HFU. In this study, a 34-MHz,
five-element annular array was excited using conventional mono-cycle and
chirp-coded excitations. Synthetic focusing and pulse compression �for the
chirp excitation� were used to form images with increased depth of field and
penetration depth �for the chirp excitation�. Three-dimensional �3-D�
datasets were acquired from 11-, 12-, and 13-day-old mouse-embryo heads
using both excitation schemes and a respiratory-gating algorithm that lim-
ited motion artifacts. 3-D reconstructions of the brain ventricles were
formed and compared to MRI-based reconstructions. The chirp-based recon-
structions were more morphologically accurate than the mono-cycle-based
reconstructions. Furthermore, only chirp datasets provided sufficient pen-
etration depth to correctly segment the brain ventricles lying deep inside the
mother. Differences between the calculated brain-ventricle volumes obtained
using chirp and mono-cycle excitations were as high as 80%. The results of
this study suggest that high-frequency chirp-annular-array imaging could be-
come a valuable tool for translational studies and non-invasive efficient phe-
notyping of the early mouse central nervous system. �Work supported by
NIH Grants EB006509 and EB008606.�

2:30
2pBB7. Shannon entropy can detect myocardial anisotropy without
specular echo gating in vitro. Ya-Jian Cheng, Michael S. Hughes, Jon N.
Marsh, Kirk D. Wallace, and Samuel A. Wickline �Dept. Biomedical Eng.,
Washington Univ. in St. Louis, Forest Park Ave., St. Louis, MO 63124,
primase@gmail.com�

Ultrasonic images are often corrupted by specular echoes that obscure
features near interfacial boundaries. This problem can be especially severe
for in vitro examination of excised tissues �e.g., myocardium� which must
often be sliced into thin sections to permit examination by other techniques
in addition to ultrasound �e.g., optical, MRI, and histology�, in order to char-
acterize infarct region size and myofiber orientation. In many of these stud-
ies, myocardial anisotropy is obscured without removal of specular echoes
by gating. Here, it is demonstrated that entropy imaging enables visualiza-

tion of myocardial anisotropy without gating. Short axis slice of mouse heart
�n�4� was C-scanned on a 55�55 grid, with 0.1 mm stepsize. At each point
one 8-bit, 2048 point, time-averaged A-line was acquired. These were ana-
lyzed using three signal receivers, log variance, log energy �sum of squared�,
and Shannon entropy, to produce one pixel value at each location in the
C-scan. Diffusion-tensor-weighted magnetic resonance at 12 T was used to
validate the ultrasonic result. Among the three signal receivers, only entropy
clearly resolves myocardial anisotropy without specular echo removal. �This
work supported by NIH CA119342, and NSC-095-SAF-I-564-051-TMS.�

2:45
2pBB8. Real-time Renyi entropy processing for molecular imaging using
targeted nanoparticles. Kirk Wallace, John McCarthy, Victor
Wickerhauser, Jon Marsh, Gregory Lanza, Samuel Wickline, and Michael
Hughes �Washington Univ. in Saint Louis, St. Louis, MO 63108�

Previously, improvements in in vivo molecular imaging sensitivity were
obtained using Renyi entropy, If�r� with values of r near 2, specifically
r�1.99. This result raised the possibility of further improvements in sensi-
tivity even closer to the limit r→2 �at r�2, If�r� is undefined�. However,
such an investigation was not feasible due to excessive computational time
required to calculate If�r� near this limit. In this study, an asymptotic expres-
sion for the limiting behavior of If�r� as r→2 is derived and used to present
results analogous to those obtained with If�1.99�. Moreover, the limiting
form, If,� is computable directly from the experimentally measured wave-
form, f�t� by an algorithm suitable for real-time implementation. To test our
approach, five mice were injected with ��3-targeted nanoparticles, and ul-
trasound images obtained at 0-, 15-, 30-, and 45-min post-injection. Two
control groups �N�5, injected with untargeted-nanoparticles, or no
injection� were also imaged. Renyi images were able to differentiate the
groups �p�0.05� at 15 min post-injection. This outcome agrees with previ-
ous studies using targeted-nanoparticles and demonstrates the ability of
entropy-based signal receivers when used in conjunction with targeted-
nanoparticles to elucidate the presence of ��3-integrins in primordial
neovasculature, particularly in acoustically unfavorable environments.
�Work supported by NIH EB002168.�

3:00—3:15 Break

3:15
2pBB9. Assessment of shear elasticity and viscosity of tissue using
acoustic radiation force applied to a spherical acoustic inhomogeneity.
Andrei B. Karpiouk, Salavat R. Aglyamov, and Stanislav Y. Emelianov
�Dept. of Biomedical Eng., Univ. of Texas at Austin, r. 3.314, 107 W Dean
Keeton St., Austin, TX 78712, andrei.karpiouk@engr.utexas.edu�

An accurate assessment of mechanical properties of tissue is desired in
many applications ranging from biomedical research to medical diagnostics
and surgery. Currently, several methods to assess shear elasticity of tissue
are available while the techniques to measure tissue viscosity are not yet
fully developed. However, shear viscosity is an indicative functional param-
eter of soft tissue. In addition, the local changes of shear viscosity can affect
the accuracy of shear elasticity assessment. Therefore, in this study, an
acoustic radiation force approach to assess both shear elasticity and viscos-
ity of tissue is developed. Such approach is based on monitoring of the
spatio-temporal displacement of an ultrasound inhomogeneity in response to
applied impulsive radiation force. In experiments, a 2-mm-diameter solid
sphere was embedded into the gel phantoms with varying shear elasticity
and viscosity. The sphere was then perturbed using acoustic radiation force
produced by a single-element focused ultrasound transducer operating at 3.5
MHz. The displacement of the sphere was monitored using another single-
element focused ultrasound transducer with center frequency of 25 MHz.
The results indicate that the temporal characteristics of the displacement can
be used to assess both shear elasticity and viscosity of tissues simulta-
neously and independently. �Work supported by NIH.�
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3:30
2pBB10. Quantitative estimation of complex shear modulus of liver and
hydrogels through shear-wave imaging. M. Orescanin �Dept. of Elec. and
Comput. Eng., Univ. of Illinois at Urbana-Champaign, 405 N. Mathews
Ave., Urbana, IL 61801, moresca2@uiuc.edu�, M. A. Qayyum, K. S.
Toohey, and M. F. Insana �Univ. of Illinois at Urbana-Champaign, Urbana,
IL 61801�

A Doppler-based shear-wave imaging technique is described for estimat-
ing the complex shear modulus �µ�i��� at shear-wave frequencies between
50 and 450 Hz. The developed technique involves a mechanical actuator that
harmonically drives a stainless steel biopsy needle placed in the medium.
Narrowband cylindrical shear waves are imaged using pulsed Doppler
techniques. Shear moduli were computed from Doppler detected velocity. A
phase gradient technique is applied to measure shear-wave speed. Spatially
averaged speeds were numerically fit to a mathematical model relating dis-
persion and complex modulus. The proposed method was used to estimate
complex shear modulus of the homogeneous three dimensional collagen hy-
drogels and of fresh and thermally-damaged porcine liver. The elastic shear
modulus of 4% collagen hydrogel was measured, µ�640�14 Pa, using a
commercial rheometer as a standard. The phase gradient approach yielded
frequency-independent moduli µ�570�67 Pa and ��0.16�0.09 Pa s. For
fresh liver shear-wave imaging between 50–300 Hz yielded frequency-
independent moduli µ�1757�733 Pa and ��1.72�0.48 Pa s and
µ�3851�3233 Pa and ��8.9�2.9 Pa s for thermally-damaged liver. Good
agreement between the rheometer measurements and the shear-wave imag-
ing approach shows that we can quantitatively estimate viscoelastic proper-
ties of the hydrogels and liver.

3:45
2pBB11. Generation of long pulses of focused ultrasound by time
reversal system. Laurent Fillinger �Artann Labs., 1459 Lower Ferry Rd.,
Trenton, NJ 08618�, Yegor Sinelnikov �126 Liberty Ave., Port Jefferson, NY
11777�, Alexander Sutin, and Armen Sarvazyan �Artann Labs., Trenton, NJ
08618�

Ultrasound focusing based on time reversal acoustics �TRA� principles
typically produces short ultrasound pulses having relatively low time-
average intensity, which highly limits the therapeutic applications of these
systems. The aim of this study was to explore theoretically and experimen-
tally the possibility of generating long ultrasound signals by the TRA
focusing. The TRA focusing of long signals requires application of broad-
band signals and depends on the signal bandwidth and the number of
transducers. The radiation of the sequence of the TRA focused long signals
makes it possible to focus ultrasound in a continuous mode. The theoretical
model comprised several point sources located inside a liquid-filled
reverberator. The model allowed calculation of the spatial structure of ultra-
sound field for the various focused signals. The dependence of the focused
field spatial structure on the bandwidth of the signal as well as onto the
number of ultrasonic transducers was investigated. Experiments were con-
ducted using a water filled plastic bottle reverberator with five attached

transducers. The effective TRA focusing of long signals was demonstrated
for linear sweep and band-limited noise in the 200–800-kHz range.

4:00
2pBB12. Fast MATLAB-based ultrasound simulation software: Time
harmonic calculations. Robert J. McGough, Donald VanderLaan, and
Joshua Wong �Dept. of Elec. and Comput. Eng., Michigan State Univ., 2120
Eng. Bldg., East Lansing, MI 48824�

A library of fast C�� routines is created for MATLAB simulations of time
harmonic pressures generated by ultrasound phased arrays. These programs
are included in the recently released FOCUS software package, where FOCUS

is an acronym for “fast object-oriented C�� ultrasound simulator.” FOCUS is
intended for large scale phased array simulations, characterizations of beam-
forming strategies, and analysis of new phased array designs. This software
supports nearfield simulations of individual flat circular and rectangular pis-
tons and focused spherical shells. Routines for pressure calculations with flat
and curved phased array geometries consisting of circular and rectangular
elements are also included. Within the FOCUS program, time harmonic simu-
lations are performed with a combination of the fast nearfield method and
the angular spectrum approach. Comparisons of errors and computation
times with competing programs are evaluated for single element and phased
array calculations, and results show that, for the same peak error value, FO-

CUS achieves an order of magnitude or more reduction in the computation
time in large phased array simulations.

4:15
2pBB13. Fast MATLAB-based ultrasound simulation software: Transient
calculations. Robert J. McGough, Donald VanderLaan, and Joshua Wong
�Dept. of Elec. and Comput. Eng., Michigan State Univ., 2120 Eng. Bldg.,
East Lansing, MI 48824�

The FOCUS software package quickly calculates transient pressure fields
generated by ultrasound phased arrays. This software is useful for visualiz-
ing pressure wave propagation in the nearfield region, and the results are
directly applicable to beamforming evaluations and phased array design for
diagnostic and therapeutic applications. FOCUS includes support for transient
pressure calculations with single transducers, including flat circular and rect-
angular pistons as well as spherically focused shells, and arrays of flat cir-
cular and rectangular transducers. Routines to calculate time delays for fo-
cusing the arrays are also included with the software. Transient calculations
are performed with a combination of the fast nearfield method and time
space decomposition, which achieves rapid convergence to reduce the nu-
merical error while significantly reducing the computation time. Within the
FOCUS software, time space decomposition is implemented with a simplified
approach that decreases the overhead and reduces the computational
complexity. The advantages of FOCUS over competing approaches include
short computation times and small numerical errors. Examples of the sup-
ported element and array geometries will be shown, and sample codes will
be provided. Transient pressure fields computed with FOCUS and with FIELD

II are compared, and results show that, for the same peak error value, FOCUS

is several times faster for calculations in the nearfield region.
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TUESDAY AFTERNOON, 27 OCTOBER 2009 LIVE OAK, 1:00 TO 3:00 P.M.

Session 2pMUa

Musical Acoustics: Acoustics of Free-Reed Instruments II: Accordion Acoustics

James P. Cottingham, Chair
Coe College, Physics Dept., Cedar Rapids, IA 52402

Invited Paper

1:00

2pMUa1. The adoption of the accordion and other bellow-blown free-reed instruments in world cultures. Paul A. Wheeler �Utah
State Univ., 4120 Old Main Hill, Logan, UT 84322-4120�

Free-reed mouth organs, such as the Laotian khaen or the Chinese sheng, have been known for centuries in Asia. Several free-reed
instruments �such as the accordion, concertina, and harmonium� using bellows rather than the mouth as a wind supply were developed
in Europe during the 19th century. As European influence spread throughout the world, so did the adoption of the accordion-like in-
struments that penetrate local musical cultures around the world. This paper presents an overview of the usage of bellows-blown free-
reed instruments in musical cultures of the world. It includes the zydeco accordion of New Orleans, the bandoneon �concertina� of the
Argentine tango, and the harmonium of Hindustani music in India.

1:30

2pMUa2. Characteristics and construction of the accordion. John J. Stankus �11308 Pickfair Dr., Austin, Texas, 78750-2528,
squeeze@accordion.com�

The accordion family has a broad spectrum of members including piano accordions, chromatic button accordions, diatonic button
accordions, bayans, buttonbox accordions, concertinas, and bandoneons. The common sound generator in all of these instruments is the
free reed. This presentation will focus on the characteristics and construction of the accordion with emphasis on the tunings and the
reeds. The configuration of the keys and buttons will be explained using the piano accordion. The application of the concert tuning and
musette tuning will be contrasted. The versatility of the accordion will be shown as the combination of the four sets of reeds emulates
the various instruments of the orchestra. The effect of tone chambers will be discussed. Accordion construction and its materials will be
explained with photos and hands on parts. The materials and construction processes will be described with focus on the reeds and reed
blocks. The 19th century construction of the accordion has not really changed. Some ideas will be presented for building a modern
accordion utilizing the latest materials and processes. Examples of this are the use of carbon fiber molded case and reed manufacture
using electrostatic discharge machining.

Contributed Papers

2:00
2pMUa3. Vibrational modes of accordion reeds. Sarah L. Behrens �Coe
College, 1220 First Ave. NE, Cedar Rapids, IA 52402, slbehrens@coe.edu�,
Whitney L. Coyle �Murray State Univ., Murray, KY 42071�, Nicholas P.
Goodweiler �Univ. of Iowa, Iowa City, IA 52242�, and James P. Cottingham
�Coe College, Cedar Rapids, IA 52402�

Some new measurements made of the oscillation of air-driven accordion
reeds show that higher transverse modes through the fourth mode are
present as well as the first torsional mode. The second and third transverse
modes are observable even at low amplitudes of oscillation. All of these
have been previously observed in reed organ reeds �Paquette et al., J.
Acoust. Soc. Am. 114, 2348 �2003��. Additionally, for the first time a lateral
mode of vibration �transverse vibration perpendicular to the usual first trans-
verse mode� has been observed. For airflow in a given direction, only one of
the two reeds mounted in each wind chamber is the primary source of sound
production, but the vibration of the secondary reed has also been studied.
The amplitudes of higher-frequency modes relative to the fundamental are
observed to be higher in the secondary reed than in the primary reed. Finite
element calculations of the reed modes have been made, and the calculated
mode frequencies and node locations were used to verify mode
identification. �Work partially supported by National Science Foundation
REU Grant No. PHY-0354058.�

2:15
2pMUa4. Influence of accordion reed chamber geometry on reed
vibration and airflow. Whitney L. Coyle �Murray State Univ., Murray, KY
42071, wlcoyle@hotmail.com�, Sarah L. Behrens, and James P. Cottingham
�Coe College, Cedar Rapids, IA 52402�

An experimental study has been made on the motion of air-driven ac-
cordion reeds in which some measurements were made with the reed block
removed from the instrument, but most were made with the reeds in the in-
strument with the bellows replaced by a clear acrylic wind chest driven at
appropriate blowing pressure by a small organ blower. Measurements of
reed displacement and velocity as a function of time were made using a laser
vibrometer system, and corresponding sound pressure waveforms were ob-
tained from a probe microphone near the reed opening. Airflow waveforms
were calculated by integrating the pressure waveform and using a computed
area function. Effects of changes in reed chamber geometry on the reed vi-
bration spectrum and the airflow waveform have been investigated, along
with effects on the spectrum of the radiated sound and sounding frequency.
Results of changes in the position of the pallet valve, such as partial open-
ing, have also been studied. Additional measurements made for each reed
include the variation in sounding frequency and amplitude of vibration with
blowing pressure. The results are compared with previous measurements
and calculations from theoretical models. �Work partially supported by Na-
tional Science Foundation REU Grant No. PHY-0354058.�
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Invited Paper

2:30

2pMUa5. Accordion reeds, cavity resonance, and pitch bend. Thomas Tonon �11 Bolfmar Ave., Princeton Junction, NJ 08550�

In keyed free reed instruments such as accordions and concertinas, the reeds are mounted over cavities that have little effect on the
vibration of the reed itself, because resonances between the reed and cavity are rarely encountered. In fact, in conventional instruments,
resonances can interfere with the self-excitation mechanism of the reed and become problematic to the builder. On the other hand, one
can exploit such resonances in order to produce pitch bend and other acoustic effects, by intentionally designing the cavity for near
resonance and by providing a mechanism that permits the musician to engage resonance at will. First, conventionally designed cavity
resonance is investigated over the frequency range of the instrument, illustrating the thoroughness and facility with which cavity reso-
nance can be designed out of conventional instruments. Finally, cavity designs and linkage mechanisms to exploit desirable acoustic
effects of cavity resonance are illustrated.

TUESDAY AFTERNOON, 27 OCTOBER 2009 LIVE OAK, 3:15 TO 4:15 P.M.

Session 2pMUb

Musical Acoustics: Pitch Bending Accordion Demonstration and Concert

James P. Cottingham, Chair
Physics Dept., Coe College, Cedar Rapids, IA 52402

Accordionist Ruben Coe of Laredo, Texas, will demonstrate pitch bending on a specially designed accordion.

TUESDAY AFTERNOON, 27 OCTOBER 2009 RIO GRANDE CENTER, 5:00 TO 6:00 P.M.

Session 2pMUc

Musical Acoustics: Concert Featuring Juan Tejéda and the Band Conjunto Aztlan

Paul A. Wheeler, Chair
Utah State Univ., Logan, UT 84341

Conjunto Aztlan, founded in Austin in 1977, performs in the Austin and San Antonio areas. The instrumentation features Tejano button
accordion, two- and three-part harmonies, and original songs. The music includes traditional conjunto as well as a variety of other styles.

TUESDAY AFTERNOON, 27 OCTOBER 2009 REGENCY EAST 1, 1:30 TO 4:15 P.M.

Session 2pNS

Noise: Advancements in Noise Control, Hearing Conservation, and Speech

Pamela J. Harght, Chair
BAi LLC, 4006 Speedway, Austin, TX 78751

Contributed Papers

1:30
2pNS1. Comparison of noise levels between four hospital wings with
different material treatments. Cassandra H. Wiese, Lily M. Wang, and
Lauren M. Ronsse �Architectural Engr. Prog., Peter Kiewit Inst., Univ. of
Nebraska-Lincoln, 1110 S. 67th St., Omaha, NE 68182-0681, cwiese@mail
.unomaha.edu�

Noise levels in four hospital areas of the University of Nebraska Medical
Center in Omaha, NE, have been measured and compared to study the re-
lationship between materials present in each of the zones and the resulting
noise levels. The four areas evaluated, including three hospital wings and a
neonatal intensive care unit, have varying levels of acoustic floor and ceiling

treatments in the hallways and nurses’ stations. Sound pressure levels were
logged every 10 s over a 24-h period in at least three different locations si-
multaneously within each area: at the nurses’ station, in the hallway, and in
a nearby patient room. The resulting data were analyzed in terms of the
hourly A-weighted equivalent sound levels �Leq� as well as various exceed-
ance levels �Ln�. Results indicate that the material finishes in a zone are
found to affect the ambient sound levels within the nurses’ stations and hall-
ways, while peak levels remain similar in most of the areas. Sound levels in
the patient rooms, however, appear less correlated to materials in the hall-
way and nurses’ station and more impacted by the peak levels coming from
those spaces as well as patient equipment.
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1:45
2pNS2. Mitigating existing mechanical noise in a new state-of-the-art
Indoor Training Center for University of Washington Golf. Julie A.
Wiebusch �The Greenbusch Group, Inc., 1900 West Nickerson, Ste. 201, Se-
attle, WA 98119�

For several years, excessive mechanical noise levels had rendered the
“multi-purpose room” in the UW Hec Edmundson Pavilion virtually unus-
able by every athletic department. Adjacent to a mechanical room and sepa-
rated only by a pair of poorly sealed doors, the room served as the main
pathway for all ductwork from the mechanical room to other areas in the
building. In addition, a large duct branched off of the main duct and ran
vertically along one wall to exhaust the locker rooms below. The vertical
portion of this duct had been partially enclosed in a gypsum board chase,
which was making contact with the ductwork. The vibrational energy was
re-radiated as airborne sound, emitting a low-frequency rumble throughout
the space. Background noise levels were measured in excess of 70 dBA and
NC 67. The space was offered to the Men’s and Women’s Golf Teams for
their new Indoor Training Facility. This case study presents the mitigation
techniques used to reduce noise levels to allow the room to be transformed
into a cutting edge training facility.

2:00
2pNS3. Controlling ball mill noise with acoustic blankets: A case study.
David R Zuchelli �Mine Safety and Health Administration, P.O. Box 18233,
Pittsburgh, PA 15236, zuchelli.david@dol.gov�

The purpose of wrapping ball mills with thermal/acoustic blankets is
twofold: �1� to maintain the desired temperature inside the mill and �2� to
reduce the sound emanating from the mill. This field case study focuses
solely on the latter, evaluating and documenting the sound level reduction
attributed to the installation of the blankets and its potential to reduce the
noise dose experienced by the process attendant. One of the three ball mills
had already been treated �baseline� before the evaluation started. However,
treating the remaining two mills still proved to be very effective, further re-
ducing ball mill noise in the near field by as much as 10.0 dBA and produc-
ing far field noise reductions of 3.0 dBA or greater, extending as far as 35 ft
from the mills and to the floor above. The model developed from the survey
data shows that a process attendant spending a substantial portion of a shift
in the mill building will experience a significant reduction in overall nose
dose.

2:15
2pNS4. Evaluation of hydraulic silencers. Nicholas E. Earnhart, Kenneth
A. Marek, and Kenneth A. Cunefare �Woodruff School of Mech. Eng., Geor-
gia Inst. of Technol., 771 Ferst Dr., Grad Box 261, Atlanta, GA 30332, nick
.earnhart@gmail.com�

Hydraulic silencers are devices used to mitigate fluid-borne noise in
fluid power systems. Fluid-borne noise may be produced by positive-
displacement pumps and interacts with system components to generate vi-
bration and air-borne noise. It is of interest to quantify the performance of
silencers with regard to the input reflection coefficient and transmission loss.
A test rig has been constructed that uses a six-sensor method to determine
these quantities. Construction and methodology will be presented along with
results for a commercially available silencer.

2:30
2pNS5. Numerical model for a hydraulic in-line silencer. Kenneth A.
Marek, Nicholas E. Earnhart, and Kenneth A. Cunefare �Dept. of Mech.
Engr., Georgia Inst. of Technol., 771 Ferst Dr., Grad Box 334, Atlanta, GA
30332, ken.marek@gatech.edu�

It is proposed that an in-line hydraulic silencer with a particular engi-
neered lining can provide an effective alternative to other current silencing
technologies. As a first step in validating this hypothesis, and to help with
the design process, a numerical model is developed for a hydraulic silencer.
The silencer consists of an annular dispersive medium with a rigid outer

boundary, where fluid flow is directed through the annulus. Silencer charac-
teristics, including input port impedance and acoustic transmission loss, are
predicted by this model. Effects of silencer geometry and material proper-
ties, including nonlinearities, are discussed.

2:45—3:00 Break

3:00
2pNS6. Improvement of vowel formant discrimination: Effects of global
and local enhancement. Ashley Woodall and Chang Liu �Dept. of
Commun. Sci. and Disord., Univ. of Texas at Austin, Austin, TX 78712�

Vowel formant discrimination measures the smallest change in vowel
formant frequency that is detectable. Thresholds of vowel formant discrimi-
nation were examined for F2 frequency of three American English vowels
on normal-hearing and hearing-impaired listeners. Vowel stimuli were ma-
nipulated with a global enhancement by increasing speech level from 70- to
90-dB SPL and a local enhancement by increasing F2 amplitudes of 3, 6,
and 9 dB. For each listener, vowel formant discrimination was tested for six
sets of stimuli �3 local F2 enhancement � 2 global enhancement�. Results
showed that both normal-hearing and hearing-impaired listeners signifi-
cantly benefited from local enhancement and local plus global enhancement,
but not from global enhancement only. In addition, the improvement in
vowel formant discrimination for hearing-impaired listeners was substan-
tially higher than for normal-hearing listeners. However, given the same for-
mant structure �original or enhanced F2�, normal-hearing listeners did not
receive any benefit from increasing the global level from 70- to 90-dB SPL.
On the other hand, hearing-impaired listeners improved their thresholds
from 70- to 90-dB SPL, but only when enhanced F2 was presented. There
results indicate that, to improve vowel formant discrimination, local en-
hancement of target formant amplitude is more important than global
enhancement.

3:15
2pNS7. Testing the limits: Quantifying the degradation of automatic
speech recognition in reverberant environments. Stephen Secules �Arup
Acoust., 13 Fitzroy St., London W1T 4BQ, United Kingdom,
stephen.secules@arup.com� and Jonas Braasch �Rennselaer Polytechnic
Inst., Troy, NY 12180�

Surprisingly little is known about the specific character of the deprecia-
tion of automatic speech recognition in reverberation—its primary acoustics
causes �e.g., room geometry and reverberation strength� or speech effects
�blurring of syllables, plosives, and consonants�. The focus of this study is to
precisely quantify the depreciation of speech recognition accuracy for rever-
berant signals using a black box experiment to vary reverberation character-
istics and observe speech recognition accuracy. The methodology tests two
speech recognition platforms on a recognition task of similar sounding word
lists. A range of reverberant settings was simulated by convolution with an
impulse response. The recognizers had the least reverberant recognition ac-
curacy for words which only differed by their ending consonants. The de-
preciation of recognition accuracy from early reflections alone was lower
than the overall room effect; however, the overall depreciation with respect
to the absorption coefficient was well predicted by the strength of the rever-
berant tail. The results were compared to the results of prior research.

3:30
2pNS8. Angle dependent effects for impulse noise reduction for hearing
protectors. William J. Murphy, Amir Khan, and Edward L. Zechmann
�Hearing Loss Prevention Team, Nat. Inst. Occup. Safety and Heatlh, 4676
Columbia Parkway, MS C-27, Cincinnati, OH 45226-1998, wjm4@cdc.gov�

The proposed U.S. Environmental Protection Agency regulation for la-
beling hearing protection devices �HPDs� includes an impulsive noise re-
duction rating. In 2009, the American National Standards Institute Subcom-
mittee for noise approved a revised standard for measuring the impulsive
insertion loss of HPDs, ANSI/ASA S12.42-2009. The exposure at the ear in
response to a forward-propagating wave depends strongly on the orientation
of the head with respect to the direction of propagation. Furthermore, the
insertion loss varies with the peak sound pressure level. This paper reports
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the results of tests performed using an acoustic shock tube to produce peak
impulses of approximately 160-dB peak sound pressure level. Two manikins
were evaluated: the GRAS KEMAR manikin equipped with 1/2- and 1/4-in.
microphone in a GRAS 711 IEC coupler and the Institute de Saint Louis
manikin equipped with a Bruel & Kjaer IEC 711 coupler equipped with a
1/4 in. microphone. The manikin heads were rotated through �90 deg rela-
tive to the direction of the oncoming wavefront and impulsive peak insertion
loss was measured according to S12.42-2009. �Portions of the research were
supported by U.S. EPA Interagency Agreement No. 75921973-01-0.�

3:45
2pNS9. In-situ measures of user’s preferred listening levels with a
portable digital music device. Edward L. Goshorn, Kathryn J. White, and
Brett E. Kemker �Speech and Hearing Sci. Dept., 118 College Dr. 5092,
Univ. of Southern MS, Hattiesburg, MS 39406-0001�

The recent development and popular use of personally worn digital mu-
sic devices �PDMDs� have led to concerns about the intensity levels they
produce. There is concern that users will set a PDMD to levels that are
known to be hazardous to human hearing. The concern stems from the pri-

vate nature of a PDMD in that insert earphones are worn that restrict the
output to the user’s ears, thus prohibiting monitoring of such devices by par-
ents, teachers, employers, etc. This project measured the in-situ dB SPL pro-
duced by PDMDs worn by 31 young adults �18–23 years� who had been
wearing PDMDs for 3 years or less. Subjects set their PDMD to their pre-
ferred listening level �PLL� for a popular tune. Once set, in-situ SPL mea-
sures of the tune at a reference point and then for a white noise were ob-
tained with a probe microphone located near the eardrum. Hearing
thresholds were also obtained. Results showed a range of 52–107 dB with a
mean PLL of 83 dB for music and a range of 53–99 dB with a mean PLL of
79 dB for white noise. None of the subjects had significant hearing loss.

4:00
2pNS10. Ultrawideband filter for audible sound. M. S. Kushwaha �Dept.
of Phys., Univ. Sci. Tech. Lille1, Citye Scientifique, 59650 Villeneuve
D’Ascq, France�

Extensive band structure computation has been performed for two-
dimensional periodic arrays of rigid stainless steel cylinders in air, with
Bloch vector being perpendicular to the cylinders. It is proposed that the
fabrication of a multiperiodic system in tandem could create a huge hole in
sound within the human audible range of frequencies.

TUESDAY AFTERNOON, 27 OCTOBER 2009 REGENCY EAST 3, 1:55 TO 4:05 P.M.

Session 2pPA

Physical Acoustics and Engineering Acoustics: A Man For All Seasons: Tribute to Robert T. Beyer

Timothy K. Stanton, Cochair
Woods Hole Oceanographic Inst., Dept. of Applied Ocean Physics and Engineering, Woods Hole, MA 02543

Murray S. Korman, Cochair
U. S. Naval Academy, Physics Dept., 572 C Holloway Rd., Annapolis, MD 21402

Chair’s Introduction—1:55

Invited Papers

2:00

2pPA1. Robert T. Beyer: Thoughts and reflections from his family. Rick Beyer �34 Outlook Dr., Lexington, MA 02421, rick
@plateofpeas.com�

Thoughts and reflections on what made Robert T. Beyer such an inspiring and unforgettable person, through family stories, 50 years
of correspondence, and memories that friends and colleagues have shared with his children.

2:20

2pPA2. Contributions of Robert T. Beyer to acoustical science: A review. Kenneth G. Foote �Woods Hole Oceanograph. Inst., Woods
Hole, MA 02543�, Stephen V. Letcher �Dept. of Phys., Univ. of Rhode Island, Kingston, RI 02881�, and Mark B. Moffett �731 An-
naquatucket Rd., North Kingstown, RI 02852�

From his appointment as Instructor at Brown University in 1945 until well after his retirement, Beyer made significant contributions
to the discovery and dissemination of knowledge about physical acoustics. Beginning with water and electrolytic solutions, Beyer and
his students used ultrasonics to study relaxation processes in liquified gases, organic liquids, and single crystals, and in liquid metals.
The 1951 review article with Markham and Lindsay �Markham, Beyer, and Lindsay, Rev. Mod. Phys. 23, 353411 �1951�� became a
starting point for all ultrasonicists. Nonlinear acoustic phenomena also received special attention by Beyer and his students, who mea-
sured absorption and distortion of finite-amplitude waves; interaction of sound with sound, noise, and turbulence, including the first
empirical verification of the parametric acoustic array in both water and air; and nonlinearity parameter of fluids as diverse as water,
organic liquids, and liquid metals. New apparatus and methods were developed to aid the measurements, as of radiation pressure for the
determination of absorption, a radio-frequency pulse system to measure distortion, and a complex wattmeter to measure intensity in a
reactive acoustic field.

2p
T

U
E

.
P

M

2219 2219J. Acoust. Soc. Am., Vol. 126, No. 4, Pt. 2, October 2009 158th Meeting: Acoustical Society of America



2:40

2pPA3. Robert T. Beyer: A sustained record of distinguished service to the profession. Allan D. Pierce �Acoust. Society of America,
Ste. 1NO1, 2 Huntington Quadrangle, Melville, NY 11747, adp@bu.edu�

A historical and anecdotal account is given of Robert T. Beyer’s professional service. Highlights include his service to the Acoustical
Society as Member of the Executive Council �1956–1959�, Vice-President �1961–1962�, Chair of the Physical Acoustics Technical
Committee �1963–1964�, President-Elect �1967–1968�, President �1968–1969�, and Treasurer �1974–1994�. He was Chair of the In-
vestments Committee �1990–1992� and served as an Associate Editor of the Journal for three distinct terms: 1952–1955 �References�,
1965–1969 �Acoustical News from Abroad�, and 1985–1991 �Book Reviews�. He also served as interim Editor-in-Chief after the death
of Robert B. Lindsay in 1985. Beyer was a voracious reader, an indefatigable translator, and a prolific writer. He wrote several text-
books, numerous book reviews, and frequent reports in JASA on the finances of the Society. His activities as a translator and editor of
translated journals are legendary. Beyer’s connections with the American Institute of Physics include Board of Governors �1969�, Mem-
ber of Executive Committee of Board �1974�, Member of Translation Advisory Board �1955–1978� and its Chairman �1957–1977�, and
Board of Translations Editors �1978�. The ASA awarded Beyer its Distinguished Service Citation in 1978, but he undoubtedly did
enough more between 1978 and 2008 to justify being awarded several additional Service Citations.

Contributed Papers

3:00
2pPA4. Robert Beyer’s laboratory in nonlinear acoustics: 1975–1982
and earlier perspectives. Timothy K. Stanton �Dept. of Appl. Ocean Phys.
and Eng., Woods Hole Oceanograph. Inst., Woods Hole, MA 02543,
tstanton@whoi.edu� and Murray S. Korman �U.S. Naval Acad., Annapolis,
MD 21402�

Professor Robert T. Beyer’s laboratory at Brown University transitioned
in the mid-1970s to conduct experiments �under Navy funding� on the non-
linear interaction of sound with noise �by T.K.S.� and, shortly after, on the
nonlinear interaction of sound with turbulence �by M.S.K.�. In this presen-
tation, T.K.S. and M.S.K. recall their experiences in Beyer’s laboratory dur-
ing their tenure as graduate students. Under Beyer’s guidance and support
both graduate students �“unofficially” numbers 20 and 21� built up their
experiments—mostly from scratch—but were able to use some remnants left
over from an earlier era of graduate students, which included some intri-
cately made ultrasonic transducers and precise mechanical staging. Beyer’s
earlier graduate students’ dissertations also proved to be an invaluable
source of knowledge. T.K.S. and M.S.K. developed considerable apparatus
for their research. Prototype electronic equipment in that era involved
mostly analog electronics because of the significant challenges associated
with building the digital version at that time. The development of equipment
including the complex acoustic watt meter �T.K.S.� and the hot film an-
emometer �M.S.K.� will be presented along with descriptions of their mea-

surements of nonlinear scattering. Professor Beyer’s mentoring—the
teacher, the historian, and storyteller—along with his fatherly guidance are
heartfelt today.

3:15
2pPA5. Beyer’s legacy in determination of nonlinear acoustic
parameters. E. Carr Everbach �Eng. Dept., Swarthmore College, 500 Col-
lege Ave., Swarthmore, PA 19081 ceverba1@swarthmore.edu�

Beyer’s classic 1974 text Nonlinear Acoustics, which was first published
in 1976 and was later reprinted in 1994, provided the pedagogical founda-
tion for generations of productive acoustics work. This talk will focus on
Beyer’s contributions to the theory and measurement of acoustic nonlinear-
ity parameters, and on the later research that grew out of it, especially efforts
to quantify and employ the acoustic nonlinear parameter B/A in innovative
imaging strategies.

3:30
2pPA6. Robert T. Beyer: A portrait in nonlinear acoustics. Murray S.
Korman �Dept. of Phys., U.S. Naval Acad., Annapolis, MD 21402� and Tho-
mas G. Muir �Natl. Ctr. for Physical Acoust., University, MS 38677�

Robert T. Beyer’s early work in nonlinear acoustics is explored through
his publications, his book, Nonlinear Acoustics, and his work with graduate
students and colleagues. Beyer’s work was at the crossroads of the funda-
mental physics of nonlinear acoustics and his dogged pursuit of the B/A con-
stant provided the essential information necessary for the field to develop.

3:45—4:05 Panel Discussion
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TUESDAY AFTERNOON, 27 OCTOBER 2009 BOWIE �LOSOYA CENTER�, 1:00 TO 4:00 P.M.

Session 2pSC

Speech Communication: Speech Dynamics, Methods, and Models (Poster Session)

Augustine Agwuele, Chair
Texas State Univ., Dept. of Anthropology, San Marcos, TX 78666

Contributed Papers

All posters will be on display from 1:00 p.m. to 4:00 p.m. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 1:00 p.m. to 2:30 p.m. and contributors of event-numbered papers will be at their
posters from 2:30 p.m. to 4:00 p.m.

2pSC1. Kinematic modeling and acoustic measures of breathy voice.
Robin A. Samlan, Brad H. Story, and Kate Bunton �Dept. Speech, Lang.,
Hrg. Sci., Univ. of Arizona, 1131 E. 2nd St., Tucson, AZ 85721-0071,
rsamlan@email.arizona.edu�

A variety of disordered vocal fold structural and vibratory parameters
have been identified in patients with breathy dysphonia, although the con-
tribution of each parameter to voice quality is unknown. This study is part of
an effort to determine the relation between production and voice quality. A
kinematic vocal fold model �based on I. R. Titze, Speech Commun., 8,
191–201 �1989�� that emulates the medial surface of the vocal folds was
used to ascertain factors that lead to breathy voice. Based on the ratings of
four expert listeners, five parameters were selected for further study. Com-
binations of multiple levels of adduction, bulging, nodal point, epilaryngeal
area, and phase were used to generate 180 samples of sustained /Ä/ and /(/.
Seven acoustic analyses were performed for each sample: maximum flow
declination rate, maximum area declination rate, two measures of H1-H2,
two measures of cepstral peak prominence, and noise to harmonics ratio. All
parameters led to systematic changes in acoustic measures reflecting in-
creasing breathiness, with several inconsistencies highlighting the unique-
ness of each measure. The H1-H2 measures were inconsistent with the other
data. Results will be described in light of how each measure can inform re-
searchers about production. �Work supported in part by NIH R01-
DC04789.�

2pSC2. VOICESAUCE: A program for voice analysis. Yen-Liang Shue
�Dept. of Elec. Eng., Univ. of California, Los Angeles, 405 Hilgard Ave.,
Los Angeles, CA 90095, yshue@ee.ucla.edu�, Patricia Keating, and Chad
Vicenik �UCLA, Los Angeles, CA 90095-1543�

VOICESAUCE is a new application, implemented in MATLAB, which pro-
vides automated voice measurements over time from audio recordings. The
measures currently computed are F0, H1�*�, H2�*�, H4�*�, H1�*�-H2�*�,
H2�*�-H4�*�, H1�*�-A1, H1�*�-A2, H1�*�-A3, energy, Cepstral Peak Promi-
nence, F1–F4, and B1–B4, where �*� indicates that harmonic amplitudes are
reported with and without corrections for formant frequencies and band-
widths �Iseli et al. �2006��. Formant values are calculated using the Snack
Sound Toolkit, while F0 is calculated using the STRAIGHT algorithm; har-
monic spectra magnitudes are computed pitch-synchronously. VOICESAUCE

takes as input a folder of wav files, and for each input wav file produces a
MATLAB file with values every millsecond for all measures. It can operate
over the whole input file or over segments delimited by a PRAAT textgrid file.
VOICESAUCE then takes these MATLAB outputs, optionally along with electro-
glottographic measurements obtained separately from PCQUIRERX, and pro-
vides condensed outputs in text format; alternatively it can write the MATLAB

outputs to the format used by the Emu Speech Database system. We com-
pare results of VOICESAUCE analysis with manual measurements from FFT
spectra and with measurements from a PRAAT script. �Work supported by
NSF.�

2pSC3. Voice quality variation with fundamental frequency in English
and Mandarin. Patricia Keating �Phonet. Lab., Dept. of Linguist., UCLA,
Los Angeles, CA 90095-1543, keating@humnet.ucla.edu� and Yen-Liang
Shue �Univ. of California, Los Angeles, Los Angeles, CA 90095�

Previous research has shown that F0 is positively related to H1*-H2*

across male speakers of English �Iseli et al. �2006�� and to H1-H2 �after in-
verse filtering� within individual male speakers of Dutch �Swerts and
Veldhuis �2001��. That is, males who have overall higher-pitched voices
generally have overall higher values of H1*-H2* �cross-speaker relation�,
and as an individual male’s F0 goes up, H1-H2 generally also goes up
�within-speaker relation�. The present study investigates both of these rela-
tions, cross-speaker and within-speaker, for male and female speakers of
English and Mandarin, and extends them to a large set of voice quality
measures. The speech samples consist of repeated rising and falling tone
sweeps, in which speakers began at a self-selected comfortable pitch, and
then swept either up or down in pitch to their highest or lowest comfortable
pitch. The beginnings of the sweeps are tested for cross-speaker relations,
while the entire sweeps are tested for within-speaker relations. VOICESAUCE,
a new program for voice analysis, is used to extract F0, energy, cepstral peak
prominence, formants and bandwidths, and a variety of harmonic amplitude
measures. Many measures are shown to be strongly related to F0. �Work
supported by NSF.�

2pSC4. Voice quality and emotion classification on the valence scale. Ka
Won Choi and Jeung-Yoon Choi �School of Elec. and Electron. Eng., Yonsei
Univ., Seoul 120-749, Republic of Korea, toktok@dsp.yonsei.ac.kr�

While discriminating between several basic human emotions, such as
neutral, joy, sadness, and anger, it has been observed that the most difficult
emotions to tell apart automatically are between the two states of joy and
anger. Since these two emotions have similarities on the arousal scale, it is
difficult to distinguish them by simply using pitch and energy related feature
measurements. Therefore, in this study, other additional feature parameters,
related to voice quality, that are useful for discriminating between the two
emotions of joy and anger are focused. For voice quality related features,
global statistics of normalized spectral band energy, spectral tilt, open quo-
tient, and first formant bandwidth values, along with their respective slopes
and convexities, are measured from the happy and angry emotional speech
from a Korean emotional database. From ANOVAtests, parameters of nor-
malized spectral band energy, spectral tilt, and open quotient appear to be
useful. Also, slopes and convexities of voice quality measurements appear to
be more important than the values itself. These results are meaningful for
classifying emotional states distributed on the valence scale and are ex-
pected to contribute in improving an overall emotion recognition system.

2pSC5. Automated extraction of prosodic features and analysis for
emotional states. Suk-Myung Lee and Jeung-Yoon Choi �Yonsei Univ., 134
Sinchondong, Seodaemun-gu, 120-749 Seoul, Republic of Korea, pooh390
@dsp.yonsei.ac.kr�

This study investigated the relationship between emotional states and
prosody. A prosody detection algorithm �Choi et al., J. Acous. Soc. Am. 188,
2579–2587� was applied to extract accents and intonational boundaries
automatically. The measurements used are derived from duration, pitch, har-
monic structure, spectral tilt, and amplitude. Detection experiments on the
Boston University Radio Speech Corpus show equal error detection rates
around 70% for accent and intonational boundary detection. This algorithm
was applied to a Korean emotional database subset, in which five sentences
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were spoken by 15 speakers over four emotions: neutral, joy, sadness, and
anger. By comparing the ratio of events that were detected as accent and
intonational boundaries between neutral speech and emotional speech, our
experiments find different distributions of these events for each emotion. In
preliminary experiments, joy and anger tended to have fewer events classi-
fied as boundaries compared to other emotions. Also, joy and sadness have
more events corresponding to accents. These results indicate that prosody
detection can be useful for classification of emotion.

2pSC6. Modeling segmentation precision and inter-segmenter
variability. Diana Stojanovic �Dept. of Linguist., Univ. of Hawaii at Manoa,
1890 East-West Rd., Honolulu, HI 96822, stojanov@hawaii.edu�

Inter-segmenter differences have been reported in the literature to affect
the measurements of segment durations �Allen �1975�� and more specifically
rhythm metrics �Mairano and Romano �2007��. Segmenters may differ in
criteria used for segmentation as well as resolution of uncertainty due to
gradual change between segments �such as between nasalized vowel and
coda nasal�. In addition, small variations in the location of segmentation
border �one period of the waveform, or 5–10 ms for adult speakers� are
likely both between two segmenters and between different segmentation ses-
sions of the same segmenter. This study investigates the effect of segmen-
tation errors on the classification power of rhythm metrics. Errors are mod-
eled to represent �1� small random variation and �2� resolution of larger
interval uncertainties �20–30 ms�. Simulations using the two scenarios were
performed on samples of manually segmented speech. Results show that er-
rors in scenario-1 do not affect the separation of languages in �%V, stdC�,
�rPVI-C, nPVI-V�, and �%V, VarcoV� space, which implies that precision of
less than 5 ms is not required in studies that use these measures. Errors in
scenario-2 may be large enough to shift a language closer to the group it
does not belong, depending on the frequency of such errors.

2pSC7. Aerodynamic modeling for concatenative speech synthesis.
Kevin B. McGowan �Dept. of Linguist., Univ. of Michigan, 611 Tappan St.,
Ann Arbor, MI 48109, clunis@umich.edu�

Listeners can perceive and use a wide array of fine-grained phonetic de-
tails, including the detailed coarticulatory influences of adjacent sounds,
when perceiving speech. Details like anticipatory nasalization in can, for ex-
ample, potentially provide the listener with a rich network of informative
cues and are a key to understanding listeners’ ability to disambiguate speech
sounds from seemingly ambiguous input. Unfortunately, these coarticulatory
cues are generally missing or contradictory in the output of speech synthesis
systems. These systems work by concatenating variable-length sound units
chosen from a large database of recorded speech. Units are chosen to mini-
mize two functions: the cost of aligning a particular unit with the desired
speech output �target cost� and the cost of adjoining the next sound to the
most recently selected unit �join cost�. Generally, these costs are calculated
using features which can be automatically extracted from the acoustic
speech signal. A unit selection database is created, automatically segmented
and automatically labeled with nasal and oral airflow feature vectors. These
aerodynamic features are used as a proxy for articulatory information in the
calculation of join and cost functions. Listeners’ mean opinion scores are
obtained on output from this system and a baseline acoustic system for
comparison.

2pSC8. Normalization for vocal tract differences using long term
average spectrum. Antonia D. Vitela, Andrew J. Lotto, and Brad H. Story
�Speech, Lang. and Hearing Sci., Univ. of Arizona, 1131 E. 2nd St., Tucson,
AZ 85721�

Differences in vocal tract size and anatomy lead to substantial differ-
ences in acoustic realization of vowels. Much of the variability in vocal tract
area functions is captured in the area function of the “neutral” �non-
articulating� vocal tract of each talker. A listener could perceptually normal-
ize talker variability substantially by extracting the neutral vocal tract and
using it as a referent. Alternatively, the listener could extract the auditory
representation of the output of the neutral tract and use it as a referent for the
auditory representation of the vowel space. We will present such a model of
perceptual talker normalization for vowels and demonstrate its effectiveness
for a variety of vocal tract shapes and lengths. Additionally, we will provide
evidence that this normalization may be implemented in an auditory process
that �i� extracts the long term average spectrum from running speech

�providing an estimate of the neutral vowel�, �ii� represents new input rela-
tive to this spectral average �providing normalization�, and �iii� is not spe-
cific to speech. Additional analyses and perceptual results will demonstrate
how this model can extend to normalization of consonant perception. �Work
supported by NIH/NIDCD to A.J.L. and B.H.S. and Diversity Supplement to
A.D.V.�

2pSC9. Analysis of the human phonation with different vocal fold
geometries by applying a two-dimensional fully coupled
fluid-solid-acoustic finite element scheme. Stefan Zoerner, Manfred
Kaltenbacher �Dept. of Appl. Mechatronics, Univ. of Klagenfurt, Universit
Str. 65-67, Klagenfurt, 9020, Austria, stefan.zoerner@uni-klu.ac.at�, Rein-
hard Lerch, and Michael Dllinger �Univ. Erlangen-Nürnberg, Erlangen
91054, Germany�

A numerical two-dimensional model is presented simulating the human
laryngeal voice production. Air flowing through the larynx interacts with the
structural mechanics of the vocal folds forcing them to vibrate and induce
sound. In turn, the vibrations of the vocal folds cause the airflow to pulsate
which acts as a further sound source inside the larynx. This coupled field
problem is modeled by utilizing an enhanced finite element method. The
presented approach takes all three involved physical fields consisting of
fluid mechanics, solid mechanics, acoustics, and their interactions fully into
account. The results of these simulations clearly demonstrate the impact of
different vocal fold geometries on the fluid field, e.g., changing the occur-
rence of the Coanda effect. In addition, influences on the produced sound
signal resulting in modified main acoustic frequencies are observed. An ad-
ditional eigenfrequency analysis on the vocal fold model was performed
showing that the first eigenmode and the vibrational frequency in the tran-
sient case are identical. The first eigenmode was in the range of about 100
Hz depending on the vocal fold geometry.

2pSC10. Articulatory characteristics of coronal consonants in Argentine
Spanish: An electropalatographic study. Alexei Kochetov �Dept. of
Linguist., Univ. of Toronto, 130 St. George St., Toronto M5S 3H1, Canada,
al.kochetov@utoronto.ca� and Laura Colantoni �Univ. of Toronto, Toronto
M5S 1K7, Canada�

Previous articulatory investigations of Spanish have been largely limited
to its Peninsular varieties. This study uses electropalatography �EPG� to in-
vestigate articulatory characteristics of coronal consonant contrasts in Ar-
gentine Spanish as part of a larger project examining phonetic variation
across Spanish dialects. Simultaneous EPG and acoustic data were collected
from four female speakers of Buenos Aires Spanish reading sentences with
various intervocalic coronal consonants. Results revealed consistent differ-
ences in terms of anterior/posterior tongue placement and the amount of lin-
guopalatal contact with the primary distinction between �denti-�alveolar and
post-alveolar articulations within the classes of stops/affricates, fricatives,
nasals, and laterals/rhotics. Inter-speaker variation was observed, however,
in the articulation of some consonants, namely, in the apical or laminal re-
alization of the post-alveolar fricative and in the palatal or palatalized al-
veolar realization of the post-alveolar nasal. These findings diverge from
those reported for Peninsular Spanish �A. M. Fernández Planas, Estudios de
fonética experimental, 16, 11–80 �2007��, revealing some dialectal differ-
ences in the degree of fronting of denti-alveolars. Additionally, results sug-
gest a sound change in progress in Argentine Spanish, such as the depala-
talization of the palatal nasal. �Work supported by Connaught, University of
Toronto.�

2pSC11. An acoustic and electroglottographic study of breathy
phonation in Gujarati. Sameer ud Dowla Khan �Dept. of Linguist., Cornell
Univ., 203 Morrill Hall, Ithaca, NY 14853, sameeruddowlakhan@gmail
.com�

While it has long been established that breathy and modal vowels in Gu-
jarati can be reliably distinguished based on the H1-H2 measure �Fischer-
Jorgensen �1967�; Bickley �1982��, and that Gujarati listeners attend solely
to H1-H2 when distinguishing phonation types in Gujarati and in other lan-
guages �Bickley �1982�; Esposito �2006��, new research �Khan and Thatte
�2009�� suggests that in more casual speech styles, H1-H2 may play a
smaller role in distinguishing breathy-modal minimal pairs. In such speech
styles, additional acoustic measures �e.g., H1-A3, CPP, and rms energy� are
more effective in distinguishing breathy and modal vowels for some

2222 2222J. Acoust. Soc. Am., Vol. 126, No. 4, Pt. 2, October 2009 158th Meeting: Acoustical Society of America



speakers. To more closely examine the phonetics of breathy vowels in casual
speech, the current study examines both acoustic and electroglottographic
data collected from naturalistic productions of breathy-modal minimal pairs.
Preliminary data suggest that while all speakers distinguish modal and
breathy vowels, the strategies used by each speaker to produce the contrast
vary considerably. �Work supported by NSF.�

2pSC12. An acoustic and electroglottographic study of White Hmong
phonation. Christina M. Esposito, Joseph Ptacek �Dept. of Linguist., Maca-
lester College, 1600 Grand Ave., St. Paul, MN 55105,
esposito@macalester.edu�, and Sherrie Yang �UCLA, Los Angeles, CA
90095�

This study examines the phonation of White Hmong, a language with
seven tones �traditionally described as high, mid, low, high-falling, mid-
rising, low-falling, and mid-low�, five of which are associated with modal
phonation, and two of which are associated with non-modal phonation; the
low-falling tone is creaky and mid-low tone is breathy. Thirty-three speakers
were recorded producing words with all seven tones; 12 also made electro-
glottographic �EGG� recordings. Acoustic measures were cepstral peak
prominence �CPP� and harmonic amplitudes H1* and H2*, H1*-H2*,
H1*-A1*, H1*-A2*, H1*-A3*, and H2*-H4*. EGG measures were closed
quotient �CQ� and peak-closing velocity �PCV�. Measures were made auto-
matically using VOICESAUCE and PCQUIRERX. Results showed that none of the
measures tested distinguished all three phonation types. However, several
measures distinguished two categories: H1 distinguished creaky versus non-
creaky, H1-H2 distinguished breathy from creaky, and the EGG measures
CQ and PCV both distinguished breathy from non-breathy. H1*-A1*,
H1*-A2*, H1*-A3*, and H2*-H4* did not distinguish any of the phonation
types. This suggests that phonation contrasts are realized across several pho-
netic dimensions in White Hmong. In addition, there was a gender differ-
ence in the production of phonation, with females having significantly
higher CPP than males, suggesting that female phonations are noisier. �Work
supported by NSF.�

2pSC13. Effects of altered sensorimotor function of the tongue on
spectral characteristics of sibilants /s, z/. Juha-Pertti Laaksonen, Jana
Rieger �Dept. of Speech Pathol. and Audiol., Univ. of Alberta, 2-70 Corbett
Hall, Edmonton, AB T6G 2G4, Canada laaksone@ualberta.ca�, Jeffrey
Harris, and Hadi Seikaly �Univ. of Alberta, Edmonton, AB T6G 2B7,
Canada�

Acoustic characteristics of sibilant sounds produced by 17 Canadian
English-speaking female �6 patients� and male �11 patients� tongue cancer
patients were studied. The patients had undergone a tongue resection of the
anterior 2/3 of the tongue, and tongue reconstruction with a radial forearm
free flap �RFFF�. The acoustic data included measurements of the spectral
moments �mean, standard deviation, skewness, and kurtosis� of sibilants /s,
z/ analyzed from speech samples �stimulus sentences and Zoo Passage�
which were recorded before the tongue resection, and 1 month, 6 months,
and 12 months after the resection with RFFF reconstruction. Primarily, the
tongue reconstruction with RFFF was found to result in temporary changes
on the spectral characteristics such that speech output was found to approach
the pre-operative speech quality over the 1-year period. In addition, RFFF
reconstruction of the tongue was found to have some gender-specific effects
in the acoustic characteristics analyzed. However, there was variability be-
tween patients, indicating individual compensatory and adaptive mecha-
nisms for the altered sensorimotor function of the tongue following tongue
reconstruction with RFFF. �The protocol for this study has been approved by
the Health Research Ethics Board �HREB� of the University of Alberta
�Edmonton, AB, Canada�.�

2pSC14. Finding prosodic events using voice source measurements over
multiple syllables. Ran Han and Jeung-Yoon Choi �Dept. of Elec. and
Electron. Eng., Yonsei Univ., 132 Shinchon-dong, Seodaemun-gu, Seoul,
120-749, Korea, magnolia@dsp.yonsei.ac.kr�

Voice source measurements such as slope and convexity of pitch, har-
monic structure, spectral tilt, and amplitude have been shown to be closely
correlated with prosodic events, and using these measurements over mul-
tiple syllables has been shown to produce better performance than using
measurements taken over a single syllable. In this study, these measure-
ments for specific prosodic events, namely, for nine types of accents are

more closed examined, observed in the Boston University Radio Speech
Corpus. Examination of distributions of these measurements at various ac-
cent levels shows that the presence of a high accent is correlated with less
negative slopes of these measurements and a low accent is correlated with
more negative slopes. From ANOVA tests, analyses show that several mea-
surements yield high significance in distinguishing among accent levels.
This study also includes an examination of the distributions of these mea-
surements across boundary levels, and results show that voice source mea-
surements are useful in distinguishing among the various accent levels in
prosody.

2pSC15. Aeroacoustics of voiceless fricatives: An in-vitro investigation
on simplified vocal tract geometries. Olivier Estienne, Annemie Van
Hirtum �Grenoble Universities�, Hélène Bailliet �LEA, Université de Poit-
iers, ENSMA, CNRS�, and Xavier Pelorson �Grenoble Universities,
Grenoble 38100 France�

Production of fricatives consonants is a complex aeroacoustical problem
involving the interaction of turbulent airflow with the particular geometry of
the vocal tract. The current study introduces a simplified mechanical static
vocal tract including a tongue replica and a rectangular thin obstacle down-
stream of the constriction formed by the tongue and the upper tract wall.
First, pressure of the vocal tract flow and far-field noise are measured for
different entrance volume velocities, longitudinal tongue positions, and ob-
stacle heights. Changing the geometrical parameters induces spectral notice-
able changes and, particulary, when the ratio obstacle height/tract height is
close to 1, spectra are shaped like those of sibilant fricatives. Next, velocity-
turbulence measurements in the same conditions by means of hot film an-
emometry are realized, which permits to find relations between aerodynam-
ics and previous acoustical observations. It will also complete pressure data
for the validation of future vocal tract flow models, which could serve for
fricatives synthesis applications.

2pSC16. Auditory feedback and articulatory timing. Takashi Mitsuya
�Dept. of Psych., Queen’s Univ., 62 Arch St., Kingston, ON K7L3N6,
Canada, takashi.mitsuya@queensu.ca�, Ewen N. MacDonald, and Kevin G.
Munhall �Queen’s Univ., Kingston, ON, Canada�

Talkers listen to their own voice while they speak and use that feedback
to monitor and control fine details of speech production. When auditory
feedback is perturbed in real time, talkers spontaneously alter their speech
production to compensate for the perturbation. Most research using real-
time altered auditory feedback has focused on spectral manipulations of
vowels with little attention devoted to temporal manipulations of
consonants. In the present study, we examine the role of acoustic feedback
in control of voice onset time �VOT�. Utterances of the words “tip” and
“dip” were recorded from native English speakers, and several representa-
tive productions were selected for each speaker. After this, talkers were
asked to repeatedly produce either tip or dip. During these productions a
real-time processing system was used to provide modified feedback through
headphones. When talkers said one word, they simultaneously heard their
own voice saying the other word. Results showed that the speakers compen-
sated for the VOT perturbation such that they lengthened their VOT for /t/
when the VOT of the feedback was shorter �/d/�. Based on these results, a
comparison of the role of auditory feedback in controlling temporal and
spectral aspects of speech production will be discussed.

2pSC17. Relationships among vowel formant discrimination,
discrimination of intensity and frequency, and frequency selectivity.
Leah Guempel, Kathleen O’Brien, and Chang Liu �Dept. of Commun. Sci.
and Disord., Univ. of Texas at Austin, Austin, TX 78712�

The goal of the present study was to investigate if vowel formant dis-
crimination could be accounted for by intensity discrimination and fre-
quency discrimination as well as by frequency selectivity. Intensity discrimi-
nation and frequency discrimination were measured for tonal signals at 250,
500, 1000, and 2000 Hz presented at 70-dB SPL for 21 young normal-
hearing listeners with American English as their native language. Auditory
filter was measured using notched noise method at the four frequencies
above. In addition, thresholds of vowel formant discrimination were exam-
ined for F1 and F2 of three English vowels for the same group of listeners.
Overall, thresholds of vowel formant discrimination had significantly mod-
est correlation with intensity discrimination, but no significant correlations
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with frequency discrimination and frequency selectivity. These results indi-
cate that vowel formant discrimination may be associated with intensity dis-
crimination of harmonics in speech sounds, but not determined by frequency
discrimination and frequency selectivity. Other factors accounting for vowel
formant discrimination will be discussed.

2pSC18. Segregation of co-channel speech signals using a least-squares
approach. Srikanth Vishnubhotla and Carol Espy-Wilson �Inst. for Systems
Res. and Elec. & Comput. Engg., Univ. of Maryland, College Park, MD
20742, srikanth@umd.edu�

In this work, an approach to segregate overlapping speech signals from
a single-channel recording is presented, and its performance demonstrated
for the two-speaker case. The approach relies on a previous algorithm to es-
timate the pitch frequencies of the participating speakers and then identify

their voiced regions. Depending on the voiced-unvoiced combination of the
two speakers, an appropriate over-determined system of equations is set up
which is then solved to unravel the contributions of the two speakers to the
speech mixture. In the voiced-voiced case, the harmonics of the two pitch
frequencies are used to set up the basis set. For the voiced-unvoiced and
unvoiced-unvoiced cases, a wavelet-based approach is used to construct the
basis set. The segregated contributions are then assigned to the appropriate
speakers by imposing the temporal continuity of the mel-frequency cepstral
coefficients of these separated speech segments. The perceptual quality of
the segregated speech is evaluated using the PESQ measure, which shows a
significant improvement compared to the mixture signal. On evaluation on a
speech recognition task, the algorithm shows comparable or better perfor-
mance than the state-of-the-art algorithms, even when the target speaker of
interest is significantly weaker than the masking speaker.

TUESDAY AFTERNOON, 27 OCTOBER 2009 RIO GRANDE CENTER, 1:00 TO 3:30 P.M.

Session 2pUW

Underwater Acoustics: Reverberation Measurements and Modeling II

Eric I. Thorsos, Cochair
Univ. of Washington, Applied Research Lab., 1013 NE 40th St., Seattle, WA 98105

John S. Perkins, Cochair
Naval Research Lab., Code 7140, Washington, D.C. 20375

Jason D. Summers, Cochair
SAIC, 10401 Fernwood Rd., Bethesda, MD 20817

Contributed Papers

1:00
2pUW1. Improving the efficiency of the comprehensive acoustic
simulation system Navy standard reverberation model. Henry Weinberg
�23 Colonial Dr., Waterford, CT 06385, chic@ct.metrocast� and Ruth E.
Keenan �SAIC, Box 658, Mashpee, MA 02649�

Research projects that use supercomputers and real-time applications for
at-sea exercises would benefit from more efficient code. This paper de-
scribes various approaches that significantly reduced the run time of the
comprehensive acoustic simulation system �CASS� Navy standard reverbera-
tion model. These include computer upgrades, parallel processing, and re-
configuring code. For example, typical CASS run times of two 3-GHz com-
puters differed by a factor of 10 because the faster computer had more
efficient memory. Three types of parallelization were also tried. The easiest
to implement used a platform that contained numerous blades with eight
processors per blade. Reverberation runs were split along receiver bearing
angles with several bearing angles per processor. The second parallelization
attempted fine grain segmentation. This proved inefficient exchanging data
between processors until the GRAB eigenray model was restructured. The
third approach, OPENMP, has the advantage of using the same code on com-
puters without multiple processors. Of course, there will be no improvement
in efficiency. A disadvantage is that OPENMP is difficult to master. Improved
hardware and multiple processors alone were insufficient to provide ad-
equate results for many applications. The approach described here requires
reverberation and clutter predictions along numerous receiver beams in
seconds.

1:15
2pUW2. Modeling and observations of coherent effects in reverberation
from the Clutter09 cruise. Kevin D. LePage �NATO Undersea Res. Ctr.,
Viale San Bartolomeo 400, 19126 La Spezia, Italy�

Reverberation is often assumed to be a process which decorrelates mul-
tipath, leading to the use of intensity models which ignore coherent
interactions. In this talk experimental evidence of coherent effects in rever-
beration are demonstrated from data obtained during the Clutter09 cruise in
the Straits of Sicily conducted by NURC, and the ephemeral nature of these
effects is discussed. The theoretical basis for coherence between reverbera-
tion multipaths is described for both rough surface and volume scattering,
including the theoretical basis and conditions for the appearance and char-
acteristics of striations in the reverberation spectrograms.

1:30
2pUW3. Spectral roughness inferred from measured reverberation time
series. Steven A. Stotts and Robert A. Koch �Appl. Res. Labs., The Univ. of
Texas at Austin, 10000 Burnet Rd., Austin, TX 78758, stotts@arlut.utexas
.edu�

Reverberation data are often interpreted in terms of either Lambert’s law
or a scattering kernel representation with a specified roughness spectrum.
The parameters in these descriptions are adjusted and combined with a
propagation model to produce simulated reverberation time series that fit the
data. An alternative is to retain the scattering description with two separable
factors: a well-defined physics-based vertical angle factor that can be justi-
fied analytically and a roughness spectrum factor that is adjusted to repro-
duce the measured data. For this purpose the scattering description is based
on a two-way coupled-mode formalism that was shown to accurately pro-
duce reverberation time series for a two-dimensional, rough-bottom Pekeris
waveguide �Knobles, Reverberation Workshop I, Austin, TX �November
2006��. For water-sediment interface scattering, the off-diagonal compo-
nents of the vertical angle factor in the Born approximation were shown to
be equivalent to the kernel adopted by the Reverberation Workshop �Stotts
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and Koch, JASA Exp. Lett., EL242–EL248 �2008��. Examples from the Re-
verberation Workshop problem sets will be used to demonstrate the fitting
process for specific roughness spectra.

1:45
2pUW4. A practical approach towards a timely seafloor interaction
database. Juan I. Arvelo, Jr. �Appl. Phys. Lab., The Johns Hopkins Univ.,
11100 Johns Hopkins Rd., Laurel, MD 20723-6099�, David Zeddies �Marine
Acoust. Inc., Arlington, VA 22203�, and William T. Ellison �Marine Acoust.
Inc., Middletown, RI 02842�

A seafloor database of physics-based parameters may be considered an
ideal resource. However, geoacoustic inversion to a model accurately de-
scribing the sediment structure, sub-bottom inhomogeneities, interface
roughness, and anisotropy is still a very challenging research topic. While
such geoacoustic inversion challenges are resolved, a more practical ap-
proach toward the generation of a timely seafloor interaction database is
sorely needed. This practical approach must offer the flexibility to accom-
modate any physics-based and empirical model, direct measurement, and
geoacoustic inversion from all research and operational sonars. It must also
offer consistency with other seafloor-related databases, sufficiency to be use-
ful to any sonar model, and completeness to model sonar systems across a
wide frequency range. Empirical seafloor scattering models have a limited
number of parameters to fit all measurements across grazing angle and fre-
quency, while the most complete physics-based models have too many pa-
rameters for high-confidence geoacoustic inversion. Therefore, a more prac-
tical worldwide seafloor database must also offer enough flexibility to
accurately reconstruct the seafloor reflection and scattering functions with a
minimum number of parameters. Finally, this approach must quickly arrive
at an unambiguous unique solution. Such an approach will be described and
demonstrated. �This effort was supported by SPAWAR.�

2:00
2pUW5. Prediction of clutter on the Malta Plateau. P. L. Nielsen �NURC,
V. S. Bartolomeo 400, 19126, La Spezia, Italy�, M. Prior �CTBTO, Vienna
Int. Ctr., P.O. Box 1200,1400 Vienna, Austria�, and C. Harrison �NURC, V.
S. Bartolomeo 400, 19126, La Spezia, Italy�

NURC has conducted a series of experiments on the Malta Plateau,
Mediterranean Sea, with the focus on collecting environmental and acoustic
clutter data. Strong correlation between the environmental and processed
acoustic data has been established for certain regions which provides impor-
tant information to enhance prediction capabilities and signal processing al-
gorithms and to eventually reduce the clutter returns in the sonar processing
chain. However, strong clutter-like returns are persistently observed from a
confined location on the Plateau with no clear indication of significant scat-
tering features, i.e., no evidence of bathymetric features, variations in sub-
bottom stratification, or changes in bottom geoacoustic properties. Only the
sub-bottom profiling shows inclusions in the upper 5 m of the sediment, and
these inclusions are hypothesized to have slightly different geoacoustic
properties than the surrounding. This hypothesis is presented and verified by
backscattered time-series computations using a two-way prediction model
applied in an environment similar to that of the acquired acoustic data.
�Work supported by the NATO Undersea Research Centre, the CLUTTER
JRP partners, and the Office of Naval Research OA321.�

2:15
2pUW6. Target echo and clutter calculations, including time spreading
using normal-mode group velocities. Dale D. Ellis �DRDC Atlantic, P.O.
Box 1012, Dartmouth, NS B2Y 3Z7, Canada, dale.ellis@drdc-rddc.gc.ca�

The shallow-water normal-mode reverberation approach �D. D. Ellis, J.
Acoust. Soc. Am. 97, 2804–2814 �1995�� can be extended to handle the
echo from a target or discrete clutter objects. Normal modes are used to
handle the propagation, and ray-mode analogies are used to handle the echo
and scattering. The time spreading of the echo can be approximated using
the modal group velocities. This description for the time spreading is ap-
proximate, but the computations are quite efficient, since the normal modes
need only be calculated at one frequency. The target can be point-like and
mode functions can be used, or the target can be considered more extended
and the mode amplitude envelopes can be used. The formulation will be pre-

sented, along with a number of calculations based on problems from the
ONR Reverberation Modeling Workshops. �Work supported in part by
ONR, Code No. 321OA.�

2:30
2pUW7. Reverberation and scattering measurements from seabed
clutter features using an autonomous undersea vehicle. Charles W.
Holland �Appl. Res. Lab., The Penn State Univ., State College, PA,
cwh10@psu.edu�, Peter L. Nielsen, and Reginald Hollett �NATO Undersea
Res. Ctr., La Spezia, Italy�

Acoustic reverberation in littoral ocean waveguides is often controlled
by small-scale seabed heterogeneities. Thus, validation of reverberation
models and development of realistic simulations require measurements of
those scales. Clutter features for mid-frequency active sonars span scales
from order 1–1000 m. The smaller scale seabed features O�1–10�m, how-
ever, are not generally represented in bathymetric data, even from modern
hull-mounted multibeam systems. One promising tool for isolation and
quantitative measurement of small-scale seabed features is an AUV with a
source �800–3500 Hz� and towed array. Recent measurements from the
Clutter09 experiment in the Straits of Sicily show that O�1–10�m scale sea-
bed features �e.g., carbonate chimneys on mud volcanoes� are resolved and
can be quantified. �Work supported by the Office of Naval Research OA321
and the NATO Undersea Research Centre.�

2:45
2pUW8. Scattering from superspheroidal acoustic objects. Christopher
Feuillade �Laboratorio de Acústica, Universidad Tecnológica de Chile-
INACAP, Sede Pérez Rosales, Brown Norte 290, Ñuñoa 779-0569, San-
tiago, Chile, chris.feuillade@gmail.com�

The extended boundary condition technique of Waterman �J. Acoust.
Soc. Am. 45, 1417–1429 �1969�� has been used to study scattering from ex-
tended axisymmetric acoustic objects. These objects are formed using the
mathematical function for a “super-ellipse” �i.e., �x/a�s � �z/b�s�1, where
s�2n, n�1, 2, 3,…� and revolving around the z-axis. For s�2, the object is
a spheroid with aspect ratio ��b/a. As s increases, the shape of the object
approaches a right circular cylinder of radius a and length 2b. The method
allows the scattered field to be accurately determined for all azimuthal
angles as a function of frequency. The method is applied to the case of air-
filled objects in water, which has importance for the interpretation of acous-
tic scattering from oceanic objects such as air-bubbles, the swim bladders of
some fish, and zooplankton. It is found that the frequency increases with �,
exactly as predicted using a geometrical method by Weston, and increases in
a relatively minor way with $s$. In addition, the method shows that the
monopole resonance, which leads to a spherically symmetric scattering dis-
tribution, continues to dominate low-frequency scattering even for cylindri-
cally shaped, air-filled objects with an aspect ratio up to ��40 and s�32.

3:00
2pUW9. A numerical study of rough interface reverberation
suppression, clutter elimination and target resonance excitation in
heterogeneous media with single channel iterative time reversal. Yingzi
Ying, Li Ma, and Bingwen Sun �Inst. of Acoust., Chinese Acad. of Sci., 21
Beisihuanxi Rd., Beijing 100190, China, yingyz05@mails.gucas.ac.cn�

The presence of echo returns from the rough interface of two layered
medium, and the clutter of volume scattering hinders the detection of target
buried in heterogeneous media. The situations are often raised in ultrasonic
breast tumor diagnosis and underwater acoustic buried mine detection. This
work investigates the application of monostatic single channel iterative time
reversal in mitigating the difficulties with a numerical study. Simulations
based on pseudospectral finite-difference time-domain method are per-
formed with a sphere buried in the heterogeneous media of lower layer, a
transmitter is situated at the upper homogeneous domain, and the interface
position is normally distributed. A wideband signal is launched to initiate the
process, and the time-reversed echo received at same position is emanated
as renewed interrogation pulse for next iteration. Some field snapshots are
taken and the echo is recorded in each iteration. The results illustrate as the
number of iteration increases, small volume scattering is eliminated, and
rough interface reverberation is suppressed relatively. The echoes will con-
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verge to a narrowband waveform corresponding to an object’s dominant
resonance mode. The detection of target is achieved by exploiting this im-
portant acoustic signature. �Work supported by the CAS Innovation Fund.�

3:15
2pUW10. Three-dimensional reverberation modeling. Edmund J.
Sullivan �Prometheus Inc., Portsmouth, RI 02871, paddypriest@aol.com�
and Carlos Godoy �Naval Undersea Warfare Ctr., Newport, RI, 02841�

Previously, reverberation modeling at sonar and torpedo frequencies was
based on spectral factorization, which does not allow correct broadband,
non-zero Doppler simulation in real time for a multi-channel receiver. This
paper presents a new approach which avoids these limitations. Instead of
transmitting the pulse itself, the method transmits a superposition of many

copies of the pulse, each with a random amplitude and phase. This “noise-
let” mimics the point-scatterer method without requiring a prohibitively
large number of scattering points. We refer to it as the early randomization
method �ERM�. The propagation model used, the GRAB ray model, con-
tains the bathymetry information, enabling the ERM to produce a statisti-
cally realistic reverberation field with a minimal number of rays. The com-
putational load increases linearly with the number of receiver elements
instead of with its cube, since there is no power spectral density matrix to
factor. Since the randomness is introduced directly into the noiselet, the
ERM is not limited to a particular statistical model, allowing non-Gaussian
cases to be treated. Previously, this approach has shown excellent results for
the two-dimensional, range-dependent case. Here, the method is generalized
to also allow cross-range dependence. Comparisons with the CASS/GRAB
model are shown.

TUESDAY EVENING, 28 OCTOBER 2009 7:30 TO 9:30 P.M.

Opening Meetings of Technical Committees

The Technical Committees of the Acoustical Society of America will hold open meetings on Tuesday, Wednesday, and Thursday
evenings. On Tuesday and Thursday the meetings will be held starting immediately after the Social Hours at 7:30 p.m. On Wednesday,
one technical committee will meet at 7:30 p.m.

These are working, collegial meetings. Much of the work of the Society is accomplished by actions that originate and are taken in these
meetings including proposals for special sessions, workshops and technical initiatives. All meeting participants are cordially invited to
attend these meetings and to participate actively in the discussion

Committees meeting on Tuesday are as follows:

Acoustical Oceanography Rio Grande East
Architectural Acoustics Rio Grande Center
Engineering Acoustics Pecan
Musical Acoustics Live Oak
Physical Acoustics Rio Grande West
Psychological & Physiological Acoustics Blanco/Llano
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WEDNESDAY MORNING, 28 OCTOBER 2009 REGENCY EAST 3, 8:00 A.M. TO 12:00 NOON

Session 3aAA

Architectural Acoustics and Education in Acoustics: Architectural Acoustics Program Serving Consultants
and Professionals

David S. Woolworth, Chair
Oxford Acoustics, Inc., 356 CR 102, Oxford, MS 38655

Chair’s Introduction—8:00

Invited Papers

8:05

3aAA1. Undergraduate acoustical engineering programs at the University of Hartford. Robert D. Celmer and Michelle C. Vigeant
�Acoust. Program and Lab., Mech. Eng. Dept., Univ. of Hartford, 200 Bloomfield Ave., W. Hartford, CT 06117�

The University of Hartford has two undergraduate engineering programs in the area of acoustics: �1� the Bachelor of Science in
Mechanical Engineering �BSME� with Acoustics Concentration and �2� the Bachelor of Science in Engineering with a major in Acous-
tical Engineering & Music. The first curriculum is part of a BSME degree program that has required courses in vibration as well as
engineering acoustics since the 1960s. The Acoustical Engineering & Music degree is a unique program that was instituted in 1976,
where applicants must have the equivalent math and science background required of all engineering students and also must successfully
pass the entrance requirements of the Hartt School �University of Hartford’s music conservatory�—including the audition. Both pro-
grams encompass the same engineering vibrations and acoustics courses, as well as the same acoustics projects sequence. Alumni of
both undergraduate programs have successfully obtained positions in consulting �architectural and environmental� audio product and
A/V design, musical instrument design, hearing- and psychoacoustic-related design, noise control, as well as pursued graduate degrees.
The use of real world industry-sponsored acoustic projects for engineering design courses throughout the curriculum will be described,
as well as the programs’ continuous improvement plan and accreditation status.

8:25

3aAA2. Education in acoustics and noise control: A liberal arts perspective. Dominique J. Cheenne �Dept. of Audio Arts & Acoust.,
Columbia College Chicago, 33 E Congress, Chicago, IL 60605, dcheenne@colum.edu�

An education in acoustics and noise control is traditionally provided by engineering and/or graduate schools; however, since its
inception in 1998 the Acoustics Program of Columbia College Chicago has graduated 99 students with a liberal arts background; 71
were hired by consulting firms in acoustics & noise control and by manufacturers, 65 are still employed in the field, 8 went on to
graduate school, and 1 was recently voted into the “40 under 40” list of outstanding professionals by Consulting Specifying Engineer
Magazine. Our program currently offers 14 undergraduate courses in acoustics and it draws upon the college’s resources for calculus,
physics, technical writing, management, accounting, architecture, and programming courses. We are in the second year of a scholarship
program with the Institute of Acoustics at Tongji University, and we recently hosted the Highway Traffic Noise seminar from the Na-
tional Highway Institute. Besides well-equipped test laboratories and a very wide array of computer modeling tools, a vinyl album
cutting lathe was recently added to the program’s inventory and starting in 2010, our students will be required to demonstrate that they
have the skills to prepare for, schedule, and execute a very complex task that leaves no room for errors.

8:45

3aAA3. The University of Kansas architecture and architectural engineering programs offer focused coursework in architectural
acoustics, electro-acoustics, and noise control. Robert C. Coffeen �School of Architecture, Design, and Planning, Univ. of Kansas,
1465 Jayhawk Blvd., Lawrence, KS 66045�

Courses relating to architectural acoustics, architectural noise control, mechanical and electrical noise control, and fixed installation
electro-acoustic systems are presented by the architecture program of School of Architecture, Design, and Planning and by the archi-
tectural engineering program of the Department of Civil, Environmental, and Architectural Engineering, School of Engineering. This
presentation will describe the courses taught by the author which have guided approximately 30 architecture and architectural engi-
neering students plus a few electrical engineering students into professional acoustical consulting and sound system contracting. Courses
taught in the 500–700 series include architectural acoustics, electro-acoustic systems, listening to architecture, senior design II acoustics
emphasis, architectural acoustics for architects, and acoustic and theatrical design considerations for performance spaces. In addition,
the flexible master of arts in architecture program works well for students entering the architecture program with an undergraduate
degree in another field and desiring to have a career in acoustical consulting. To generate interest in acoustics, portions of several
architecture and architectural engineering courses introduce building acoustics to first and second year students.
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9:05

3aAA4. Acoustical education in architecture. Gary, W. Siebein �School of Architecture, Univ. of Florida, P.O. Box 115702, Gaines-
ville, FL 32611�

Sound can provide valuable contributions to the education and practice of architecture. First, architecture students should develop a
theory of how sound and other environmental systems can become part of a larger theory of the making of architecture. Second, ar-
chitects are trained to have highly developed sensibilities in the aesthetic design of space. Expanding the aesthetic component of build-
ings and environments to include the aural environment has the potential to enrich the fabric of communities and buildings. Third,
architecture students must become acquainted with the materials, analytic techniques, and design approaches that acoustical consultants
use. Furthermore, for acoustical information to become an integral part of architectural design and education, it must be organized in a
way that allows expression or poesis to occur because these aesthetic principles are the building blocks of architectural design. There-
fore, the science and engineering principles of noise control and architectural acoustics must be transformed into material that can
become spatial, visual, and manipulable in creative ways by a design team. This requires that the basics of acoustics be reformulated in
an architectural manner. This paper will address several of the transformations that have been attempted in the architectural acoustics
curriculum at the University of Florida.

9:25

3aAA5. Graduate studies in acoustics at Purdue University. Patricia Davies, J. Stuart Bolton, Kai Ming Li �Ray W. Herrick Labs.,
Purdue Univ., 140 S. Martin Jischke Dr., West Lafayette, IN 47907-2031�, Elizabeth Strickland, and George Wodicka �Purdue Univ.,
West Lafayette, IN 47907-2032�

The acoustics research and academic programs at Purdue can be divided into five broad categories: biomedical acoustics, engineer-
ing acoustics and noise control, physical acoustics and wave propagation, speech and hearing sciences, and acoustics in arts. There are
50 faculty from across 16 departments involved in various aspects of acoustics �http:/www.purdue.edu/research/phase�. The architectural
engineering program has only very recently been started at Purdue, within the Civil Engineering, but there is a long history of Purdue
graduates, particularly those in engineering, working in fields related to architectural engineering. One of the strengths of Purdue acous-
tics is this rich environment where students can study a broad range of topics in various disciplines each focused on different aspects
of acoustics. Collaborations between engineering, liberal arts, psychology, and life science are a common theme in this community. An
overview of the program is given but aspects of the program most closely related to architectural engineering will be described in more
detail.

9:45

3aAA6. A broad education in acoustics still makes sense. Victor W. Sparrow and Karen P. Brooks �Grad. Program in Acoust., Penn
State, 201 Appl. Sci. Bldg., Univ. Park, PA 16802, vws1@psu.edu�

For students preparing for a career in acoustical consulting, or for professionals thrust into job duties involving acoustics but without
formal training, there is much to be gained by obtaining a broad education in acoustics, vibration, noise control, transducers, and signal
processing. For the graduating student or the professional changing jobs, a broad education helps ensure that they will be adequately
prepared for whatever they will face. Equipment and computer programs will come and go over time, but the ability to think clearly,
solve problems, and understand important fundamental physical phenomena never goes out of style. At the Graduate Program in Acous-
tics at Penn State, our focus relies on a core curriculum that forms a solid foundation. Residence classes are currently blended �co-
presented� for participation by students at a distance anywhere in the world using ADOBE CONNECT software and Smartboard presentation
hardware. Distance students and guest presenters, e.g., practicing consultants, can also link in, making live presentations to everyone in
the class. There is no reason why anyone with an internet connection and sufficient math and physics background cannot gain a broad
education in acoustics to last a lifetime.

10:05—10:15 Break

10:15

3aAA7. Graduate Program in Architectural Acoustics at the School of Architecture, Rensselaer Polytechnic Institute. Ning Xiang
and Christopher Jaffe �Graduate Program in Architectural Acoust., Rensselaer Polytechnic Inst., Troy, NY 12180�

Established in 1998, the Graduate Program in Architectural Acoustics at Rensselaer’s School of Architecture has grown rapidly. The
program offers both masters and doctoral degrees in a stimulating academic and research atmosphere. Applicants come from a variety
of disciplines, including those with bachelor-level degrees �B. Arch., B.S., or B.A.� in Architecture, Music, Engineering, Audio
/Recording Engineering, Physics, Mathematics, Computer Science, Acoustics, Electronic Media, Theater Technology, or related fields.
The core curricula include Architectural Acoustics, Sonics Research Laboratory, Engineering Acoustics, Applied Psychoacoustics, and
Communication Acoustics. Since its inception, the program has awarded more than 65 masters degrees and four doctorates. A majority
of the program’s graduates have developed careers in acoustics consulting. The emphasis of the program’s curricula, its preparation for
serving architectural acoustics consultants and professionals, and the research strategy at both the MS and Ph.D. degree levels will be
presented.
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10:35

3aAA8. Studying architectural acoustics through the University of Nebraska’s Architectural Engineering Program. Lily M. Wang
and Siu-Kit Lau �Architectural Engr. Prog., Peter Kiewit Inst., Univ. of Nebraska-Lincoln, 1110 S. 67th St., Omaha, NE 68182-0681,
lwang4@unl.edu�

Architectural engineering �AE� is a discipline of study that is only currently available at 17 schools across the United States, and
even fewer of these AE programs include acoustics as a main option in their curricula. This presentation will review the Nebraska
Acoustics Group, housed within the AE Program at the University of Nebraska which began in 1998. Students may study acoustics
within any of our five engineering degree programs �BSAE, MAE, MEng, MS and Ph.D.�. Currently there are two AE faculties out of
11 who focus in acoustics at Nebraska, and the program regularly offers at least six recurring acoustics courses. Descriptions of the
acoustics courses, the research interests of the Nebraska Acoustics Group, and where our graduates are to date will be given. Specifically
highlighted will be the theme of our acoustics group: to promote the advancement and science of architectural acoustics by closely tying
our coursework and research to practice in the “real-world.”

10:55—12:00 Panel Discussion

WEDNESDAY MORNING, 28 OCTOBER 2009 REGENCY EAST 1, 8:45 TO 11:05 A.M.

Session 3aAB

Animal Bioacoustics: Acoustical Surveys, Sampling, and Population Assessment of Animals

David K. Mellinger, Chair
Oregon State Univ., Cooperative Inst. for Marine Resources Studies, 2030 SE Marine Science Dr., Newport, OR 97365

Chair’s Introduction—8:45

Contributed Papers

8:50
3aAB1. Taming the Jez monster: Estimating fin whale spatial density
using acoustic propagation modeling. David K. Mellinger, Elizabeth T.
Küsel �Cooperative Inst. for Marine Resources Studies, Oregon State Univ.,
2030 S. Marine Sci. Dr., Newport, OR 97365�, Len Thomas, and Tiago A.
Marques �Univ. of St. Andrews, Fife KY16 9AJ, Scotland�

The spatial density of calling animals may be estimated acoustically us-
ing methods presented by Buckland et al. �Advanced Distance Sampling
�Oxford University Press; Oxford, 2004��; information on the call �or other
cue� rate, the call detection probability as a function of range, and the prob-
ability of a false detection to obtain an estimate of spatial density. Here we
use similar methods to estimate the density of calling fin whales
�Balaenoptera physalus� from the level of received sound near 20 Hz—the
so-called “Jez monster.” Using published source levels and call rates of fin
whales, a Monte Carlo method is developed that simulates a given spatial
density of whales randomly situated around a hydrophone and uses acoustic
propagation modeling �specifically, a parabolic equation model� to estimate
the resulting level of received sound. Using this technique at several deep-
water sites in the North Atlantic, we derive a function that maps loudness to
spatial density, and then use this function to estimate spatial density at these
locations.

9:05
3aAB2. Detecting the clicks of beaked whales with wavelets. Mark
Fischer �AguaSonic Acoust., P.O. Box 1073, Rio Vista, CA 94571-3073,
aguasonic@gmail.com�

Most of the algorithms used for classifying cetaceans by call operate by
analyzing acoustic data displayed by spectrographic analysis. Because spec-
trograms are based on Fourier transforms, this standardized technique works
well at classifying the frequency modulated calls that Fourier transforms are
most capable of illuminating. This includes the whistles and rhythmic pulses
produced by many whale species. By contrast, the foraging clicks of
Ziphidae consist almost entirely of exceedingly short duration, wide fre-
quency, and fast-repeating click trains. Fourier-based algorithms provide a
clumsy tool at best to interpret such transient data. Using the results of

wavelet transforms with certain types of data, especially transient data, can
vastly improve the task of classifying Ziphidae clicks. By calibrating the
scales of individual transforms, wavelets can also be fine-tuned to provide a
better match with particular kinds of clicks. The result of this optimization
process is called a “wavelet profile,” the combination of a wavelet transform
with a range of scales matched to the clicks of a particular species. This
paper explains a process for tuning and programming the selection of such
profiles. The objective of this work is to suggest a better method for auto-
matically classifying the calls of the cetacean species.

9:20
3aAB3. Classifying bowhead whale call types using linear
discrimination function analysis and neural networks. Delphine Mathias,
Aaron M. Thode �Marine Physical Lab., Scripps Inst. of Oceanogr., UCSD,
9500 Gilman Dr., San Diego, CA 92093-0238�, Susanna B. Blackwell, Alice
Green, Katherine H. Kim, Kristin Otte, Sara Tennant, Charles R. Greene, Jr.
�Greeneridge Sci., Inc., Santa Barbara, CA 93117�, and Michael Macrander
�Shell Exploration and Production Co., Anchorage, AK 99503�

Bowhead whale calls are typically divided into five categories: up-
sweeps, downsweeps, U and N shaped undulated calls, and complex. The
frequency range, duration, and details of the frequency modulation of these
calls vary considerably, even within the same call type, creating difficulties
when using matched-filtering or spectrogram correlation methods. A manu-
ally reviewed test dataset has been assembled that contains examples orga-
nized by call category and signal-to-noise ratio. Using a combination of con-
tour tracing techniques, various features were extracted, including slope,
curvature, number of inflection points, and the time of the first inflection
point normalized by duration. Both linear discriminant functions and a feed-
forward neural network were applied to discern appropriate decision bound-
aries for optimum statistical classifiers. The use of linear discriminant func-
tions resulted in a 70% good classification for all classes except for the
n-shaped calls. The neural networks improved the performance to 81% for
upsweeps and downsweeps but had trouble classifying calls with significant
curvature. A partial explanation for the classification difficulties stems from
subjective definitions of what constitutes an inflection. Results of applying
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the trained classifiers to bulk data collected in 2008 will be presented. �Work
supported by Shell Exploration and Production Company.�

9:35
3aAB4. Large-scale evaluation of automated detection and localization
of bowhead whale calls in the Beaufort Sea. Aaron M. Thode, Delphine
Mathias �Marine Physical Lab., Scripps Inst. of Oceanogr., UCSD, 9500
Gilman Dr., San Diego, CA 92109-0238�, Christopher S. Nations, Trent L.
McDonald �WEST, Inc., Cheyenne, WY 82001�, and Michael Macrander
�Shell Exploration and Production Co., Anchorage, AK 99503�

An automated procedure has been developed for automated detection
and localization of bowhead whale sounds with arbitrary frequency-
modulated tones and applied to 2008 data collected from 41 directional au-
tonomous seafloor acoustic recorders deployed over a 280-km swath in the
Beaufort Sea. The procedure has seven sequential stages: an incoherent
spectral band detector, an interval estimator, a feature extractor, a feed-
forward neural network classifier, a stage to flag common calls among re-
corders, bearing extraction, and final localization. The three-layer neural net-
work has ten hidden-layer units and uses 20 features extracted from the
spectrogram classifying signals as either whale calls or other sounds.
Manual analysis was conducted on recordings from six non-consecutive
days chosen to span a variety of seismic activity levels. The first 12 h of
each day yielded 141 796 true calls and 1.15�106 other signals that were
used to train the network, with 60% of that data used to adjust the weights
and 40% used to evaluate convergence. The performance of both the neural
network stage and the complete tracking algorithm on the remaining 12 h of
manually-analyzed data from each day will be presented. �Work supported
by Shell Exploration and Production Company.�

9:50
3aAB5. Automatic detection of marine mammals using spectral entropy.
Christine Erbe �JASCO Appl. Sci., P.O. Box 4037, Brisbane Technol. Park,
Eight Mile Plains, Queensland 4113, Australia�

An automatic detector for tonal and narrow-band signals of a variety of
co-habiting marine mammal species is presented. The detector was devel-
oped to automatically identify signals in years of autonomous underwater
recordings made in the Arctic. These recordings contained calls of odonto-
cetes, mysticetes, and pinnipeds. Three types of automatic detectors were
tested; two were based on peak-energy detection, and one was based on
spectral entropy computation. A set of test data was assembled by active lis-
tening and visual discrimination of spectrograms. Performances of the au-
tomatic detectors were compared by means of receiver operating
characteristics. The entropy detector outperformed the other two. It ran con-
siderably faster than real time and can be used as a first step in automatic
signal analysis, quickly scanning recordings for potential signals. It should
be followed by automatic classification, recognition, and identification algo-
rithms to group and identify signals.

10:05—10:20 Break

10:20
3aAB6. Effects of seismic exploration in the Beaufort Sea on bowhead
whale call distributions. Christopher S. Nations �WEST, Inc., 2003 Central
Ave., Cheyenne, WY 82001, cnations@west-inc.com�, Susanna B.
Blackwell, Katherine H. Kim �Greeneridge Sci., Inc., Goleta, CA 93117�,
Aaron M. Thode �Scripps Inst. of Oceanogr., San Diego, CA 92109-0238�,
Charles R. Greene, Jr. �Greeneridge Sci., Inc., Goleta, CA 93117�, A.
Michael Macrander �Shell Exploration and Production Co., Anchorage, AK
99503�, and Trent L. McDonald �WEST, Inc., 2003 Central Ave., Cheyenne,
WY 82001�

We analyzed locations of bowhead whale �Balaena mysticetus� calls in
the Beaufort Sea during the fall migrations of 2007 and 2008, including pe-
riods of seismic exploration. Analysis examined relationships between re-
ceived sound levels from airgun pulses and both spatial and temporal dis-
tributions of whale call locations. Locations were estimated by triangulation

of calls received on Directional Autonomous Seafloor Acoustic Recorders
�DASARs� arranged in five arrays along 280 km of Alaska’s coast. Received
levels either were measured directly by DASARs or estimated from trans-
mission loss equations. For analysis, a grid was overlaid on the study region,
and the 7-week study period was divided into short, regular intervals. Whale
calls were counted and received levels estimated within each grid cell and
time interval. The relationship between call count and received level was
assessed using statistical models that accounted for anthropogenic sounds,
date, time of day, bathymetry, and east-west position along the coast. Fur-
thermore, the models incorporated adjustments for detectability �DASARs
are less likely to detect more distant calls� and spatial and temporal
covariances. Preliminary results indicate declines in calling rate and tempo-
rary onshore and offshore shifts in location as received levels increase.
�Work supported by Shell Exploration and Production Company.�

10:35
3aAB7. Quantifying masking effects of seismic survey reverberation off
the Alaskan North Slope. Melania Guerra, Aaron M. Thode �Marine Physi-
cal Lab., Scripps Inst. of Oceanogr., UCSD, 9500 Gilman Dr., San Diego,
CA 92093-0238�, Susanna B. Blackwell, Charles R. Greene, Jr.
�Greeneridge Sci., Inc., 1411 Firestone Rd., Santa Barbara, CA 93117�, and
Michael Macrander �Shell Exploration and Production Co., 3601 C St., Ste.
1000, Anchorage, AK 99503�

Quantifying the potential impacts of anthropogenic acoustic noise on
marine life faces tremendous hurdles, including defining appropriate metrics
to be extracted from the raw acoustic data. In shallow Arctic environments,
reverberation from seismic arrays can persist over periods longer than the
duration of the direct signal, suggesting that reverberation might play a role
in masking communication between endemic animals like the bowhead
whale �Balaena mysticetus�. Presented here is a quantitative metric related
to the masking properties of impulsive anthropogenic signals in shallow wa-
ter environments. The approach taken is to measure the minimum level of
the acoustic noise field, where the level is typically defined in terms of rms
pressure or sound exposure. Three time scales need to be defined in order to
specify the minimum level: the biologically-relevant energy-integration
timescale of a species’s hearing mechanism, the time-scale over which the
noise signal can be considered wide-sense stationary, and the time-scale
over which significant secular changes take place in the source, receiver, or
propagation characteristics of a cyclical �multi-pulse� scenario. Examples of
this metric are provided using data collected in 2008 from seismic surveys
in the Beaufort Sea in 25–50-m depth water. �Work supported by Shell Ex-
ploration and Production Company.�

10:50
3aAB8. Developing acoustical criteria for rodent housing facilities.
Kimberly Lefkowitz, Robert Bruce, Jessica Arellano �CSTI Acoust., 16155
Park Row, Houston, TX 77084, kim@cstiacoustics.com�, Travis Burgess,
Stacy LeBlanc, Arnold J. Granger, Andrew T. Pesek, Jr., Dzung X. Pham,
and David Bammerlin �M.D. Anderson, Houston, TX 77030�

Medical researchers often use mice and rats for numerous procedures. In
typical rat housing rooms, there can be as many as 200 rats for an invest-
ment of $800,000 and in typical mouse rooms, as many as 2570 mice for an
investment of $10 million. Do the sound and ultrasound exposures of these
animals interfere with the medical research objectives of the scientists? Re-
search has shown that high-noise levels have an effect on the physical and
psychological responses of rodents. In order to eliminate this factor from
influencing the medical experiments, criteria limiting noise and ultrasound
in animal-housing facilities are needed. Mice have a hearing range of
1000–91 000 Hz, rats from 200 to 76 000 Hz, and other rodents can hear
well above the human threshold. This makes creating a standard even more
important because the majority of the frequencies perceived by rodents, in-
cluding frequencies in which they communicate, are not perceptible to hu-
mans and therefore cannot be easily assessed. This study considers typical
environments where these animals are housed, the levels at which mice are
effected by noise and ultrasound, and the existing guidelines in non-US
countries. Preliminary noise and ultrasound criteria are presented.
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WEDNESDAY MORNING, 28 OCTOBER 2009 RIO GRANDE EAST, 8:15 TO 11:20 A.M.

Session 3aAO

Acoustical Oceanography: Acoustic Measurements of Water Column Scatterers Using Multibeam Sonar

Thomas C. Weber, Cochair
Univ. of New Hampshire, Ctr. for Coastal and Ocean Mapping, 24 Colovos Rd., Durham. NH 03824

Ralph A. Stephen, Cochair
Woods Hole Oceanographic Inst., 360 Woods Hole Rd., Woods Hole, MA 02543-1542

Chair’s Introduction—8:15

Invited Papers

8:20

3aAO1. Seismic oceanography: Low-frequency acoustical imaging of oceanic fine-structure. W. Steven Holbrook �Dept. of Geol-
ogy and Geophys., Univ. of Wyoming, Laramie, WY 82071� and Raymond W. Schmitt �Woods Hole Oceanograph. Inst., Woods Hole,
MA 02543�

Seismic oceanography, the processing of low-frequency �10–200 Hz� marine reflection data with an emphasis on water-column
reflections, has opened up new ways of visualizing thermohaline finestructure. Studies to date have produced stunning images of fronts,
eddies, water mass boundaries, and internal waves. As it approaches its sixth birthday as a discipline, seismic oceanography is entering
a critical stage of development. An early rush to document the physical basis for the reflections and to catalog images in different
oceanic environments is yielding to an effort to extract useful, trustable, and quantitative information on physical oceanographic pro-
cesses from the images. Here we review progress to date and point to key areas of current and future works. Promising areas of research
include emerging techniques to quantify internal wave energy and turbulence dissipation from seismic images, the acquisition of in-
dustry SO data, and the production of three-dimensional and time-lapse images of finestructure. A principal challenge for the future is
the merging of synthetic and field seismic data with realistic physical models of oceanic temperature/density structure, calculated at the
dense horizontal and vertical spacings needed to simulate the seismic data.

8:40

3aAO2. Population density imagery of migrating herring shoals by ocean acoustic waveguide remote sensing. Zheng Gong, Mark
Andrews, Duong Tran, Daniel Cocuzzo, Saumitro Dasgupta �Dept. of Elec. and Com. Eng., Northeastern Univ., 360 Huntington Ave.,
Boston, MA 02176, zgong@ece.neu.edu�, Srinivasan Jagannathan, Ioannis Bertsatos, Deanelle Symonds, Tianrun Chen �Massachusetts
Inst. of Tech., Cambridge, MA 02139�, Hector Pena, Ruben Patel, Olav Rune Godoe �Inst. of Marine Res., Nordnes, N-5817 Bergen,
Norway�, Redwood W. Nero �Southeast Fisheries Sci. Ctr., Pascagoula, MS 39568�, J. Michael Jech �Northeast Fisheries Sci. Ctr.,
Woods Hole, MA 02543�, Nicholas C. Makris �Massachusetts Inst. of Tech., Cambridge, MA 02139�, and Purnima Ratilal �Northeastern
Univ., Boston, MA 02115�

Ocean acoustic waveguide remote sensing �OAWRS� is a bistatic multibeam wide area sonar system that enables unaliased moni-
toring of fish populations over ecosystem scales. This allows us to quantify the formation processes of vast shoals of Atlantic herring
�Clupea harengus� containing hundreds of millions of individuals, imaged during the Autumn 2006 spawning season. Areal population
density estimation requires calibration of the low-frequency target strength of an individual shoaling herring. This is estimated from
experimental data acquired simultaneously at multiple frequencies in the 300–1200-Hz range using �1� the OAWRS system, �2� areal
population density calibration with several conventional fish finding sonar systems �CFFS�, �3� fish length distributions obtained from
trawl samples, and �4� local low-frequency transmission loss measurements. High spatial-temporal co-registration was found between
shoals imaged by OAWRS and concurrent CFFS line transects, which also provided fish depth distributions. The mean scattering cross-
section of an individual shoaling herring is found to exhibit a strong dependence on frequency in the OAWRS range, which is consistent
with resonant scattering from an air-filled swimbladder. We show that a rapid transition from disordered to highly synchronized behavior
occurs as the herring population density reaches a critical value, after which an organized group migration occurs.

9:00

3aAO3. Efficacy of using multiple acoustic systems to quantify Atlantic herring (Clupea harengus) aggregation metrics before
and after fishing events. Jason D. Stockwell �Gulf of Maine Res. Inst., 350 Commercial St., Portland, ME 04101,
jstockwell@gmri.org�, Thomas C. Weber �Univ. of New Hampshire, Durham, NH 03824�, J. Michael Jech �Natl. Marine Fisheries
Service, Woods Hole, MA 02543�, Adam J. Baukus, and Daniel J. Salerno �Gulf of Maine Res. Inst., Portland, ME 04101�

The use of midwater trawls to harvest Atlantic herring �Clupea harengus� in the Gulf of Maine has been a controversial topic for
many years. A majority of the concern revolves around the potential physical disruption of Atlantic herring aggregations and the po-
tential impact on ecological processes and other industries �e.g., other fisheries and eco-tourism� that rely on these aggregations. Pre-
liminary acoustic data collection in fall 2008 using a combination of Simrad ES60 echosounders �38 and 120 kHz� and a Simrad SP90
omni-directional sonar �20–30 kHz� showed promise for quantifying herring aggregation metrics. In this presentation, we report on a
pilot study conducted in the summer of 2009 that uses these acoustic systems to quantify and describe herring aggregations before and
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after midwater trawling with a pair of fishing vessels. We used a systematic grid design to survey an area continuously for 24 h both
before and after pair trawl fishing over multiple fishing trips. We report on the efficacy of using acoustic systems to quantify the po-
tential impacts of fishing on herring aggregations and discuss the next steps to fully evaluate these potential impacts at spatial and
temporal scales relevant to the fishery.

9:20

3aAO4. Characterization of pelagic scatterers using multibeam echosounder data: Echo amplitude and phase, and their
variabilities and frequency spectra. David A. Demer, George R. Cutter �Southwest Fisheries Sci. Ctr., 8604 La Jolla Shores Dr., La
Jolla, CA 92037, david.demer@noaa.gov�, Thomas C. Weber �Ctr. for Coastal and Ocean Mapping, Univ. of New Hampshire, Durham,
NH 03824�, and Christopher D. Wilson �U.S. Natl. Marine Fisheries Service, NOAA, NE, Seattle, WA 98115�

A recently-developed statistical-spectral approach to acoustic-target identification �SSID� incorporates information contained in the
frequency-dependent signal amplitudes and their variances. In addition to identifying biological targets, the SSID has demonstrated
utility for estimating fish aggregation densities, abundances, and behaviors, and detecting and classifying the seabed �e.g., accurate
depth, within-beam slope, hardness and roughness, and the height of the unresolved boundary region, and the so-called dead zone�.
Further, the related multi-frequency, bi-planar, interferometric technique �MBI� allows much higher-resolution measurements of the
seabed and sub-beam measures of slope, hardness, and roughness. Here we extend the utilities of the SSID and MBI methods, with
explicit consideration of the single-frequency signal phases and their variances, and frequency-dependent split-aperture phases and their
variances, for improved estimations of pelagic-target sizes, and their aggregation densities, behaviors, and shapes �e.g., surface
rugosity�. Data from the Simrad ME70, split-aperture, multibeam echosounder allow these methods to be applied to data collected over
a broad bandwidth and range of incidence angles for more classification and observation possibilities.

9:40

3aAO5. Variable-aperture processing of multibeam echosounder data to better resolve fish locations and improve abundance
estimates. George R. Cutter, Jr. and David A. Demer �NOAA Southwest Fisheries Sci. Ctr., 8604 La Jolla Shores Dr., La Jolla, CA
92037, george.cutter@noaa.gov�

Acoustic classifications of fish and estimations of their orientation distributions are possible using multi-frequency or broad band-
width measurements of their acoustic target strengths �TSs� with knowledge of their scattering directivity pattern and size distributions.
To measure TS of in situ fish, single-frequency interferometric methods provide information to detect resolvable single targets and
estimate their location within the acoustic beam. This technique is compromised by multiple targets that are unresolvable because of
their spacing, but this situation can be mitigated with the use of multi-frequency interferometry. The ambiguity caused by coincident
echoes can also be substantially reduced using single-frequency, multiple-aperture interferometry. This method uses phase differences
from multiple sub-arrays of a single-frequency �200-kHz� multibeam echosounder to estimate robustly when echoes originate from a
resolvable single target and its position within the acoustic beams. Results provide accurate measures of beam-compensated TS and, in
cases of low-density scatterers, estimates of their volume density. Multiple-aperture interferometry can significantly improve the utility
of single-frequency multibeam echosounders for quantitative measures of fish and zooplankton, and seabed-range detections.

10:00—10:15 Break

10:15

3aAO6. Measuring suspended sediment concentrations and flow velocities using multibeam sonar. Stephen M. Simmons �Aquatec
Group Ltd., High St., Hartley Wintney, Hampshire RG27 8NY, United Kingdom, ssimmons@aquatecgroup.com�, Jim L. Best �Univ. of
Illinois, Urbana-Champaign, IL�, Dan R. Parsons, Gareth M. Keevil �School of Earth and Environment, Univ. of Leeds, United
Kingdom�, Kevin A. Oberg �USGS Office of Surface Water, Urbana, IL�, Chris Malzone �Myriax, Inc., San Diego, CA�, Kevin K.
Johnson, and Jonathan Czuba �USGS Illinois Water Sci. Ctr., Urbana, IL�

Modern data handling and storage technologies facilitate the logging of the large quantity of water-column backscatter information
received by multibeam sonars. Methods of using these data to derive estimates of the mass concentration and flow velocities of sus-
pended sediment flow structures have been developed. The results obtained by the application of these methodologies to data collected
at the confluence of the Parana and Paraguay rivers in Argentina and the confluence of the Mississippi and Missouri rivers in the United
States will be presented. An analysis of those data in conjunction with a set of experimental data collected in a large-scale test facility
will be also given. The applicability and limitations of the use of multibeam sonar for deriving suspended sediment concentrations will
be discussed. By enabling the simultaneous measurements of suspended sediment concentration, flow velocities, and bathymetric data,
multibeam echo-sounders are demonstrated to be a versatile tool for the surveying of the various components relating to the transport
of sediment in fluvial systems.
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Contributed Papers

10:35
3aAO7. Phase and amplitude monopulse techniques to increase the
accuracy of within-beam bearing estimates of volume scatterers. Daniel
S. Brogan and Kent A. Chamberlin �Dept. of Elec. and Comput. Eng., Univ.
of New Hampshire, 33 Academic Way, Durham, NH 03824-2619, daniel
.brogan@unh.edu�

Traditionally, designers of multibeam sonars have limited the accuracy
of echo angle-of-arrival �bearing� estimates by mapping each measured echo
to its beam’s maximum response axis. Although this bearing accuracy can
be improved for large targets, e.g., the ocean floor, by applying filtering
techniques to the time series of bearing estimates, the echoes from water
column scatterers are often only a few time samples in duration. Therefore,
it is beneficial to both increase the quantity and improve the accuracy of
these few echo bearing estimates. Phase and amplitude monopulse tech-
niques use linear mappings between the sine of the echo bearing and �1� the
differential signal phase and �2� the natural logarithm of the ratio of the sig-
nal magnitudes, respectively, of neighboring beams to provide within-beam
echo bearing estimates. Using either of these techniques, the accuracy of the
bearing estimates of the echo’s acoustic center is improved compared to
maximum-response-axis mapping. By using both techniques simultaneously,
the effective number of echo bearing estimates is doubled. These techniques
are applicable to both planar and cylindrical multibeam sonar systems.

10:50
3aAO8. Use of a multibeam sonar to characterize fish aggregations in
the northern Pacific. Sarah C. Stienessen �NOAA-AFSC, Bldg. 4, 7600
Sand Point Way, NE, Seattle, WA 98115�, Thomas C. Weber �Univ. of New
Hampshire, Durham, NH 03824�, and Christopher D. Wilson
�NOAA-AFSC, Seattle, WA 98116�

Acoustic observations to describe small-scale spatial patterns or aggre-
gations of fish have traditionally been made in two dimensions using vertical
echosounders. Recently, multibeam sonars have been utilized as a tool to
study the three-dimensional structure of fish aggregations. This study de-
scribes small-scale spatial patterns of juvenile walleye pollock, Theragra
chalcogramma, with data collected using a calibrated ME70 multibeam
sonar. The ME70 has reduced side-lobes and a very high dynamic range,

which allow better characterization of the water column backscatter than
typical multibeam systems. For this study, the sonar was configured with a
120 deg swath composed of 31 narrow bandwidth beams, ranging from
70–120 kHz. Data were collected during winter 2009 in the Gulf of Alaska
and summer 2009 in the Bering Sea to evaluate whether seasonal and geo-
graphical differences existed in the juvenile fish aggregation patterns. Size-
and shape-related aggregation descriptors �e.g., height, length, volume, and
surface area� are described, and the variability in these metrics as a function
of time and space is explored. Particular challenges for using the ME70 as a
tool to describe the small-scale spatial patterns of marine animals are
highlighted.

11:05
3aAO9. Single- and multi-beam echosounder assessment of Antarctic
krill aggregations. Joseph D. Warren �School of Marine and Atmospheric
Sci., Stony Brook Univ., 239 Montauk Hwy., Southampton, NY 11968�,
Martin J. Cox �Univ. of St. Andrews, Fife KY16 8LB, United Kingdom�,
David A. Demer, George R. Cutter �Southwest Fisheries Sci. Ctr., La Jolla,
CA 92037�, and Andrew S. Brierley �Univ. of St. Andrews, Fife KY16 8LB,
United Kingdom�

Acoustic backscatter measurements from aggregations of Antarctic krill
were collected over two field seasons �2006 and 2007� in the waters north of
Livingston Island using two 5.5-m inflatable vessels. One was equipped
with a dual-frequency �38- and 200-kHz� single-beam echosounder, while
the other used a 200-kHz multi-beam system. In addition to independent sur-
vey operations, both vessels participated in joint survey operations where
the two boats followed the same trackline separated by a small distance
�10–40 m�. These data allow us to compare how the two echosounder sys-
tems “see” the same �or very similar� krill aggregations. During 2006, some
tracklines were also occupied by a large �300-ft� vessel although vessel
separation distances were larger during these operations. The combination of
measurements from single- and multi-beam echosounders �and nearby net
tows� provides the opportunity to characterize krill aggregation size, shape,
numerical density, and overall biomass. Observations of krill predators were
made from both small vessels during these surveys. Results discussing the
interactions between krill predators and krill aggregations will be presented.
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WEDNESDAY MORNING, 28 OCTOBER 2009 PECAN, 8:05 TO 10:00 A.M.

Session 3aEA

Engineering Acoustics and Signal Processing in Acoustics: Geophysical Acoustics

Fernando Garciá-Osuna, Chair
Schlumberger, Technology Innovation, 110 Sclumberger Dr., Sugarland, TX 77478

Chair’s Introduction—8:05

Invited Paper

8:10

3aEA1. A low-frequency underwater sound source for seismic exploration. Elmer L. Hixson �Dept. of Elec. and Comput. Eng.,
Univ. of Texas, 1 Univ. Station 0803, Austin, TX 7712, ehixson@mail.utexas.edu�

A very low-frequency �1–10 Hz� sound source is needed for greater penetration in the earth below a water layer. A neutral buoyant
acoustic dipole is proposed for this purpose. With the dipole positioned vertically near the pressure release surface, the upward wave
produced is inverted and adds to the downward wave. A model of such a dipole to operate in the range 20–40 Hz was built. It was driven
by an inertial force generator. It was tested in an 11-m deep tank under low signal/noise conditions. Only near field pressure and water
loading could be measured. In order to get design parameters for a 1–10 Hz dipole, scaled experiments using dipoles operating in the
3–5 kHz region with adjustable source spacing and depth were built and tested. A trade-off between source spacing for greater sound
pressure and depth for summing the two waves were studied. In the deep tank, near- and far-field pressures were measured. �This study
was supported by EXXONMOBIL.�

Contributed Papers

8:30
3aEA2. Shear waves and grain-rolling in granular media. Nicholas P.
Chotiros and Marcia J. Isakson �Appl. Res. Lab., The Univ. of Texas at Aus-
tin, TX 78713-8029, chotiros@arlut.utexas.edu�

In a randomly packed unconsolidated granular medium, there is a ran-
dom asymmetry in mechanical coupling between grains that has been shown
to cause an increase in the effective inertia, hence a reduction in sound and
shear wave speeds �N. P. Chotiros and M. J. Isakson, J. Acoust. Soc. Am.,
121, EL70–EL76 �2007��. The increase in inertia for shear waves is revisited
because, in addition to the incoherent motion due to the random asymmetry,
there is an additional component due to coherent grain rotation. Shear wave
speed is predicted to be dependent on grain diameter, as well as the contact
stiffness. �Work supported by ONR, Ocean Acoustics.�

8:45
3aEA3. Geoacoustic inversion using specific acoustic impedance. Steven
E. Crocker �Naval Undersea Warfare Ctr., 1176 Howell St., Newport, RI
02841�, James H. Miller �Dept. of Ocean Eng., Univ. of Rhode Island, Nar-
ragansett, RI 02882�, Kevin B. Smith �Naval Postgrad. School, Monterey,
CA 93943�, Paul C. Hines, and John C. Osler �Defence R&D Canada At-
lantic, Dartmouth, NS B2Y 3Z7, Canada�

An inversion method for the estimation of geoacoustic properties of the
ocean bottom using data from a small number of acoustic vector sensors was
developed. The experimental data used for the inversions were short dura-
tion, gated continuous wave transmissions acquired on four acoustic vector
sensors that spanned the water-sediment interface during the Sediment
Acoustics Experiment 2004 �SAX04� conducted in the Gulf of Mexico. The
acoustic signals were analyzed for their specific acoustic impedance over a
bandwidth ranging from 600 to 2400 Hz. The specific acoustic impedance
was obtained from simultaneous measurements of the acoustic pressure and
particle acceleration for arrivals at normal incidence. A differential evolution
algorithm was used for the inversion of the depth dependent sediment
properties. A wave number integration routine was used to compute the spe-
cific acoustic impedance corresponding to the estimated sediment
parameters. Experiment details, forward modeling, inversion methods, and
results are discussed. �Work supported by ONR.�

9:00
3aEA4. Exploiting geophysical phenomena in processing seismic array
data for border subsurface surveillance. Jason D. Holmes, Erin, M.
Aylward, Peter A. Krumhansl, Richard J. McNeil, Darren R. Fabbri,
Christopher S. Fortin �BBN Technologies, 10 Moulton St., Cambridge, MA
02138�, Jason R. McKenna, Michael S. Mattice, and Sarah McComas �U.S.
Army Engineer Res. and Development Ctr., Vicksburg, MS 39180�

The ability to detect tunneling activity under borders and perimeters has
become an increasingly important problem. Persistent, automated, passive
surveillance of expansive areas for tunnel activity is a technical challenge
because of the processing and hardware costs. Further, data bandwidth con-
cerns prohibit transmission of large amounts of time-series data to a central
processing location but there remains a desire for human review of suspect
signals and archiving to develop trends in time. To meet these technical
challenges, sensor array and signal processing approaches which exploit
geophysical phenomena to distinguish tunnel activity from surface noise
were developed to rapidly and reliably detect potential subsurface threat sig-
nals with a minimized set of sensors, very low data bandwidth requirements,
and a reduced set of centralized processing hardware. Time series review
and archiving can then be performed for limited sets of the most suspect
data. Analysis and results from recent controlled tunneling experiments on
an operational system will be presented. �Work sponsored by U.S. Army En-
gineer Research and Development Center.�

9:15
3aEA5. Biologically inspired ultrasonic measurements of porous media,
with applications in geophysics. C. Hopper, S. Assous, M. A. Lovell �Dept.
of Geology, Univ. of Leicester, Univ. Rd., Leicester LE1 7RH, United
Kingdom�, D. A. Gunn, P. D. Jackson, and J. G. Rees �Br. Geological Sur-
vey, Nottingham NG12 5GG, United Kingdom�

Biologically inspired ultrasound has been investigated for measuring
properties of materials in an underwater environment. Broadband transduc-
ers have been deployed which operate in the 40–200-kHz frequency range,
with similar frequencies to those used by some echolocating mammals. Sig-
nals have been designed, which optimize the available bandwidth of the
transducer, and analysis procedures have been developed to extract the de-
sired information from acquired data. Measurements on single-layer targets,
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comprising plastic, metal, and glass, in solid and porous forms have estab-
lished the performance of the system on well-controlled synthetic samples.
The target thicknesses ranged from 0.5 to 40 mm, thus spanning the wave-
length range of the signals used. Adequate penetration of the ultrasound into
the samples, at the frequencies used, was demonstrated. Material and thick-
ness discrimination was possible using frequency domain results, and mod-
eling of the traces was performed in order to extract velocity and attenuation
information. Scanning electron microscopy measurements on the porous tar-
gets revealed structural information that informs the interpretation of the ul-
trasonic results. The work on synthetic targets forms a basis to inform ex-
perimentation on natural geological materials exhibiting a wide range of
structural characteristics. Initial results for sandstone samples are presented.

9:30
3aEA6. Scattering properties of a time-evolving multiple scattering
elastic medium. Alexey Sukhovich, Philippe Roux, and Eric Larose �LGIT,
Universit Joseph Fourier, 1381 rue de la Piscine, UMR CNRS 5559,
Grenoble, France�

We investigate the propagation of Lamb waves in a thin duralumin plate
with randomly distributed strong scatterers. Each scatterer is created by rig-
idly clamping the plate with a screw to a vertical postlocated under the plate.
The evolution of the medium properties is created by the time variation of
the plate temperature. The basic effect of the temperature variation is the
change of both longitudinal and shear sound speeds in the plate due to the
change in the elastic moduli of the plate material. Two types of the change
in the medium are considered: the global change with slow variation in the

overall temperature of the plate and the local change introduced by heating
the plate with a point-like heat source. In both cases the change in the me-
dium is quantified by measuring magnitude and time-shift of the cross-
correlations between successive signals as a function of temperature. The
two changes are expected to have different effects on the wave propagation
in the plate and were found to manifest themselves differently. Our prelimi-
nary results indicate the possibility of future applications in seismology by
allowing characterization of the changes in the wave speed propagation in
the earth crust.

9:45
3aEA7. Bayesian parameter estimation of porous materials. Eric A.
Dieckman �Dept. of Appl. Sci., The College of William and Mary, P.O. Box
8795, Williamsburg, VA 23187, eadieckman@wm.edu� and Ning Xiang
�Program in Architectural Acoust., Rensselaer Polytechnic Inst., Troy, NY
12180�

This work proposes a new application of Bayesian analysis to determine
the physical parameters of a rigid frame porous material from the measure-
ment of the material’s acoustic impedance. Bayesian analysis allows for nu-
merical estimation of physical parameters, their uncertainties, and inter-
relationship of the parameters from the measured complex impedance.
Complex impedance data are simulated based on measurements of a sample
material to test the Bayesian formulation. Using synthesized data allows for
investigations of different frequency resolutions and different levels of noise
on the algorithm. Results obtained from testing the parameter estimation al-
gorithm with synthesized data will be utilized in applying the algorithm to
measured complex impedance data.

WEDNESDAY MORNING, 28 OCTOBER 2009 LIVE OAK, 8:30 TO 11:40 A.M.

Session 3aMU

Musical Acoustics: Psychoacoustic Response to Musical Instruments

Rolf Bader, Chair
Univ. of Hamburg, Inst. of Musicology, 20354, Hamburg, Germany

Invited Papers

8:30

3aMU1. Recent research in musical timbre perception. James W. Beauchamp �Dept. of Elec. & Comput. Eng. and School of Music,
Univ. of Illinois at Urbana-Champaign, Urbana, IL 61801 jwbeauch@illinois.edu�, Andrew B. Horner �Hong Kong Univ. of Sci. &
Technol., Clear Water Bay, Kowloon, Hong Kong, horner@cse.ust.hk�, and Michael D. Hall �Dept. of Psych., James Madison Univ.,
Harrisonburg, VA 22807, hallmd@jmu.edu�

Various methods have been used in an attempt to reveal salient parameters for musical timbre perception and to estimate perceptual
distances between timbres based on their spectra. The multidimensional scaling method compares exemplars of musical sounds using
listener estimation of timbral dissimilarity between sound pairs. Data are coalesced into a space whose dimensions are easily interpret-
able in terms of acoustic parameters such as spectral centroid, spectral flux, spectral irregularity, and attack time. Sounds can be nor-
malized with respect to some parameters in order to reveal others. The direct comparison method attempts to discover how discrimi-
nation, recognition, and degree of perceptual dissimilarity depend on the degree of modification of the time-varying spectrum or of
particular features of the spectrum. Morphing between spectrum pairs is one method of producing spectral modifications. Dissimilarity
can be predicted by computing a “distance” between two time-varying spectra. For musical sounds, spectral distance has been computed
by taking the average Cartesian distance between spectral measures treated as vectors. For constant-F0 sounds, the most obvious vector
is the set of harmonic amplitudes, either in linear or decibel units. Other vectors are based on critical bands and cepstral coefficients.
�Work supported by Research Grants Council Grant No. 613508.�
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8:55

3aMU2. Perception strategies for violin sounds. Rolf Bader �Inst. of Musicology, Univ. of Hamburg, Neue Rabenstr. 13, 20354 Ham-
burg, Germany, r_bader@t-online.de�

Subjects use different perception strategies when listening to violin tones coming from realistic and from unrealistic violin
geometries. The perception of realistic-geometry violin top plate tones is based on pattern recognition using multiple sound features. In
a multidimensional scaling method, experiment subjects were able to linearly sort sounds according to linear geometric changes of the
violin top plate only as long as the geometry was within realistic limits. Here learned sound features of brightness of different spectral
bands were detected and clearly associated with features of the violin geometry. When unrealistic-geometry sounds were presented, the
perception strategy changed and only relations between single spectral bands and perceived sound similarities could be observed. In a
second experiment, the back plate was investigated likewise where no pattern recognition could be found, because the back plate is
radiating much less and so the overall violin timbre known to subjects is the top rather than the back plate one. The sounds were
produced by a whole body computer physical model simulation, where the violin top and back plates were changed in thickness within
the range 1–3 mm in steps of 0.25 mm playing a virtual open e-string.

9:20

3aMU3. Perception of timbre dimensions: Psychophysics and electrophysiology in humans. Anne Caclin, Marie-Hélène Giard
�INSERM U821, 69 675 Bron Cedex, France, anne.caclin@inserm.fr�, and Stephen McAdams �McGill Univ., Montreal, PQ, H3A 1E3,
Canada�

Timbre is a perceptual attribute that characterizes the identity of a sound source. Psychoacoustical experiments have revealed that
this perceptual attribute is multidimensional, with timbre dimensions �such as sharpness or brightness� corresponding to a variety of
acoustical parameters: attack time, spectral centroid, spectrum fine structure, spectral flux, etc. The question arises whether timbral
dimensions are processed holistically or separately in the auditory system. This issue was addressed in a series of behavioral and event-
related potential �ERP� studies in humans �Caclin et al., J. Acoust. Soc. Am. �2005�; J. Cogn Neurosci. �2006�; J. Cogn Neurosci.
�2008�; Brain Res. �2007��. Different timbres were created by manipulating attack time, spectral centroid, and spectrum fine structure.
Dissimilarity ratings confirmed that these three parameters were indeed major determinants of timbre. Their representation in auditory
sensory memory was explored using the mismatch negativity �MMN� component of the auditory ERP. MMN results indicated mainly
separate sensory memory representations of these dimensions in auditory cortex. Using Garner interference paradigm, evidence was
found for an interactive processing of timbre dimensions at other levels of analysis than sensory memory, including early perceptual
processing stages. These results can be synthesized in a model of timbre perception postulating separate channels of processing for
different timbre dimensions, with cross-talk between those channels.

9:45

3aMU4. Development of auditory phase-locked activity for music sounds. Antoine Shahin �UC Davis Ctr. for Mind and Brain,
Davis, CA 95618, ajshahin@ucdavis.edu�

The auditory cortex undergoes anatomical and functional development that reflects specialization for learned sounds. Auditory matu-
ration is evident in the transient auditory evoked potentials �AEPs� and auditory phase-locked oscillatory activity. Development of AEPs
and the phase-locking strength of oscillatory auditory responses to piano, violin, and pure tones were examined. The hypothesis was that
if oscillatory activity in different frequency bands reflects different aspects of sound processing, then the development of phase-locking
at these frequencies will have different maturational trajectories. Phase-locking for theta �4–8 Hz�, alpha �8–14 Hz�, lower-to-mid-beta
�14–25 Hz�, and upper beta and gamma �25–70 Hz� bands strengthened with age and was stronger for musical than pure tones. The
phase-locking increase for gamma and upper beta bands mainly reflected the maturation of the spectral representations for sounds. In
contrast, increase in phase-locking for theta, alpha, and lower-to-mid-beta was mainly attributed to sensitivity to sound temporal onset
rise time. Frequency-specific phase-locking provides a tool to assess auditory development for spectral and temporal aspects of natu-
ralistic complex sounds. �This research was supported by grants from the Canadian Institutes of Health Research and the National
Institutes of Health, National Institute on Deafness and other Communication Disorders.�

10:10—10:25 Break

10:25

3aMU5. Psychoacoustics and organology. John M. Hajda �Dept. of Music, Univ. of CA., Santa Barbara, 1315 Music Bldg., Santa
Barbara, CA 93106-6070, jhajda@music.ucsb.edu�

Organology, a branch of ethnomusicology, is the study of musical instruments and their classification. The first Western system-
–which classified instruments primarily as idiophones, membranophones, chordophones, or aerophones—was proposed by Sachs and
von Hornbostel in 1914. This system has been the progenitor and inspiration for numerous other classification systems. While the van
Hornbostel–Sachs system has proven to be useful in many contexts, it does not offer a consistent approach in terms of the transfer of
energy from driver to generator to resonator. In addition, it does not take into account the common practice in modern popular and art
music by which digitized samples of sounds are disembodied and appropriated from musical instruments from around the world. In
other words, rather than encountering musical instruments as visual, tactile, and sound-producing, musicians and audiences encounter
only pure sound. This paper, therefore, addresses two issues: How would a classification system of musical instrument �\sound� take into
account the vibrational characteristics of acoustical musical instruments as well as the results of perceptual research on musical timbre
from the past 40 years? The resulting system effectively turns Hornbostel–Sachs “on its ear” by reinterpreting primary classes as sub-
classes and vice versa.

2236 2236J. Acoust. Soc. Am., Vol. 126, No. 4, Pt. 2, October 2009 158th Meeting: Acoustical Society of America



10:50

3aMU6. The role of formant positions and micro-modulations in blending and partial masking of musical instruments. Christoph
Reuter �Musicological Inst., Univ. of Vienna, Spitalgasse 2-4, Campus Hof 9, A-1090 Vienna, Austria, christoph.reuter@univie.ac.at�

In experiments about the distinction of instruments playing in unison, it has been shown that timbres with overlapping formant areas
are blending homogeneously whereas timbres with different formant areas are distinguishable very well �Reuter, 1996�. On the other
hand timbre separation is enhanced by micro-modulations and vibratos �e.g., McAdams �1982�; Reuter �2007��. The aim of this con-
tribution is to find out to what extent timbre separation is influenced by different micro-modulations/vibratos versus different formant
positions. 30 subjects listened to scale fragments of simultaneous playing instruments with equivalent formant areas and with different
formant areas, with and without starting/ending transients, and with and without vibratos/micro-modulations. They had to answer the
following question: Do you hear one sole instrument �or two of the same instruments� or do you hear two different instruments? In
almost all cases featuring equivalent formant areas most of the subjects perceived one blending timbre, independent of the presence of
vibratos/micro-modulations and transients. In the presence of vibratos/micro-modulations, differing formant areas predominantly led to
the perception of two different timbres. Without vibratos/micro-modulations, timbre separation is much worse. These observations are
explainable by a psycho-acoustical model of timbre perception.

11:15

3aMU7. Observations of the singing voice during pregnancy. A case study. Filipa Lã �Dept. of Commun. and Arts INET, Campus
Universitario de Santiago, 3810-193, Portugal� and Johan Sundberg �KTH, SE-10044 Stockholm, Sweden�

Previous studies showed a strong correlation between cervical and vocal fold smears �Abitbol et al., J. Voice 13, 424–446 �1999��.
Myers et al. �Eur. J. Obstet. Gynecol. Reprod. Biol. 144S, S82–S89 �2009�� found significant changes in mechanical properties of
tissues during pregnancy. This suggests that similar changes may occur also in laryngeal tissues, affecting conditions for vocal fold
vibration. Recordings of audio, electrolaryngograph, oral pressure, and air flow signals were made of a professional classically trained
soprano once per week, starting on week 28 of pregnancy. The tasks comprised reading a text and singing a song. In addition, the singer
repeated the syllable �pae� while performing a diminuendo at various pitches, allowing determination of the lowest pressures producing
vocal fold vibration and contact, i.e., the phonation and contact threshold pressures �Enflo and Sundberg �unpublished��. Oral pressure
during the occlusion for the consonant �p� was accepted as an estimate of subglottal pressure. Voice source was analyzed by means of
inverse filtering and the relation between this pressure and various voice source parameters was analyzed. Preliminary results of this
exploratory study show substantial effects of pregnancy on voice production.

WEDNESDAY MORNING, 28 OCTOBER 2009 REGENCY EAST 2, 8:00 TO 11:55 A.M.

Session 3aPA

Physical Acoustics, Biomedical Ultrasound/Bioresponse to Vibration, and Engineering Acoustics: Light and
Sound in Science, Engineering, and Medicine

Joel Mobley, Cochair
Univ. of Mississippi, National Ctr. for Physical Acoustics, 1 Coliseum Dr., University, MS 38677

Ronald A. Roy, Cochair
Boston Univ., Dept. of Mechanical Engineering, 110 Cummington St., Boston, MA 02215

Chair’s Introduction—8:00

Invited Papers

8:05

3aPA1. Vibrational modes of nanoparticles studied by ultrafast optical spectroscopy. Gregory V. Hartland �Dept. Chem. and
Biochem., Univ. of Notre Dame, Notre Dame, IN 46556�

Excitation of metal nanoparticles with an ultrafast laser pulse causes rapid heating. This can excite the vibrational modes of the
particle that correlate with the expansion coordinate. Comparison of the experimentally measured periods to continuum mechanics
calculations �usually done through finite element modeling� allows us to assign the observed vibrational modes. In most cases the
breathing mode is excited, and its frequency depends on the size, shape, and elastic constants of the particles. For typical particle sizes
of tens of nanometers, the frequencies are in the range of 10–100 GHz. A range of different shapes has been studied: spheres, cubes,
rods, and even hollow particles. The measured and calculated periods are usually in good agreement, which implies that the elastic
constants of small metal particles are similar to the bulk material. Experiments on single metal particles have also been performed.
These measurements allow us to determine the damping times of the acoustic vibrational modes, which cannot be done in conventional
ensemble experiments because of the different sizes and shapes that are invariably present in the samples. These measurements allow
us to study energy relaxation and propagation in nanomaterials, and how nanoparticles interact mechanically with their environment.
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8:25

3aPA2. Superheterodyne techniques in laser ultrasonics. Todd W. Murray, Suraj Bramhavar, Ashwin Sampathkumar, Kamil L. Ekinci
�Dept. of Mech. Eng., Boston Univ., 110 Cummington St., Boston, MA 02215, twmurray@bu.edu�, and Bruno Pouet �Bossa Nova
Technologies, LLC, Venice, CA 90291�

Laser-based ultrasonics is a powerful tool for the mechanical characterization of thin films and nanostructures. In this paper, super-
heterodyne approaches to single-point and full-field detection of laser generated ultrasonic signals will be discussed. In these techniques,
an amplitude modulated laser source is used to excite a narrow-bandwidth signal. The detection laser, incorporated into an interfero-
metric detection scheme, is also amplitude or phase modulated at frequency that is offset from the generation laser modulation fre-
quency by a fixed amount, serving as the local oscillator for superheterodyne detection. Introduction of the local oscillator allows for the
optical down-conversion of the high-frequency intensity modulation associated with sample motion to a low and fixed intermediate
frequency given by the difference between excitation and detection laser modulation frequencies. The primary benefit of using this
approach is that the upper frequency bound is not dictated by the speed of the detection photodiode and electronic circuitry or, in the
case of full-field detection, the frame rate of the CCD. Results are presented demonstrating single-point superheterodyne detection of
gigahertz frequency bulk and surface acoustic waves using a low-frequency photodiode and full-field superheterodyne detection of
megahertz vibrations of nanostructure arrays using a low frame rate camera.

8:45

3aPA3. Effects of speckles in laser Doppler vibrometry. Vyacheslav Aranchuk and James M. Sabatier �Natl. Ctr. for Physical Acoust.,
Univ. of Mississippi, 1 Coliseum Dr., University, MS 38677, aranchuk@olemiss.edu�

Laser Doppler vibrometry has now started to become a common technique for vibration measurements, offering significant advan-
tages due to its non-contact nature over traditional vibration sensors. When a laser Doppler vibrometer �LDV� is used for measurements
of an optically rough surface, the effect of laser speckles can influence the LDV performance and its practical applications. The Doppler
signal carrying the information of the vibration of the target results from the coherent addition of the light scattered from the target,
which is the speckle field, with the reference beam. As a result, the Doppler signal and the demodulated velocity signal are effected by
the speckle field. Changes in the speckle field caused by target motion or a scanning laser beam can generate noise on the LDV output,
referred to as speckle noise. The speckle noise is caused by the combined effect of spikes in the demodulated velocity signal and the
phase fluctuations of speckles. The origins of LDV speckle noise, its effect on practical vibration measurements, and methods of speckle
noise reduction are presented.

9:05

3aPA4. Intravascular ultrasound and photoacoustic imaging. Stanislav Emelianov �Dept. of Biomedical Eng., Univ. of Texas at
Austin, Austin, TX 78712�

Catheter-based intravascular ultrasound �IVUS� is one of the imaging tools for the clinical evaluation of atherosclerosis. However,
histopathological information obtained with IVUS imaging is limited. We developed a combined intravascular photoacoustic �IVPA�
and IVUS imaging to characterize atherosclerotic plaques. The amplitude, spectral, and temporal characteristics of the photoacoustic
signal are primarily determined by optical absorption properties of different types of tissues and can be used to differentiate the lipid,
blood, fibrous, and fibro-cellular components of an inflammatory lesion. Furthermore, using bioconjugated contrast agents such as metal
nanoconstructs, molecular IVPA imaging is possible since different molecules are overexpressed during various stages of
atherosclerosis. Imaging experiments were performed using clinical IVUS imaging catheters interfaced with a pulsed laser system. The
performance of the IVPA/IVUS imaging was assessed using vessel-mimicking phantoms. To detect the lipids in the plaque and to assess
plaque composition, multi-wavelength �680–950 nm� spectroscopic IVPA imaging of a normal and an atherosclerotic rabbit aorta was
performed. Molecular and cellular IVPA imaging was demonstrated using intravenously injected plasmonic nanoparticles. Finally, IVPA
imaging was used to visualize coronary stents within the vessel wall. Our studies suggest that plaque detection, characterization, and
even treatment can be improved using the combined IVPA.

9:25

3aPA5. Optical detection of motion generated in soft tissue by a focused ultrasound beam. Emmanuel Bossy �Institut Langevin,
ESPCI ParisTech, CNRS UMR 7587, Inserm ERL U979, 10 rue Vauquelin, 75 231 Paris Cedex 05, France�

This presentation will discuss various approaches combining light and sound for tissue characterization. All the approaches dis-
cussed here involve the optical detection of motion generated at depth in tissue by use of a focused ultrasound transducer. In the first
part of the presentation, the acousto-optic imaging approach will be described, in which the optical phase modulation created by an
ultrasound beam is used to derive optical properties with the resolution of the ultrasound beam. In particular, it will be demonstrated that
randomly phase-modulated millisecond ultrasound burst can be used to obtain both transverse and axial resolutions. In this first ap-
proach, the optically detected motion consists of the ultrasonic motion of insonified light scatterers. In the second part of the presen-
tation, it will be demonstrated that it is also possible to optically detect the transient shear motion generated by the acoustic radiation
force in soft tissue. As for acousto-optic imaging, this approach is based on the interaction between a diffuse coherent light field and a
localized motion and therefore provides localized information in the sample. In addition to provide information on optical properties,
this approach also provides information on shear stiffness on the medium. For both approaches, experimental results obtained in vitro
on tissue or tissue-mimicking phantoms will be shown, and the current challenges toward in vivo measurements will be discussed.
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9:45

3aPA6. In vivo photoacoustic tomography and its clinical application. Chulhong Kim and Lihong, V Wang �Optical Imaging Lab.,
Dept. of Biomedical Eng., Washington Univ. in St. Louis, Campus Box 1097, One Brookings Dr., St. Louis, MO 63130, chkim@biomed
.wustl.edu�

High-resolution volumetric optical imaging modalities, such as confocal microscopy, two-photon microscopy, and optical coherence
tomography, have become increasingly important in biomedicine. However, due to strong light scattering, the penetration depths of
these imaging modalities are limited to the optical transport mean free path �1 mm� in biological tissues. Photoacoustic imaging, an
emerging hybrid modality that can provide strong endogenous and exogenous optical absorption contrasts with high ultrasonic spatial
resolution, has overcome the fundamental depth limitation while maintaining high spatial resolution. The image resolution, as well as
the maximum imaging depth, is scalable with ultrasonic frequency within the reach of diffuse photons. In biological tissues, the imaging
depth can be up to a few centimeters deep. In this presentation, the following topics of photoacoustic imaging will be discussed; �1�
multi-scale photoacoustic imaging systems, �2� non-invasive sentinel lymph node mapping using photoacoustic imaging and its clinical
application, and �3� functional and molecular photoacoustic imaging.

10:05—10:25 Break

Contributed Papers

10:25
3aPA7. Nanoparticle-targeted photoacoustic cavitation for deep tissue
optical imaging. James R. McLaughlan, Ronald A. Roy, and Todd W.
Murray �Dept. of Mech. Eng., Boston Univ., 110 Cummington St., Boston,
MA 02215, jmcl@bu.edu�

Photoacoustic tomography is a non-invasive imaging technique based on
broadband acoustic emissions from light absorption in tissue. Light-
absorbing gold nanoparticles can be introduced and targeted to specific cell
populations, thereby promoting both contrast and the ability to delineate tis-
sue types. For sufficiently high laser fluence, a transient vapor cavity is
formed and undergoes inertial collapse, generating enhanced emission and
additional contrast. However, the fluence required to achieve this effect usu-
ally exceeds the maximum permissible exposure for tissue. By combining
ultrasonic and optical pulses, the light and sound thresholds required to re-
peatedly generate inertial cavitation were reduced to 5 mJ/cm2 and 1 MPa,
respectively. Experiments employed a transparent arylimide gel possessing a
small ��600 µm� region doped with 80nm diameter gold nanoparticles and
simultaneously exposed to pulsed laser light �532 nm� and pulsed ultrasound
�1.1 MHz�. The amplitude of broadband emissions induced by both light and
sound exceeded that produced by light alone by almost two orders of mag-
nitude, thereby facilitating imaging a deeper depth within tissue. Two-
dimensional images of doped regions generated from conventional photoa-
coustic and ultrasound-enhanced emissions are presented and compared.
Implications for imaging and HIFU therapy are discussed. �Work is sup-
ported by a Boston University Dean’s Catalyst Award.�

10:40
3aPA8. Quantitative sensing of optical properties of diffusive media by
pressure contrast acousto-optic imaging. Puxiang Lai, Ronald Roy, and
Todd Murray �Dept. of Mech. Eng., Boston Univ., 110 Cummington St.,
Boston, MA 02215�

Acousto-optic imaging is a dual-wave modality that combines ultra-
sound with diffuse light to achieve deep-tissue imaging of optical contrast
with the spatial resolution of ultrasound. While substantial progress has been
made in recent years in detecting and imaging optical inhomogeneities in
highly scattering media based on the acousto-optic response, quantitative
measurement of subsurface optical properties remains difficult. A technique
for the local and quantitative measure of the optical properties of turbid me-
dia, referred to as pressure contrast acousto-optic imaging, is presented. In
this approach, the acousto-optic signals elicited by ultrasound pulses at two
different peak pressures are measured, and the ratio of the amplitudes of
these two signals determined. The resulting pressure ratio, once calibrated
for a given set of pressure pulses, is found to give a direct measure of the
optical transport mean free path of the interaction region between the light
and sound. Measurements of the transport mean free path of inclusions bur-
ied in diffuse tissue phantoms, with no a priori knowledge of the optical
properties of the phantom in which the inclusion is embedded or sample di-
mensions, are demonstrated. �Work supported by the Center for Subsurface
Sensing and Imaging Systems �NSF ERC Award No. EEC-9986821�.�

10:55
3aPA9. The use of the photoacoustic effect for non-invasive temperature
monitoring during high intensity focused ultrasound exposures. James
R. McLaughlan �Dept. of Mech. Eng., Boston Univ., 110 Cummington St.,
Boston, MA 02215, jmcl@bu.edu�, Parag V. Chitnis, Jonathan Mamou
�Riverside Res. Inst., New York, NY 10038�, Todd W. Murray, and Ronald
A. Roy �Boston Univ., Boston, MA 02215�

High intensity focused ultrasound �HIFU� is a non-invasive technique
for treating soft tissue tumors. A feasibility study for using the photoacoustic
�PA� effect to monitor in-situ temperature changes during HIFU exposures is
presented. A PA wave is generated from the thermoelastic expansion of a
light-absorbing medium with its amplitude related to the Grüneisen param-
eter of the medium, which, for water, depends linearly on temperature. A
2-MHz HIFU transducer heated a cylindrical graphite inclusion in which a
wire thermocouple was embedded. A 532-nm pulsed laser illuminated the
inclusion at a rate of 10 Hz, and a 15-MHz passive transducer monitored the
PA response throughout the 30-s exposure. Singular-value-decomposition
analysis of the PA response was performed to extract the contribution from
temperature change. Thermocouple measurements indicated a temperature
increase from 22–60 °C, depending on the HIFU intensity employed, with a
concomitant 20%–30% increase in PA amplitude. PA-based temperature
curves correlated with the thermocouple measurements �rms deviation
�5 °C�. This technique tracked both the heating and cooling phases of the
HIFU exposure and potentially could be used to noninvasively monitor in-
situ temperature in real-time during HIFU. �Work supported by a Boston
University Dean’s Catalyst Award and the RRI’s Biomedical Engineering
Research Fund.�

11:10
3aPA10. Acousto-optic detection of high-intensity focused ultrasound
lesions in real time. Andrew B. Draudt, Puxiang Lai, Todd W. Murray,
Robin O. Cleveland, and Ronald A. Roy �Dept. of Mech. Eng., Boston
Univ., 110 Cummington St., Boston, MA 02215�

Tissue ablation by high-intensity focused ultrasound �HIFU� leads to
changes in the optical absorption and scattering of the tissue. Here acousto-
optic �AO� sensing was used to detect HIFU induced changes in the optical
contrast of chicken breast. The tissue was insonified by 1-MHz HIFU and
illuminated by infrared light. The diffuse light that exited the tissue was col-
lected and processed using photo-refractive crystal based interferometer
configured to detect phase modulated light that had interacted with the
HIFU. Here the HIFU served both to ablate the tissue and elicit the AO re-
sponse, and as a lesion forms, the increase in optical absorption and scatter-
ing should result in a reduction in modulated light being detected by the
interferometer. The HIFU was amplitude modulated with a 50% duty cycle
at 50 Hz and the interferometer output was processed through a lock-in am-
plifier tuned to the modulation frequency to improve the signal-to-noise
ratio. Using a focal pressure of 6 MPa �derated from water�, the AO signal
remained constant for �10 s of HIFU, and a “post-mortem” in this time-
frame found no detectable lesion. Once the AO signal decreased a lesion
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was always detected and the lesion size correlated with the amount of decay
of the AO signal. �Work supported by NSF CenSSIS EEC-9986821�

11:25
3aPA11. Modeling the response of a laser Doppler vibrometer to
photoacoustic signal from solids. Logan Marcus, Richard Raspet, James
Sabatier, and Vyacheslav Aranchuk �NCPA, Univ. of Mississippi, 1 Coli-
seum Dr., University, MS 38677�

Different techniques for photoacoustic signal detection have been devel-
oped since its inception as a spectroscopic method. Detection tools such as
microphones, piezoelectric sensors, laser beam deflection systems, and more
have been used to study the response of different materials to photoacoustic
excitation. The authors have proposed a method of detection of the photoa-
coustic signal from solids using a laser Doppler vibrometer �LDV�. An ana-
lytical model of the phenomena underlying the change in phase of a LDV
probe beam resulting from the photoacoustic effect from a condensed
sample has been constructed. The model takes into account two phenomena
responsible for changing phase of the LDV probe beam. The two phenom-
ena are the surface vibrations caused by the periodic heating of the solid
sample, and the fluctuations of index of refraction in air caused by the tem-
perature variations and acoustic waves. Experimental verification of the
model is discussed.

11:40
3aPA12. Plasma conditions during single bubble sonoluminescence.
Kenneth S. Suslick and David J. Flannigan �Dept. of Chemistry, California
Inst. of Technol., Pasadena, CA 91125, flanniga@caltech.edu�

There is a remarkable lack of experimental data on the conditions cre-
ated during cavitation bubble collapse. Indeed, only recently has strong evi-
dence of plasma formation been obtained during single bubble cavitation.
Here we have determined for the first time the plasma electron density and
the ion broadening parameter during single-bubble sonoluminescence and
examined them as a function of acoustic driving pressure. We find that the
electron density spans four orders of magnitude and can exceed 10�1021/cc
�which is comparable to the densities produced by intense laser-induced in-
ertial confinement fusion experiments, e.g., the NOVA ICF laser at
Livermore� with effective plasma temperatures ranging from 7000 to more
than 16 000 K. At the highest acoustic driving force, neutral Ar lines can no
longer be used as spectroscopic reporters due to the extent of ionization and
to leveling of the population of states. Accounting for the temporal profile of
the sonoluminescence pulse suggests that the ultimate conditions generated
inside the collapsing bubble may far exceed those determined from emission
from the outer transparent region of the plasma core.

WEDNESDAY MORNING, 28 OCTOBER 2009 BOWIE �LOSOYA CENTER�, 8:00 A.M. TO 12:00 NOON

Session 3aPP

Psychological and Physiological Acoustics: Physical Aspects and Models (Poster Session)

Chang Liu, Chair
Univ. of Texas at Austin, Dept. of Communication Sciences and Disorders, 1 University Station, Austin, TX 78712

Contributed Papers

All posters will be on display from 8:00 a.m. to 12:00 noon. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 8:00 a.m. to 10:00 a.m. and contributors of event-numbered papers will be at their
posters from 10:00 a.m. to 12:00 noon.

3aPP1. Mechanical model of bone conduction. David Chhan and Charles
Thompson �Dept. of Elec. and Comput. Eng., Univ. of Massachusetts Low-
ell, 1 Univerisity Ave., Lowell, MA 01854, david_chhan@student.uml.edu�

A mechanical model of the human auditory system will be presented. Of
particular interest is bone conduction as a mean for energy transfer. A model
is developed based on the lumped parametric model of the human ear pro-
posed by Feng and Gang. Stapes displacement is examined for both air con-
duction and bone conduction �BC� stimulations. Results indicate that with
the adjustment of the skull parameters, the model produced similar re-
sponses observed by various studies and experiments on BC.

3aPP2. Infrared position tracking. Megha Sunny �Elec. Eng., Univ. of
Massachusetts Lowell, 1 University Ave., Lowell, MA 01854 US�

In this work we examine methods for position determination using
infrared-sensors. We are using a Wii remote and infrared LED glasses to find
the distance between the head and the Wii remote sensors. The relative dis-
tance is calculated by using triangulation method. The spatial orientation of
the head with respect to the Wii remote sensor was also measured using the
infrared LED and the infrared sensors of Wii remote. The spatial data ob-
tained will control the acoustic characteristics of a head related transfer
function that will be used in source localization in virtual environments.

3aPP3. A method for analyzing the biodiversity in bat pinnae. Rolf
Müller �Dept. of Mech. Eng., Virginia Tech. & Inst. for Adv. Learning and
Res., 150 Slayton Ave., Danville, VA 24540, rolf.mueller@vt.edu� and Jian-
guo Ma �Shandong Univ., 250100 Jinan, China�

The pinnae of bats show conspicuous interspecific variability in global
as well as in local shape features. Evidence from case studies suggests that
at least some of these features may serve acoustic functions. Consequently,
the variability in pinna shapes may represent evolutionary adaptation pat-
terns to a range of different acoustic sensing tasks. An automated non-
parametric method has been developed to extract these patterns from the
biodiversity in pinna shapes. It allows the computation of three-dimensional
principal components, eigenears, from high-resolution digital representa-
tions of the entire pinna surface. To achieve this, the inner and outer pinna
surfaces that diffract incoming sound and thereby define the pinna’s acoustic
properties have been subjected to a cylindrical transformation. The radius
values of discrete points on the pinna’s surfaces have been taken to define
members of a continuous valued vector space suitable for a principal com-
ponent analysis. The results of the analysis show that the biodiversity in
pinna shapes can be approximated well by a reduced number of dimensions
that could be used to capture design trends. The natural global-to-local or-
dering of the eigenears can be used as a recipe to describe the sequential
“design” of individual bat ears from a basic shape.

3aPP4. Echolocation of objects by using the frequency modulated sound.
Ikuo Matsuo �Dept. of Information Sci., Tohoku Gakuin Univ., 2-1-1 Ten-
jinzawa, Sendai 981-3193, Japan and Bio-Navigation Ctr., Doshisha Univ.,
1-3 Miyakodani, Kyotanabe, Kyoto 610-0321, Japan, matsuo@cs.tohoku-
gakuin.ac.jp�

Using the echolocation, bats can capture moving objects in real three di-
mensional space. Bats emit the frequency modulation sound and can identify
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objects with an accuracy of less than a millimeter. To determine delay times
of multiple objects requires estimating the sequence of delay separations by
extracting temporal changes in the interference pattern of the echoes. The
models have been previously proposed to determine delay times of multiple
objects by using the frequency modulation sound. In order to extract the
temporal changes, Gaussian chirplets with a carrier frequency compatible
with emission sweep rates were used, and each delay time was estimated by
using the temporal changes. It was examined that this model could estimate
each delay time within the accuracy less than 1 mm in the case of measuring
echoes from multiple objects with the same size. In the real environment, it
is necessary to estimate the multiple objects with the same and different
size. In this paper, the echoes were measured from multiple objects, and it
was examined that this model could estimate each delay time of these
objects.

3aPP5. Possible role of steady streaming flows in fish hearing. Charlotte
W. Kotas, Peter H. Rogers, and Minami Yoda �Dept. of Mech. Eng., Georgia
Inst. of Technol., Atlanta, GA 30332, charlotte.kotas@gatech.edu�

Over the last five years, the authors have studied the time-independent
portion, or the steady streaming, of flows near model otoliths and deter-
mined that these flows encode both the direction and frequency of incident
sounds. This talk summarizes these findings and discusses whether the fish
ear can detect the displacements due to these flows. Although the results for
a model cod otolith indicate that information relating to the direction of the
local sound field is indeed contained within the flow patterns in the vicinity
of the sensory macula, the threshold for the detectability of these directional
cues appears to be much higher than published thresholds for directionaliza-
tion in fish. There is some evidence, however, that the observed thresholds
may have been underestimated. While these studies indicate that steady
streaming flows may be insufficient to explain directionalization in fish, the
results suggest that steady streaming may provide a mechanism for fish to
hear ultrasound. �Work supported by ONR.�

3aPP6. Visualizing unsteady fluid flows inside the fish ear. Charlotte W.
Kotas, Peter H. Rogers, and Minami Yoda �Dept. of Mech. Eng., Georgia
Inst. of Technol., Atlanta, GA 30332, charlotte.kotas@gatech.edu�

Fish sense their acoustic environment using ears that are typically able to
detect sounds of O�10–103 Hz� at 80–130 dB re 1 µPa �for the Atlantic cod
Gadus morhua, for example�. Each ear contains three stone-like masses �the
“otoliths”� embedded in a fluid filled membrane. The sulcus, a groove on
one side of the otolith, is lined with O�104� sensory hair cells which pre-
sumably hear by detecting the acoustically induced motion of the fluid and
tissue relative to the otolith. The “auditory retina hypothesis” suggests that
the fish ear uses the fluid flow patterns, sensed by the array of hair cells, to
characterize incident sounds. Although the time-independent steady stream-
ing flow patterns have been shown to encode the frequency and direction of
the oscillation �and hence incident sounds�, the hair cell cilia displacements
due to such flows are probably too small to be sensible. This experimental
study focuses instead on the unsteady flows near a 350% model cod otolith
oscillating in an otherwise still fluid. Results are presented for an otolith os-
cillating at different orientations �corresponding to the excitation from
sounds from different directions� at frequencies of 3–25 Hz and amplitudes
of 0.1–0.5 mm. �Work supported by ONR.�

3aPP7. Comparison of measured head-related transfer functions using
spatio-temporal frequency analysis. Yasuko Morimoto �Dept. of Media
Sci., Grad. School of Information Sci., Nagoya Univ., Furo-cho, Chikusa-ku
Nagoya, Aichi 464-8603, Japan, y-morimoto@sp.m.is.nagoya-ac.jp�, Taka-
nori Nishino �Nagoya Univ., Furo-cho, Chikusa-ku, Nagoya, Aichi 464-
8603, Japan�, and Kazuya Takeda �Nagoya Univ., Furo-cho, Chikusa-ku,
Nagoya, Aichi 464-8603, Japan�

We make a comparison of measured head-related transfer functions
�HRTFs� in spatio-temporal frequency domain. An HRTF is an acoustic
transfer function between a sound source and the ear canal entrance, and
defined as a function on time and space. The spatio-temporal frequency
characteristics can be visualized and analyzed by showing the spectrum
computed by multidimensional Fourier transform on time and space. In our
experiments, we investigated the basic property of the spatio-temporal fre-
quency characteristic and the difference between all data for the HRTFs ob-
tained by numerical analysis and actual measurements. The reverberation

and HRTF individuality were also examined. From the results, the charac-
teristics were mostly concentrated in a specific band frequency, and there
were also differences among databases.

3aPP8. The effect of context priming on the auditory potential evoked
by semantic analysis (N400). Mary Kathryn Reagor, James Jerger, Tara
Davis, and Jeffrey Martin �School of Behavioral and Brain Sci., Univ. of
Texas at Dallas, Dallas, TX 75080�

Context is an important aspect of the perception of ongoing speech. Un-
derstanding a speech message in the presence of background noise is aided
by knowledge of the context of the message even though the audibility of
specific phonemes may be compromised. In this experiment, we used a con-
text priming paradigm to investigate the importance of context to word
recognition. We studied the auditory ERP, specifically the N400 response, to
presented words which had been previously heard in the context of a story.
Results showed that words preceded by a word from the target story elicited
a smaller N400 negativity than words preceded by a word from either a dif-
ferent story or from neither story. Thus, words that came from the same
story �i.e., had congruent context� were processed with less effort than
words from a different story. This “context effect” is discussed in relation to
the perception of ongoing speech under difficult listening conditions.

3aPP9. Continuous reconstruction of head related transfer function
using optimal-degree spherical harmonics expansion. Dan Rao �Acoust.
Lab., Phys. Dept., School of Sci., South China Univ. of Technol., Guang-
zhou 510641, China, phdrao@scut.edu.cn�

Head related transfer function �HRTF� is a continuous function of spatial
direction. In practice, only HRTFs at discrete directions can be measured. In
order to obtain HRTFs at unmeasured directions, a continuous reconstruc-
tion �or interpolation� procedure is needed. In this paper, a method for con-
tinuous reconstruction of HRTF based on optimal-degree spherical harmon-
ics expansion is developed. Expansion coefficients were derived by using
the pseudo-inverse method. To address the ill-posed problem in inverse cal-
culation, the expansion degree for each frequency bin was optimized by a
heuristic method. This method searches the minimum-norm errors of the re-
constructed HRTFs with respect to measured ones which were not used to
derive the coefficients. The KEMAR HRTF at 710 directions and a human
HRTF at 493 directions were employed in reconstruction. Measured HRTFs
from KEMAR or human subject were dived into three groups according to
directions, in which the first group of 2/5, the second group of 2/5, and the
third group of 1/5 data were used to calculate the expansion coefficients,
determine the optimal expansion degree, and evaluate the reconstruction
performance, respectively. Compared with the expansion methods using a
constant degree for all frequency, the reconstruction performance of the cur-
rent method is prior.

3aPP10. Errors in the measurements of individual head-related transfer
function. Xiao-li Zhong and Bo-sun Xie �Acoust. Lab., Phys. Dept., School
of Sci., South China Univ. of Technol., Guangzhou 510641, China, xlzhong
@scut.edu.cn�

Head-related transfer function �HRTF� describes the transmission pro-
cess from a point sound source to ears in free field and thus includes the
effect of sound diffraction imposed by human anatomical structures. Be-
cause each person owns a unique configuration of anatomical structures,
HRTF is individual-dependent. Individual HRTF plays an important role in
guaranteeing authenticity in virtual auditory display. Measurement is a com-
mon way to obtain individual HRTF. In practice, measurement error is
unavoidable. Moreover, measurement error and individual characteristic are
often blended together, especially at high frequencies where both the mea-
surement error and the individual characteristic are obvious. The object of
this work is to evaluate the errors in the measurements of individual HRTF,
and extract individual characteristic of HRTF from measured results. HRTFs
from six human subjects and KEMAR were measured at 24 spatial positions
with six repetitions. Significance of the individual characteristic was exam-
ined using analysis of variance. In addition, psychoacoustic experiments
were conducted to investigate the audibility of the measurement error and
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individual characteristic, respectively. Results show that the individual char-
acteristic of HRTF dominates the measured results. �Work supported by Na-
ture Science Fund of Guangdong province �07300617�.�

3aPP11. Spatial principal components analysis on head-related transfer
functions and individualized customization from fewer measurements.
Bo-sun Xie �Acoust. Lab., Phys. Dept., School of Sci., South China Univ. of
Technol., Guangzhou 510641, China, phbsxie@scut.edu.cn�

Head-related transfer function �HRTF� is an individual-dependent and
continuous function of sound source position and frequency. Measurement
is a common way to obtain individual HRTFs. It is difficult or even imprac-
tical to measure HRTFs with high directional resolution for individual,
however. To solve the problem, spatial principal components analysis
�SPCA� of HRTFs and resulting customization of individual HRTF from
fewer measurements were proposed in present paper. In SPCA, HRTF is de-
composed as a weighted combination of common spatial basis functions
�CSBFs� which are only direction-dependent, while the weights are
frequency- and individual-independent. The CSBFs were derived from the
measured HRTFs of 20 subjects with high directional resolution. Based on
the calculated CSBFs, for any new subject, the weight coefficients can be
estimated from fewer measured HRTFs data, and subsequently the indi-
vidual HRTFs with high directional resolution can be customized. SPCA
were applied to HRTF magnitudes and head-related impulse responses, re-
spectively, and the individual data were customized for six subjects. Psy-
choacoustic experiments were also conducted to evaluate the customization
performance. Theoretical and experimental results validate the performance
of proposed method. �Work supported by of National Nature Science Fund
of China Grant No. 10774049.�

3aPP12. Effect of the fundamental frequency and vocal register on the
voice pitch compensation. Shuntaro Okazaki, Koichi Mori, and Chang Cai
�Res. Inst. of NRCD, 4-1 Namiki, Tokorozawa, Saitama 359-8555 Japan,
okazaki@rehab.go.jp�

Fundamental frequency �F0� of our vocalization is regulated by auditory
feedback. Manipulation of F0 in the auditory feedback invokes compensa-
tory F0 response in vocalization, whose amplitude is known to depend on
the task �singing or speaking; instruction to follow/ignore the heard pitch
change� and the averaged F0. In order to exclude the voluntary factor and to
test if the vocal register affected the response amplitude, we used a para-
metric modulation of F0 according to the maximal sequence �TAF, Kawa-
hara �1992�� and recovered an impulse response with deconvolution during
vowel phonation at various averaged F0 �low, at speech fundamental fre-
quency, high� and in two vocal registers �modal and falsetto�. The normal-
ized response amplitude increased with F0, which replicates the previous
finding, while the vocal register change did not affect the response. Our
findings clarify some of the characteristics of tasks dependency of the pitch
control.

3aPP13. Pitch strength, tone segregation, and frequency difference
limen. Hans Hansen and Reinhard Weber �Acoust. Group, Inst. of Phys.,
Carl von Ossietzky Univ., Carl-von-Ossietzky-Strasse 9-11, 26111 Olden-
burg, Germany, hans.hansen@uni-oldenburg.de�

For pure tones in narrowband noise, two percepts are considered. At a
sufficiently high tone-to-noise ratio, the tone can be clearly distinguished
from the noise: the tone and the noise segregate. At a low signal-to-noise
�S/N� ratio, slightly above the masking threshold, only a tonal noise is
perceived: the tone is fused with the narrowband noise. With respect to these
phenomena, two hypotheses are tested relating pitch strength, tone segrega-
tion, and frequency difference limen. The first hypothesis is that with the
aforementioned stimuli, pitch strength alone is capable to serve as a segre-
gation cue. The second hypothesis tested is that frequency difference limen
is the psychophysical correlate of this sensation. Three experiments were
conducted. The first experiment was an identification experiment. Listeners
had to identify a segregated tone at five center-frequencies �250–4000 Hz,
octave-wise� in the presence of narrowband noise. The second experiment
measured the detection threshold of the tone. The third experiment deter-

mined the frequency difference limen at various S/N ratios. The results sug-
gest that not only pitch strength can serve as segregation cue but is tied to
the frequency resolvability.

3aPP14. Low order all-pole and all-zero models of human and cat
directional transfer functions. Bahaa Al-Sheikh, Mohammad Matin �Dept.
of Elec. & Comput. Eng, Univ. of Denver, 2390 S. York St., Denver, CO
80208�, and Daniel, J. Tollin �Univ. of Colorado Med. School, Aurora, CO
80045, daniel.tollin@ucdenver.edu�

Directional transfer functions �DTFs�, the directional components of
head related transfer functions, are generally measured at finite locations in
azimuth and elevation. Thus models are needed to synthesize DTFs at finer
spatial resolution than the measured data to create complete virtual auditory
displays. Here, minimum-phase all-pole and all-zero models were used for
modeling both human and cat DTFs. For the human DTFs, model orders
were chosen to achieve specific objective error criteria published in previous
studies that were based on subjective listening tests. Because subjective lis-
tening tests are not always feasible in animals, objective methods must be
used to assess the quality of the DTF reconstructions. Here, the same error
criteria reported in subjective tests of human DTF reconstructions were used
to constrain models of cat DTFs based on the assumption that if humans
cannot discriminate reconstructed versus empirical DTFs for a given objec-
tive reconstruction error, then cats will not be able to either provided the
reconstruction error is held below that criteria. All-pole and all-zero models
of orders as low as 25 were able to model DTFs with errors comparable to
previous research findings and preserve the main spectral features in both
human and cat DTFs. �Work supported by NIH Grant No. R01-DC6865.�

3aPP15. The role of spectral- and temporal-envelope room-acoustic cues
in auditory selective attention. Simon Makin, Anthony Watkins, and
Andrew Raimond �School of Psych. and Clinical Lang. Sci., Univ. of Read-
ing, Earley Gate, Reading RG6 6AL, United Kingdom�

Listeners can attend to one of several simultaneous messages by tracking
one speaker’s voice characteristics. Using differences in the location of
sounds in a room, we ask how well cues arising from spatial position com-
pete with these characteristics. Listeners decided which of two simultaneous
target words belonged in an attended “context” phrase when it was played
simultaneously with a different “distracter” context. Talker difference was in
competition with position difference, so the response indicates which cue-
type the listener was tracking. Spatial position was found to override talker
difference in dichotic conditions when the talkers are similar �male�. The
salience of cues associated with differences in sounds, bearings decreased
with distance between listener and sources. These cues are more effective
binaurally. However, there appear to be other cues that increase in salience
with distance between sounds. This increase is more prominent in diotic
conditions, indicating that these cues are largely monaural. Distances be-
tween spectra calculated using a gammatone filterbank �with ERB-spaced
CFs� of the room’s impulse responses at different locations were computed,
and comparison with listeners’ responses suggested some slight monaural
loudness cues, but also monaural “timbre” cues arising from the temporal-
and spectral-envelope differences in the speech from different locations.

3aPP16. The influence of different earphones on measurement values of
simultaneous masking threshold. Juncong Shen and Zhiwen Xie �Acoust.
Lab, Phys. Dept., School of Sci. South China Univ. of Technol., Guangzhou,
China�

In many psychoacoustic experiments, earphones or headphones are used
to replay sound signals. In this paper, the influence of earphones on mea-
surement values of simultaneous masking threshold is investigated. Three
kinds of earphones �DT770 pro HD250 and ER-2� are used to measure the
simultaneous masking threshold in four critical bands for ten normal-hearing
subjects by using a 90% MLE procedures. These earphones had been cali-
brated with B&K 4153 artificial ear before used. We conclude that the char-
acters of headphones have important impact on the measurement values of
simultaneous masking threshold.
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3aPP17. Factors affecting a loudness asymmetry in real-room
reverberation. A. Raimond and A. J. Watkins �Dept. of Psych., Univ. of
Reading, Reading RG6 6AL, United Kingdom�

Narrowband stimuli with envelopes that have a slow-attack and a fast-
decay �S-F� are judged to be louder than temporally-reversed, equal-energy
versions of the stimuli �i.e., fast-attack and slow-decay, or F-S�. We have
found that this perceived loudness asymmetry is also apparent with real-
room reflection patterns using dichotic presentation of sounds processed
with binaural room impulse responses. These findings are consistent with
the idea that the energy in the decaying tails of stimuli is discounted from
loudness judgments because they are perceptually attributed to room
reverberation. These results might therefore arise from the same perceptual
mechanism that compensates for reverberation in speech which seems to op-
erate within but not between frequency bands. Here, we ask whether the
loudness asymmetry is similarly a “band-by-band” mechanism using condi-
tions where loudness comparisons are made between S-F and F-S stimuli
that are in the same or in different frequency bands.

3aPP18. Modeling the sensory distributions and decision space of
frequency-discrimination tasks with deviant stimuli. Blas Espinoza-Varas
�Commun. Sci. & Disord., Univ. Oklahoma Health Sci. Ctr., 1200 North
Stonewall, Oklahoma City, OK 73117, blas-espinoza-varas@ouhsc.edu�

Discrimination tasks with deviant stimuli are used often in electrophysi-
ological studies of selective auditory attention �e.g., Rinne et al., Brain Res.
1077, 135–143 �2006��; for example, participants may be asked to discrimi-
nate between complex tones differing in fundamental frequency �186 versus
196 Hz�. Presentation probability is high �e.g., 0.82� for fixed level �e.g.,
60-dB SL� standard stimuli and low �e.g., 0.18� for deviant stimuli that are
3–9 dB higher or 3–9 dB lower than the standard. Since the level differences
are irrelevant to the frequency-discrimination task, the longer response time

and higher error rate of deviant versus standard stimuli may be interpreted in
terms of distraction caused by deviance. In this study, the sensory effects of
standard and deviant stimuli were modeled in terms of two-dimension
�frequency by level� probability distributions with densities proportional to
presentation probability. It was assumed that the perceptual dimensions
�pitch and loudness� are partly correlated, and that perceptual decisions are
based on a decision criterion controlled mainly by the standard frequency
difference. The model suggests that, in addition to distraction, other factors
could also account for deviance effects.

3aPP19. Frequency regions responsible for activating the efferent
response in human ears. Kyle P. Walsh, Edward G. Pasanen, and Dennis
McFadden �Dept. of Psych., Ctr. for Perceptual Systems, Univ. of Texas at
Austin, 1 University Station A8000, Austin, TX 78712�

The nSFOAE is a nonlinear version of the stimulus-frequency otoacous-
tic emission �SFOAE�. In past research, when a wideband noise was pre-
sented simultaneously with an ipsilateral 4.0-kHz tone, the nSFOAE to the
tone showed a brief hesitation and then a gradual rise that asymptoted after
about 100 ms. A similar dynamic response was also seen when the noise was
low-pass filtered at 3.8 kHz. However, no dynamic response was seen when
the noise was band-passed �400 Hz wide, centered at 4.0 kHz� or high-
passed above 4.2 kHz. The interpretation is that the medial olivocochlear
efferent system is activated by the wideband and low-pass noises. To iden-
tify the frequency components of the noise that are most relevant for acti-
vating the rising dynamic response, the nSFOAE was measured for the 4.0-
kHz tone in the presence of 400-Hz bands of noise having a spectrum level
of about 30-dB SPL and centered at 3.6, 3.2, 2.8, 2.4, and 2.0 kHz. Further
exploration was done with noise bands 200 Hz in width and of 33-dB SPL
spectrum level, as well as with additional frequencies of the tone. There
were individual differences in the frequency regions yielding the maximum
dynamic nSFOAE response. �Work supported by NIDCD.�

WEDNESDAY MORNING, 28 OCTOBER 2009 PECAN, 10:30 A.M. TO 12:00 NOON

Session 3aSA

Structural Acoustics and Vibration: Applications of Structural Acoustics and Vibrations I

Wen L. Li, Chair
Wayne State Univ., Dept. of Mechanical Engineering, 5050 Anthony Wayne Dr., Detroit, MI 39759-8270

Contributed Papers

10:30
3aSA1. Predicting the dynamic responses of and energy flows in
complex systems in the presence of model uncertainty. Hongan Xu,
Jingtao Du, and Wen L. Li �Dept. of ME, Wayne State Univ., 5050 Anthony
Wayne, Detroit, MI 48202�

As frequency increases, the dynamic behaviors of mechanical systems
tend to become unpredictable due to inherent uncertainties/errors with some
input variables. In statistical energy analysis the uncertainties and variances
of the system responses are typically alleviated via spatial and temporal �or
frequency� averaging processes which prove to be very useful for high-
frequency analysis. Such processes, however, do not explicitly deal with
suspicious variables and are not entirely equivalent to the statistical process-
ing of the input variables and system responses. In this study, a robust and
sophisticated method is presented for the dynamic analysis of complex
systems. By combining with Monte-Carlo simulations �or other statistical
methods�, this model can be effectively used to address the probabilistic im-
pact of any model variable�s� and predict the statistics of the system
responses. This approach is demonstrated by examining how the vibrational
responses and energy flows in a two-plate system are affected by the ran-
domness of the model variables like thickness, Young’s modulus, coupling
angle, etc. It is found that such a statistical process is particularly important

and necessary in the medium frequency range where the ensemble means
can still exhibit strong resonance-like behavior which may be of design in-
terest and concerns.

10:45
3aSA2. Ultrasonic sound transmission through common building
materials. Jayrin Farley �Dept. of Phys. & Astron., Brigham Young Univ.,
Provo, UT 84602, phantom_farley@hotmail.com� and Brian E. Anderson
�Los Alamos Nat. Lab., Los Alamos, NM 87545�

Transmission loss measurements of building materials at audible fre-
quencies are commonly made using various techniques such as plane wave
tubes. These measurements provide vital information for control of noise
isolation in architectural acoustics. To our knowledge, however, not much
has been done to explore airborne ultrasonic sound transmission through
common building materials. This paper will present various measurements
of the ultrasonic transmission loss for various building materials over a fre-
quency range of 20–200 kHz. The materials include fir plywood, particle
board, medium density fiberboard, styrofoam, galvanized steel, and acrylic
and polycarbonate plastics. This presentation will also discuss the challenges
involved in making such measurements.
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11:00
3aSA3. Spectral shaping of system response using an array of
subordinate oscilator. Kalin Petersen �Mech. Eng., Catholic Univ., 620
Michigan Ave., Washington, DC 20064, 82petersen@cardinalmail.cua.edu�
and John Judge �Catholic Univ., Washington, DC 20064�

This work demonstrates that the spectral response of an oscillating struc-
ture can be tailored by attaching one or more subordinate oscillators with
designed properties. A closed form governing equation of motion is derived
for the coupled system composed of the primary system and the subordinate
oscillator array. Examples show that the frequency response can be tailored
to desired shapes by prescribing the distributions of the dynamic properties
in a relatively small array of such subordinate oscillators. In these examples,
the number of attached oscillators is less 100 and having mass that is less
than 1% of the mass of the primary structure, it is possible to tailor fre-
quency response functions of the primary oscillator to have a nearly linear
phase or constant amplitude over a frequency band of interest. The fre-
quency range over which spectral shaping is achieved is determined by the
band of the attached oscillators in isolation. We show that the common ana-
lytic design methodology for determining a dynamic vibration absorber rep-
resents the limiting case of a single oscillator in the subordinate set, but that
increasing the number of subordinate oscillators �without increasing the total
added mass� offers a number of advantages in reshaping the dominant sys-
tem spectral response.

11:15
3aSA4. Vibro-acoustic analysis of an arbitrarily shaped vibrating
structure. Logesh Natarajan, Xue-feng Zhang, Sean Wu, and Wen L. Li
�Dept. of Mech. Eng., Wayne State Univ., Detroit, MI 48202�

Understanding the interrelationships between sound and vibrations of a
structure is a crucial step toward developing the most cost-effective noise
abatement strategy. In this paper, such interrelationships are established us-
ing Helmholtz equation least squares based nearfield acoustic holography.
Specifically, the radiated acoustic pressure is linked to the normal surface
velocity through a transfer function based on the spherical wave functions
and spherical harmonics. The forced vibro-acoustic components �F-VACS�
of a structure are identified by projecting the transfer function onto a set of
mutually orthogonal basis functions. Finally, the radiated acoustic power is
calculated, and contributions from individual F-VAC are indicated by the ei-
genvalues of the matrix that correlates the acoustic power to the normal sur-
face velocity. The dominant F-VAC responsible for sound radiation is then
linked to the dominant natural modes of the structure, which enables one to
employ the most cost-effective measures to abate resultant sound by sup-
pressing the identified natural modes. Such an approach to vibro-acoustic
control is illustrated by a baffled square plate subject to a point force exci-
tation under free-free boundary conditions. The effectiveness of this meth-

odology on reducing sound radiation is demonstrated through numerical
simulations. Similar methodology can also be used to abate structural
vibrations.

11:30
3aSA5. Pressure and displacement fields inside an absorbing fluid
sphere ensonified by a point acoustic source: comparison of analytic and
numerical solutions. Kenneth G. Foote �Woods Hole Oceanograph. Inst.,
Woods Hole, MA 02543�, David T. I. Francis �Univ. of Birmingham, Edg-
baston, Birmingham B15 2TT, United Kingdom�, and Mario Zampolli �TNO
Defense, Security and Safety, 2509 JG The Hague, Netherlands�

The interaction of an external point acoustic source in a lossy immersion
medium with an absorbing fluid sphere is modeled. The analytic boundary-
element-method and finite-element-method solutions for the internal pres-
sure and displacement fields are evaluated numerically for a 50-mm-
diameter fluid sphere in an immersion medium of mass density of 1000
kg/m3 and sound speed of 1500 m/s. The mass density and sound speed of
the fluid sphere are treated as parameters varying from 0.5 to 2 times the
value of the corresponding medium property. Absorption is neglected in the
immersion medium but is assumed to be 0 or 10 dB per wavelength in the
fluid sphere. Each of two frequencies is considered, 10 and 100 kHz, for
which the approximate wavenumber-radius products are 1 and 10,
respectively. Results for the three solution methods are compared. �Work
partly supported by NOPP through ONR Award No. N000140710992.�

11:45
3aSA6. Spatial mapping of modal damping in vibrating plates. Hande
Öztürk and J. Gregory McDaniel �Dept. of Mech. Engrg., Boston Univ., 110
Cummington St., Boston, MA 02215�

Effective design and placement of damping treatments for complex
structures benefit greatly from a knowledge of where the vibrational energy
is being dissipated. Previously, the authors presented a method for spatially
mapping contributions to the modal loss factor of a viscously damped struc-
ture �McDaniel et al., J. Acoust. Soc. Am. 125, 2603 �2009��. The method is
based on an inverse approach that uses experimental data to construct a
damping matrix as a summation over elemental dashpots that connect mea-
surement points to each other and to ground. This is followed by an assump-
tion that ignores coupling in the modally transformed damping matrix, re-
sulting in an expression for the modal loss factor as a weighted sum of
elemental dashpots. In the present work, the method is applied to a vibrating
plate with spatially distributed damping. An experiment is numerically
simulated in which vibrational responses are measured at a small number of
points. From these measurements, contributions to the modal loss factor are
computed and used to construct a spatial map of damping effectiveness. Is-
sues such as measurement error and modal coupling are used to further un-
derstand the method’s potential. �Work supported by ONR under Grant No.
N000140810531.�

2244 2244J. Acoust. Soc. Am., Vol. 126, No. 4, Pt. 2, October 2009 158th Meeting: Acoustical Society of America



WEDNESDAY MORNING, 28 OCTOBER 2009 REGENCY WEST 1 & 2, 8:00 TO 11:20 A.M.

Session 3aSC

Speech Communication: Fluid–Structure Interaction in Voice Production: Experiments and Modeling I

Zhaoyan Zhang, Chair
UCLA School of Medicine, 31-24 Rehabilitation Ctr., 1000 Veteran Ave., Los Angeles, CA 90095-1794

Chair’s Introduction—8:00

Invited Papers

8:05

3aSC1. Toward high-fidelity computational fluid dynamics based tools for phonosurgery. Rajat Mittal, Xudong Zheng, Qian Xue
�Dept. of Mech. Eng., Johns Hopkins Univ., Baltimore, MD 21218�, and Steven Beilamowicz �George Washington Univ., Washington,
DC 20052�

Vocal fold paralysis/paresis resulting from stroke accounts for nearly a third of all voice disorders diagnosed in the US. Stoke can
damage the nerves that drive vocal fold adduction, leading to incomplete glottal closure and hence an inability to produce sustained
vocal-fold vibrations. One common treatment for this pathology is medialization laryngoplasty wherein an implant is inserted into the
paretic vocal fold in such a way as to force it to the glottal midline. If done properly, this procedure can lead to full voice recovery.
However, the implant shape/location has to be determined intra-operatively through a trial-and-error process, and this can lead to a fairly
high revision rate. The long term objective of the current project is to develop a computational fluid dynamics based tools that can help
with the preoperative planning of this surgical procedure and thereby reduce the revision rate of this surgery. The tool is based on a
coupled immersed-boundary-finite-element solver that can solve for the glottal flow as well as flow induced vibration of the vocal folds.
We are currently using the solver to study the fundamental biophysics of phonation, and results from these studies will be presented.
�Work supported by NIH.�

8:25

3aSC2. Synthetic and computational vocal fold modeling: Advances and issues. Scott L. Thomson �Dept. of Mech. Eng., Brigham
Young Univ., Provo, UT 84604 thomson@byu.edu�

The use of computational and synthetic models to simulate vocal fold vibration is discussed. First, issues pertaining to computational
modeling are addressed. The results of simulations using compressible and incompressible flow models coupled with identical finite
element vocal fold models are compared. It is demonstrated that because incompressible flow models lack acoustic coupling, non-
physical vocal fold motion may be predicted. Also discussed is the common use of contact segments to restrict medial vocal fold motion
in order to prevent complete fluid mesh collapse and subsequent solver failure. The sensitivity of vocal fold vibration and intraglottal
flow response to contact segment medial placement is quantified. Two advances in synthetic modeling are then presented. Using high-
speed imaging, it is shown that models based on realistic vocal fold geometry �e.g., from MRI data� produce more life-like motion than
models with similar sizes and material properties but more idealized geometries. Fabrication methods for modeling the thin vocal fold
epithelial layer and the flexible superficial lamina propria layer are described, and corresponding improvements to vocal fold motion are
demonstrated. �Work supported by NIH.�

8:45

3aSC3. Experimental study of fluid-structure interaction which mimics phonation. Michael Krane, Zachary Cates, and Shane Lani
�ARL Penn State, State College, 16804-0030 PA, mhk5@only.arl.psu.edu�

This presentation will detail some measurements of a fluid-structure interaction in a physical model of the human vocal folds. The
goal of the study is to empirically determine the partition of incident airstream energy into vocal fold kinetic and potential energy,
acoustic field energy, and dissipation in the glottal jet and the vocal tract resonator. The vocal system model is life-scale, and the
working fluid is air. The model is made of acrylic and aluminum, with a compliant coating on the model vocal fold to simulate the
mucosal layer. Airflow through the model is provided by a compressed air supply. Experiments are performed in an anechoic chamber.
Measurements presented include subglottal pressure, optical characterization of model vocal fold wall motion, and sound pressure out-
side the “mouth” of the model. The measurements are then used as empirical input for a theoretical model of the energy flow. Trends
showing the relationship between the various mechanisms of energy transfer are presented, and the implications for vocal efficiency are
discussed.

9:05

3aSC4. An inhomogeneous mechanical replica of the vocal folds. Xavier Pelorson and Annemie Van Hirtum �Gipsa Lab., Dept.
Parole et Cognition, 961 rue de la Houille Blanche, Domaine Universitaire, BP 46, 38402 Saint Martin d’Hres, France, xavier.pelorson
@gipsa-lab.inpg.fr�

In parallel with theoretical modeling, in-vitro mechanical replicas of the human larynx have become very popular in the speech
science community. These experimental devices are indeed extremely useful in order to evaluate the relevance and the accuracy of
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physical models of speech production. In this paper, a new mechanical model of the vocal folds is presented. It consists of a self-
oscillating structure made of various layers with different mechanical properties �silicone, rubber, and/or liquid�. The elasticity of the
deeper layer can be controlled by stress/strain system. Although very simplified, such mechanical model is intended to replicate an
inhomogeneous structure comparable to the human vocal folds one. The mechanical replica is then mounted on a air reservoir whose
pressure can be controlled. The pressure upstream and downstream of the replica are measured together with the mechanical displace-
ment of the artificial folds, thanks to a laser device. Typical examples of measurements will be presented for various alimentation
pressures and elasticity conditions. The relevance of the observed effects with respect to human phonation and the possibility to explain
them using simple mass-spring mechanical models will be discussed.

9:25

3aSC5. Experimental observations on the influence of supraglottal flow structures on phonation. Zhaoyan Zhang and Juergen
Neubauer �UCLA School of Medicine, 31-24 Rehab. Ctr., 1000 Veteran Ave., Los Angeles, CA 90095�

The supraglottal flow has been shown to exhibit many complex phenomena such as vortex shedding, jet oscillation, and
recirculation. However, the influence of such airflow features on phonation is still unknown. The objective of this study is to evaluate
the influence of the supraglottal flow structures on phonation characteristics. In a mechanical model of phonation, the interaction of the
supraglottal flow with vocal folds was studied by using vocal tract tubes of different lengths mounted at different off-center positions
and by disturbing the flow with cylinders of different diameters. Preliminary results show that, at normal phonation conditions, changes
in the supraglottal flow structures did not lead to noticeable changes in phonation threshold and sound quality. However, for vocal fold
models simulating pathological conditions, disturbing the supraglottal flow led to significant changes in phonation frequency, amplitude,
and perceived sound quality. Possible mechanisms that could explain the observed difference will be discussed. �Work supported by
NIH R01 DC009229.�

9:45

3aSC6. The suction force on the vocal folds as an energy source for vibration and as an acoustic source. Richard S. McGowan
�CReSS LLC, 1 Seaborn Pl., Lexington, MA 02420� and Michael S. Howe �College of Eng., Boston Univ., 110 Cummington St.,
Boston, MA 02215�

It has been shown that single-degree-of-freedom vibration of sprung shutters in a duct with a source of constant pressure is enabled
when there is a change in separation point position on the shutters �M. S. Howe and R. S. McGowan, Fluid Dyn. Res. in press�. In this
scenario, the flow is supposed to separate on the upstream side of the shutters as they open and on the downstream side as they close.
Energy is inputted from the flow into the shutters as the shutters close because of a suction force necessary to turn a potential flow
around the edge of each shutter. This suction force is also called the Coanda force in the aerodynamics literature. This time variable
suction force is a dipole source of sound that is distinct from drag force source that has already been discussed �M. S. Howe and R. S.
McGowan, J. Fluid Mech. 592, 367–392 �2007��. With these theoretical considerations, an equation analogous to Fant’s equation for the
glottal jet can be derived to explore glottal jet kinematics and the effect of the time-varying glottal end correction on the jet just prior
to closure. �Work supported by DC-009229 to UCLA under subcontract�.

10:05—10:20 Break

10:20

3aSC7. Convective water transport within the human larynx during phonation. Luc Mongeau, Shuangdong Wang, and Karine
Terzibachi �Dept. of Mech. Eng., McGill Univ., 817 Sherbrooke St. West, Montreal, PQ H3A 2K6, Canada, luc.mongeau@mcgill.ca�

Proper hydration is known to be important in human phonation. Vocal fold tissue includes a significant amount of water. Sustained
inhalation of partly dry air may result in convective water mass transport ultimately contributing to changes in tissue mechanical be-
havior, voice fatigue, and possibly trauma. In this study, numerical models were used to estimate the net amount of water mass trans-
ported from the vocal folds during various types of phonation. The commercially available code FLUENT was used for the mass transport
analysis. Experiments were performed in a simple water channel to validate the approach. The convective transport coefficient for one
type of hydrogel material was measured and used to approximately characterize that of real tissue. Efforts were made to estimate mass
transport from numerical analysis and a number of ad hoc assumptions relative to respiratory patterns and ambient air humidity. The
possible consequences of convective dehydration for voice production will be discussed. �Work supported by NIH.�

10:40

3aSC8. Empirical results using laryngeal models M5 and M6. Ronald C. Scherer �Dept. Commun. Sci. and Disord., 200 Heath Ctr.,
Bowling Green State Univ., Bowling Green, OH 43403, ronalds@bgnet.bgsu.edu�, Saeed Torkaman, Bogdan R. Kucinschi �Univ. of
Toledo, Toledo, OH 43606�, Jun Li, Guangnian Zhai �Bowling Green State Univ., Bowling Green, OH 43403�, Abdollah A. Afjeh
�Univ. of Toledo, Toledo, OH 43606�, and Lewis P. Fulcher �Bowling Green State Univ., Bowling Green, OH 43403�

Laryngeal models M5 two dimensional and M6 �three dimensional and eccentric� contribute empirical data on intraglottal and trans-
glottal pressures and flows for numerous glottal configurations. M5 provides results for both symmetric and oblique glottal shapes. M6
has a 3-D glottis �the membranous glottis width is greatest at the A-P midpoint� and is eccentric �with modeled arytenoid cartilages
blocking the posterior glottis so that the glottis acts as an eccentric orifice�. Results from these models typically yield asymmetric
pressures which will be presented and discussed. M5 obliquity results will be used in a multimass model of phonation to indicate the
potential effects of asymmetric pressures on glottal flow and stability. �Research supported by NIH Grant #2R56DC003577�.
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11:00

3aSC9. Parametric excitation of the acoustic eigenmodes of the vocal tract by motion of the vocal folds: Non-aeroacoustic
mechanisms of phonation. Gordon Ramsay �Haskins Labs., 300 George St., New Haven, CT 06511, ramsay@haskins.yale.edu�

Studies of voice production have focused on aeroacoustic mechanisms of phonation, describing how energy in the background flow
is converted into sources of sound. This paper describes a non-aeroacoustic mechanism that may be important in explaining how sound
is generated by vocal fold vibration. According to dynamical systems theory, temporal variations in the parameters of a system may
result in parametric excitation of the system. Under appropriate conditions, modulation of the parameters of the acoustic wave operator
governing sound propagation in the vocal tract by changes in glottal geometry should be sufficient to induce parametric excitation of the
vocal tract eigenmodes, creating sources of sound additional to those predicted by classical aeroacoustics. Rapid changes in the shape
of the glottis during phonation are already known to create modulations of the formants within each glottal cycle, but the role of these
modulations in exciting the formants has not been established. To test this hypothesis, we use a time-domain finite-volume simulation
of acoustic wave propagation in a time-varying vocal tract to compare aeroacoustic and parametric excitation mechanisms. Results show
that parametric excitation terms that transfer energy between formants, mainly at the instant of glottal closure, contribute significantly
to the overall glottal source.

WEDNESDAY MORNING, 28 OCTOBER 2009 RIO GRANDE WEST, 7:55 A.M. TO 12:00 NOON

Session 3aSP

Signal Processing in Acoustics: Kalman and Particle Filters in Acoustics

Peter Gerstoft, Cochair
Univ. of California, San Diego, Scripps Inst. of Oceanography, 9500 Gilman Dr., La Jolla, CA 92093-0238

Zoi-Heleni Michalopoulou, Cochair
New Jersey Inst.Technology, Dept. of Mathematics, Newark, NJ 07102-1982

Chair’s Introduction—7:55

Invited Papers

8:00

3aSP1. Overview of Kalman and particle filters for acoustic applications. Zoi-Heleni Michalopoulou �Dept. of Math. Sci., New
Jersey Inst. of Technol., Newark, NJ 07102, michalop@njit.edu�, Peter Gerstoft, and Caglar Yardim �Marine Phys. Lab., Scripps Inst.
of Oceanogr., Univ. of California, San Diego, La Jolla, CA 92093-0238�

In this talk, the basic principles behind Kalman and particle filtering are presented. These filters are recursive Bayesian estimators
for the state of a dynamic system from a series of noisy measurements. Starting from the simple Kalman filter, we focus on computa-
tionally efficient particle filters or sequential Monte Carlo methods. These are often used to formulate and solve problems in a Bayesian
framework and are the sequential analog of Markov chain Monte Carlo approaches. Applications where complex problems in acoustics
are solved with particle filters will be shown. We will examine source localization and tracking, geoacoustic inversion, and tracking of
acoustic field features and discuss the advantages of specific filtering techniques. �Work supported by ONR.�

8:20

3aSP2. Experimental demonstration of geoacoustic tracking using particle filters. Caglar Yardim �Marine Physical Lab., Scripps
Inst. of Oceanogr., 9500 Gilman Dr., La Jolla, CA 92093-0238, cyardim@ucsd.edu�

This paper discusses practical aspects and performance of particle filters in geoacoustic inversion using data from the MAPEX
experiment north of Elba Island, Italy in 2000. The particle filter enables spatial and temporal tracking of environmental parameters and
their underlying probability densities, making geoacoustic tracking a natural extension to geoacoustic inversion techniques. The setup
includes a ship-towed horizontal line array and a moored, broadband acoustic source in a shallow water environment. The ship track
includes two sharp turns that cause bending of the array. The particle filter is used to track the ship parameters �range, bearing, and
speed�, array parameters �tilt and bow�, and environmental parameters �water depth and sediment sound speed�. The filter performance
is discussed for both the fast turns and the straight, constant velocity sections of the ship track. The results are compared with the
inversion results obtained using genetic algorithms. �Work supported by ONR.�
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8:40

3aSP3. Extended Kalman filters for tracking time-frequency striations. Lisa M. Zurk, Tobias Oesterlein, Chensong He, and Jorge
Quijano �ECE Dept., Portland State Univ., Portland, OR 97201, zurkl@pdx.edu�

The time-frequency structure of the received intensity from a moving source in a shallow water channel is typically observed as
striations in the target spectrogram. The relationship between the slope of the striations and the source location can be described with
the waveguide invariant, and this relation can be incorporated in the sonar signal processing for improved detection or tracking. How-
ever, incorporating this structure requires a robust method of estimating the presence and location of the target striations. In this paper
a multi-target extended Kalman filter is presented to track the striations. The filter identifies each striation as a potential target, and then
uses the invariance relationship to execute the Kalman update stage. The physics of the channel are further incorporated through the
imposition of multi-track consistency and bounds on striation migration. In addition to the striation tracker, a second algorithm is pre-
sented which is appropriate for spectrograms with insufficient resolution �either in time or frequency� to visualize the striations. This
second algorithm provides a confidence test for a given track hypothesis by accumulating likelihood information along a predicted
striation. Results of both algorithms are presented for simulated and real active sonar data.

9:00

3aSP4. Bayesian source tracking in an uncertain ocean environment. Stan E. Dosso and Michael J. Wilmut �School of Earth and
Ocean Sci., Univ. of Victoria, Victoria, BC, V8W 3P6 Canada, sdosso@uvic.ca�

This paper considers matched-field tracking of a moving acoustic source when properties of the ocean environment �water column
and seabed� are poorly known. The goal is not simply to estimate source locations but to determine track uncertainty distributions,
thereby quantifying the information content of the tracking process. To localize and track low-level sources, acoustic data collected for
multiple time samples �corresponding to multiple source positions� are inverted simultaneously, with constraints included on the maxi-
mum allowable motion between samples. This increases the information content over sequential tracking approaches such as particle
filtering, but also increases the dimensionality and difficulty of the inversion. A Bayesian formulation is applied in which the posterior
probability density �PPD� is integrated over unknown environmental parameters to obtain a time-ordered sequence of joint marginal
probability surfaces over source range and depth. Marginal PPDs are computed numerically using Metropolis–Hastings sampling over
environmental parameters �rotated into principal components and applying linearized proposal distributions� and two-dimensional Gibbs
sampling over source locations. The approach is illustrated using Mediterranean Sea data, and tracking information content is consid-
ered as a function of data quantity �number of time samples and frequencies processed�, data quality �signal-to-noise ratio�, and level of
prior information on environmental parameters.

9:20

3aSP5. Efficient use of particle filters for multi-source data fusion in decentralized sensor networks. Philip J. Haney and Geoffrey
S. Edelson �BAE Systems, Electron. Solutions, MER15-2651, P.O. Box 868, Nashua, NH 03061-0868, philip.j.haney@baesystems.com�

A highly-scalable Bayesian approach to the problem of performing multi-source data fusion and target tracking in decentralized
sensor networks is presented. Previous applications of decentralized data fusion have generally been restricted to uni-modal/uni-source
sensor networks using Gaussian based approaches, such as the Kalman or information filter. However, with recent interest to employ
complex, multi-modal/multi-source sensors which potentially exhibit observation and/or process non-linearities along with non-
Gaussian distributions, the need to develop a more generalized and scalable method of decentralized data fusion using particle filters is
required. The probabilistic approach featured in this work provides the ability to seamlessly integrate and efficiently fuse multi-source
sensor data in the absence of any linearity and/or normality constraints. The architecture is fully decentralized and provides a method-
ology that scales extremely well to any growth in the number of targets or region of coverage. This multi-source data fusion architecture
is capable of providing high-precision tracking performance in complex, non-linear/non-Gaussian operating environments. In addition,
the architecture provides an unprecedented scaling capability for decentralized sensor networks as compared to similar architectures
which communicate information using particle data, Gaussian mixture models, or Parzen density estimators.

9:40

3aSP6. Bayesian tracking predictions in an uncertain ocean environment. Stan E. Dosso and Michael J. Wilmut �School of Earth
and Ocean Sci., Univ. of Victoria, Victoria, BC, V8W 3P6 Canada�

This paper considers probabilistic prediction of the future locations of a moving acoustic source in the ocean based on past locations
as determined by Bayesian source tracking in an uncertain environment. The Bayesian tracking approach considers both source and
environmental parameters as unknown random variables constrained by noisy acoustic data and prior information and numerically in-
tegrates the posterior probability density �PPD� over the environmental parameters to obtain a time-ordered sequence of joint marginal
probability surfaces over source range and depth. The integration is carried out using Markov-chain Monte Carlo sampling methods
which provide a large collection of track realizations drawn from the PPD. Applying a probabilistic model for source motion to each of
these realizations produces a sequence of source range-depth probability distributions for future times. These predictions account for
both the uncertainty of the source-motion model and the uncertainty in the state of knowledge of past source locations, which is itself
dependent on environmental uncertainty. Several source-motion models, which differ in the degree of confidence assigned to future
predictions based on past locations, are considered for range-depth tracking and prediction using a vertical sensor array.

10:00—10:15 Break
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Contributed Papers

10:15
3aSP7. Comparison and analysis of equalization techniques for the
time-varying underwater acoustic channel. Ballard J. S. Blair �MIT, 77
Massachusetts Ave., Cambridge, MA 02139 and Woods hole Oceanograph.
Inst. Joint Program, 266 Woods Hole Rd., Woods Hole, MA 02139,
bjblair@mit.edu� and James C. Preisig �Woods Hole Oceanograph. Inst.,
Woods Hole, MA 02139�

It has long been accepted that adapting a decision feedback equalizer in
a time-varying environment by first estimating the channel impulse response
and using this estimate to calculate equalizer tap coefficients results in better
performance than is achieved by directly adjusting the equalizer taps. There
are several empirical demonstrations in the literature, �Shukla and Turner,
IEE Proc.-Commun. 138, 525–543 �1991��, but the explanations for the per-
formance difference are varied and none uses analytical arguments. Analysis
shows that at high signal-to-noise ratio �SNR� for time varying channels, the
taps of the feed-forward equalizer fluctuate more rapidly than do the taps of
the channel impulse response and using channel estimate based adaptation is
more effective. The largest changes in the equalizer coefficients occur when
the input signal correlation matrix has a large condition number. At low
SNR the matrix is better conditioned and the performance gap disappears.
These results assume that the delay spread of the channel impulse response
can be correctly estimated. When this is not the case, directly adapting the
equalizer coefficients results in better performance than is achieved using
the channel estimate based approach. �Work supported by ONR Grant Nos.
N00014-05-10085 and N00014-07-10184.�

10:30
3aSP8. Comparison of particle filter and histogram filter performance
for passive sonar localization. Colin W. Jemmott �Penn State Graduate
Program in Acosutics, P.O. Box 30, State College, PA 16804,
cwj112@psu.edu�, R. Lee Culver, and Jack W. Langelaan �Penn State Univ.,
State College, PA 16804�

A number of extensions of the famous Kalman filter exist for recursive
Bayesian estimation of state vectors with nonlinear update equations and
non-Gaussian prior probability density functions. Two of the most powerful
are the particle filter, which uses a direct Monte Carlo approach, and the
histogram filter, which uses a grid-based approach. Both filters are numeri-
cal implementations of recursive Bayesian estimation. The histogram filter
uses a grid based approach that is analogous to midpoint rectangular inte-
gration, while the particle filter uses a Monte Carlo approach. Their perfor-
mance is compared for a passive, model-based localization problem in
which the target is broadcasting a low-frequency tonal signal while moving
through a shallow water waveguide. The state vector being estimated in-
cludes range, depth, and source level. Target dynamic models allow for slow
changes in velocity, depth, or source level. The example uses RAM realiza-
tions with additive noise as a synthetic received signal. In situations where
computational power is restricted, the particle filter consistently outperforms
the histogram filter in localizing the target. However, with sufficient com-
putational power the performance is equivalent. �This work was sponsored
by ONR Undersea Signal Processing.�

10:45
3aSP9. Hybrid grid-particle Bayesian tracking with intelligent
likelihood sampling. Jason M. Aughenbaugh and Brian R. La Cour �Appl.
Res. Labs., Univ. of Texas at Austin, P.O. Box 8029, Austin, TX 78713-
8029, jason@arlut.utexas.edu�

Characteristic of anti-submarine warfare is the goal of detecting and lo-
calizing a single target in a noisy environment in which subtle clues in the
signals are essential for differentiating clutter and the target of interest.
Bayesian inference is a general framework for performing target tracking in
these applications, but both particle filter and grid-based models of the dis-
tributions have limitations. Particle filters involve fast motion updates but
slow measurement updates. Grid-based models allow for faster measure-
ment updates at the cost of slower motion updates. A particle filter provides
adaptive modeling of the prior and posterior distributions, but both methods
can fail to provide detailed sampling of the likelihood function in crucial

regions, and these small details are often the key to mitigating clutter in ac-
tive systems. In this paper, a hybrid grid-particle model with intelligent like-
lihood sampling is introduced. The density is approximated by a fixed grid,
and the motion update is implemented using a particle-based sampling of the
grid. The integral of the likelihood over each grid cell is calculated in an
intelligent manner that adapts to the received measurements and the known
sensor model properties. �This work was supported by the Office of Naval
Research Contract No. N00014-06-G-0218-01.�

11:00
3aSP10. A particle filtering approach for multipath arrival time
estimation from acoustic time series. Rashi Jain and Zoi-Heleni
Michalopoulou �Dept. of Mathematical Sci., New Jersey Inst. of Technol.,
Newark, NJ 07102, rj45@njit.edu�

Accurately estimating arrival times from acoustic time series in the
ocean leads to a wealth of information on the geometry of the sound propa-
gation environment and environmental parameters such as sound speed in
sediments. In this work, a sequential Monte Carlo method is developed that
treats the spatial variation of signal paths as moving targets, dynamically
modeling their temporal location at spatially separated receiving phones.
The spatial rather than the temporal sequential variability of the problem
permits the application of smoothing techniques to the arrival time esti-
mates, significantly reducing uncertainty. The results are compared to maxi-
mum likelihood estimates for the same test cases; the comparison demon-
strates an advantage in using the proposed approach, which can be
employed for reduction in uncertainty in arrival time estimation and, conse-
quently, in geometric and geoacoustic inversion. It is further demonstrated
how this method accurately extracts path amplitudes, which can then be em-
ployed for attenuation inversion. This method, suitable for environments
with an unknown number of arriving paths, is also tested successfully on
Haro Strait Primer Experiment and Shallow Water 06 data. �Work supported
by ONR.�

11:15
3aSP11. Use of within-beam mapping in conjunction with Kalman
filtering to improve angle of arrival estimation accuracy in multibeam
echo-sounding. Daniel S. Brogan and Kent A. Chamberlin �Dept. of Elec.
and Comput. Eng., Univ. of New Hampshire, 33 Academic Way, Durham,
NH 03824-2619, daniel.brogan@unh.edu�

The positions of both water column scatterers and the ocean floor can be
estimated using data from multibeam sonars. In a previous presentation �D.
S. Brogan and C. P. de Moustier, J. Acoust. Soc. Am. 119, 3352 �2006�� it
was shown that a Kalman filter could be used to track echo angles of arrival
�bearings� versus time for such targets using quadrature-sampled multibeam
sonar data. In that research, the inputs to the Kalman filter were the echo
magnitude time series of each beam placed on that beam’s maximum re-
sponse axis. While the results using this approach proved to be superior to
those of a conventional split-aperture processor, the bearing accuracy can be
further improved by applying a pre-processing stage that maps each echo to
its acoustic center rather than to its beam’s maximum response axis. This
mapping is accomplished using phase and/or amplitude monopulse tech-
niques that provide linear mappings between the sine of the echo bearing
and �1� the differential signal phase and �2� the natural logarithm of the ratio
of the signal magnitudes, respectively, of neighboring beams to provide
within-beam echo bearing estimates. Results are compared both with and
without the pre-processing stage.

11:30
3aSP12. Frequency domain tracking of passive vessel harmonics. George
Ogden, Lisa Zurk, Martin Siderius, Eric Sorensen �Elec. and Comput. Eng.
Dept., Portland State Univ., 1900 SW 4th Ave., Ste. 160, Portland OR,
97201, ogdengl@gmail.com�, Josh Meyers, Shari Matzner, and Mark Jones
�Pacific Northwest Nat. Lab., Sequim, WA 98109�

This paper presents a method for passive acoustic detection and tracking
of small vessels in noisy, shallow water marine environments. Passive spec-
tra of boats include broadband noise as well as tones that are harmonics of
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the engine speed and shaft/propeller rotation. Past work suggests that the
location in frequency and the relative amplitudes of these harmonics can be
used to determine specific characteristics of the vessel such as the number of
blades on the propeller and engine type/speed. However, the low signal to
noise ratio of quiet targets and Doppler shifts incurred because of source and
receiver motion complicate the identification of these tones in the lofargram.
To address this issue, a combined detection and tracking approach is pro-
posed in which intermittent and wandering harmonic content is tracked with
a multi-dimensional Kalman filter. Results from recorded passive signatures
from several classes of vessels in marine and freshwater environments in the
Pacific Northwest are presented and discussed.

11:45
3aSP13. Spatial and acoustic feature extraction by particle filtering for
efficient noise reduction. Mitsunori Mizumachi �Kyushu Inst. of Tech., 1-1
Sensui-cho, Tobata-ku, Kitakyushu, Fukuoka 804-8550, Japan, mizumach
@ecs.kyutech.ac.jp�

Noise reduction can be achieved relying on something related to spatial
and acoustic features: a direction-of-arrival �DOA�, a fundamental fre-
quency, harmonicity, and so on. It is natural that a suitable noise reduction
approach is different depending on the available features, because no all-
purpose noise reduction method has been established under every possible
acoustic condition. To achieve noise reduction effectively and efficiently, it
is important to explore and acquire well-suited spatial and acoustic features
at all times. Observed acoustic signals originate in some dynamic systems
such as a speech production system and behavior of continuous sound
source movement, which can be represented by the Markov model in the
perspective view, but they are usually distorted by noise and reverberation.
In this paper, both feature extraction and feature tracking are attempted by
using particle filters aiming at achieving efficient noise reduction. Particle
filters can also bring a new feature of the reliability of each DOA estimate
based on the effective sample size through the state estimation of spatial fea-
tures �Mizumachi, Proceedings of the 156th ASA meeting�. In this paper,
spatial and acoustic feature extraction by particle filtering is evolved into
noise reduction. �Work supported by NEDO, Japan.�

WEDNESDAY MORNING, 28 OCTOBER 2009 RIO GRANDE CENTER, 8:30 TO 11:30 A.M.

Session 3aUW

Underwater Acoustics: Propagation in Multipath Environments

George E. Ioup, Chair
Univ. of New Orleans, Dept. of Physics, New Orleans, LA 70148

Contributed Papers

8:30
3aUW1. Blind deconvolution of remote-source signals from acoustic
array recordings in multipath environments. Shima Hossein Abadi �Dept.
of Mech. Eng., Univ. of Michigan, 2010 W.E. Lay Automotive Lab., 1231
Beal Ave., Ann Arbor, MI 48109, shimah@umich.edu� and David R.
Dowling �Univ. of Michigan, Ann Arbor, MI 48109�

Reconstructing the signal from a remote source in an unknown multipath
environment is a task commonly known as blind deconvolution. The exis-
tence of generic features of underwater sound fields, propagating modes or
ray paths, may be exploited for blind deconvolution via artificial time rever-
sal �ATR�, �Sabra and Dowling, J. Acoust. Soc. Am. 116, 262–271 �2004��
from vertical array recordings. ATR uses a weighted sum of array recordings
to determine a frequency-dependent phase correction that aligns the various
mode or ray-path arrivals at the receiving array to form an estimate of the
original source waveform. A description of ATR will be presented along
with parameter studies of ATR performance for simulated signals in a 100-
m-deep Perkeris waveguide, and for airborne sounds measured in a rever-
berant laboratory. Here, the correlation coefficient between original and the
ATR-reconstructed signals will be presented as a function of the number and
spacing of array elements, and signal characteristics �frequency and
bandwidth�. The limitations imposed by noise will be quantified for the mea-
sured signals. Possible applications of ATR will be briefly discussed; these
include reducing inter-symbol interference in underwater communication,
tracking and identifying remote sources, and monitoring marine mammals
that vocalize. �Work supported by ONR Code No. 321OA.�

8:45
3aUW2. Three-dimensional data analysis for acoustic measurements of
a seismic airgun array. Arslan M. Tashmukhambetov, George E. Ioup,
Juliette W. Ioup �Dept. of Phys., Univ. of New Orleans, New Orleans, LA
70148, atashmuk@uno.edu�, Natalia A. Sidorovskaia, Anca Niculescu
�Univ. of Louisiana at Lafayette, Lafayette, LA�, Joal J. Newcomb �Naval
Ocenographic Office, Stennis Space Ctr., MS�, James M. Stephens, Grayson

H. Rayborn �Univ. of Southern Mississippi, Hattiesburg, MS 39401�, and
Phil Summerfield �ExxonMobil Corp., Houston, TX�

The Source Characterization Study 2007 measured the three-
dimensional acoustic field of a seismic airgun array. The Littoral Acoustic
Demonstration Center performed the experiment, collecting acoustic and re-
lated data on three moored hydrophone arrays and one ship-deployed hy-
drophone array which together spanned the full water column. Sensitive and
desensitized phones were deployed at each position to extend the dynamic
range. An ultra short baseline localization system was deployed with the
EARS moorings to provide array shape. With post analysis this results in
time-dependent positions for each of the acoustic sensors. Every channel is
calibrated. A seismic source vessel shot a series of lines designed to give
detailed angle and range information concerning the field of the primary
arrival. The experiment was conducted in the western Gulf of Mexico be-
tween the East Break and Alamos Canyon regions. Peak pressures, sound
exposure levels, total shot energy spectra, and one-third octave band analy-
ses are measures used to characterize the field. Images of these quantities are
generated to show dependence on emission and azimuthal angles and range.
�Research supported by the Joint Industry Programme through the Interna-
tional Association of Oil and Gas Producers.�

9:00
3aUW3. Use of high performance computing resources for underwater
acoustic modeling. Anca M. Niculescu, Natalia A. Sidorovskaia, Peter Achi
�Univ. of Louisiana at Lafayette, UL Box 44210, Lafayette, LA 70504-4210,
axn1417@louisiana.edu�, Arslan M. Tashmukhambetov, George E. Ioup,
and Juliette W. Ioup �Univ. of New Orleans, New Orleans, LA 70148�

The majority of standard underwater propagation models provide a two-
dimensional �range and depth� acoustic field for a single frequency point
source. Computational resource demand increases considerably when the
three-dimensional acoustic field of a broad-band spatially extended source is
of interest. An upgrade of the standard parabolic equation model RAM for
use in a high-performance computing �HPC� environment is discussed. A
benchmarked upgraded version of RAM is used in the Louisiana Optical
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Network Initiative HPC-environment to model the three-dimensional acous-
tic field of a seismic airgun array. Four-dimensional visualization �time and
space� of the generated data volume is also addressed. �Research supported
by the Louisiana Optical Network Initiative, TeraGrid Fellowship, and the
Joint Industry Programme through the International Association of Oil and
Gas Producers.�

9:15
3aUW4. A level set method for high-frequency ocean acoustic
propagation. Sheri Martinelli and Andrew Fredricks �Torpedo Systems
Dept., Naval Undersea Warfare Ctr., 1176 Howell St., Newport, RI 02841,
sheri.martinelli@navy.mil�

The level set method due to Osher and Sethian �J. Comput. Phys. 79,
12–49 �1988�� provides a way to obtain fixed grid solutions to the high-
frequency wave equation. Instead of tracing several rays from the source,
the level set method embeds the entire wavefront implicitly in the phase
space and propagates it according to the velocity field determined by the
local ray direction, thus avoiding the complications involved in the spatial
reconstruction of the wavefronts from diverging and scattered rays. A level
set method has been developed and implemented as a fixed-grid alternative
to ray tracing to solve the high-frequency equation for the acoustic phase.
Furthermore, an efficient ray-based method that takes advantage of the full
knowledge of the wavefronts afforded by the level set solution to the Eiko-
nal equation has been developed to solve for the geometric spreading term
in the expansion. Preliminary results are presented with comparisons to ray
tracing and full wave equation solutions. �Work supported by ONR.�

9:30
3aUW5. Temporal and spatial coherences of sound at 250 Hz and 1659
km in the Pacific ocean: Demonstrating deterministic effects and
internal waves explain observations. John Spiesberger �Dept. of Earth and
Environ. Sci., Univ. of Pennsylvania, 240 S. 33rd St., Philadelphia, PA
19104-6316�

The hypothesis tested is that internal gravity waves explain temporal and
spatial coherences of sound at 1659 km in the Pacific ocean for a signal at
250 Hz and a pulse resolution of 0.02 s. From data collected with a towed
array, the measured probability that coherence time is 1.8 min or longer is
0.8. Using a parabolic approximation for the acoustic wave equation with
sound speeds fluctuating from internal waves, a Monte-Carlo model yields
coherence time of 1.8 min or more with probability of 0.9. For spatial co-
herence, two subsections of the array are compared, which are separated by
142 and 370 m in directions perpendicular and parallel to the geodesic,
respectively. Measured coherence is 0.54. This is statistically consistent with
the modeled 95% confidence interval of �0.52,0.76�. The difference of 370
m parallel to the section causes spatial coherence to degrade deterministi-
cally by a larger amount than the effect of internal waves acting on the
142-m separation perpendicular to the section. The models are run without
any tuning with data.

9:45
3aUW6. Incorporating array processing to improve resolution of
ambient noise data cross-correlation along a horizontal array. Stephanie
E. Fried and William A. Kuperman �Marine Physical Lab., Scripps Inst. of
Oceanogr., Univ. of California, San Diego, 9500 Gilman Dr., La Jolla, CA
92093-0238�

Numerous authors have shown that the cross-correlation of ambient
noise recordings at two points can produce an approximation of the Green’s
function between those points. The resolution of the cross-correlation is fun-
damentally limited by the characteristics of the noise field and the changing
environment. In order to make this technique the most effective, we wish to
limit the time needed to extract the desired environmental information. To
that end, array processing techniques can be adapted to work with the noise
cross-correlation function taken along a horizontal array to decrease the time
needed to resolve multiple individual returns. For a given noise field, beam
forming between horizontal arrays is effective in reducing the time needed
to identify both the direct and single-bounce surface reflection paths.

10:00—10:15 Break

10:15
3aUW7. Cross-correlation of ship noise for water traffic monitoring.
Laurent Fillinger, Alexander Sutin, and Alexander Sedunov �Stevens Inst. of
Technol., Castle Point on Hudson, Hoboken, NJ 07060, lfilling@stevens
.edu�

Various aspects of the monitoring of ship traffic using correlation of sig-
nals recorded by a pair of hydrophones are considered and demonstrated on
real signals recorded in the Hudson River. The underwater acoustic noise
generated by ships reaches the various hydrophones with a delay depending
on their relative positions. That delay can be extracted by cross-correlation
and can serve as a basis for determination of the direction of the ship. This
method allowed finding directions for several ships in heavy traffic of Hud-
son River. The vessel triangulation can be done using information from two
or more appropriately located hydrophone pairs. Another application dem-
onstrated is separation of the acoustic signature �noise spectra� from several
ships. The last application is the estimation of the ship noise modulation
spectrum that is related to propeller and shaft rotation by means of short
time cross-correlation. Comparison with the conventional detection of enve-
lope modulation on noise method shows a close match. �This work was par-
tially supported by ONR Project N00014-05-1-0632: Navy Force Protection
Technology Assessment Project and by the U.S. Department of Homeland
Security under Grant No. 2008-ST-061-ML0002.�

10:30
3aUW8. Acoustic communication from a moving source: Data results
and model simulations. Aijun Song, Mohsen Badiey �College of Marine
and Earth Studies, Univ. of Delaware, Robinson Hall 114, Newark, DE
19716�, Julia Hsieh, Daniel Rouseff �Univ. of Washington, Seattle, WA
98105-6698�, H.-C. Song, and William Hodgkiss �Scripps Inst. of
Oceanogr., La Jolla, CA 92093-0238�

Acoustic communication can provide a flexible way to exchange infor-
mation among moving platforms in the ocean. However, source-receiver
motion poses additional difficulties to high-rate coherent communication.
During the KAM08 experiment conducted in the summer of 2008, high-
frequency �greater than 10-kHz� communication sequences were transmitted
by a towed source and observed by multiple hydrophone arrays in the shal-
low water region west of Kauai, HI. Using time reversal combining fol-
lowed by a single channel decision feedback equalizer aided by Doppler and
channel tracking, reliable communication was achieved for different source-
receiver geometries for the moving source. Further, the ray-based ocean
acoustic time series simulation model sonar simulation toolset with a rough
sea surface and moving source configuration was used to simulate the acous-
tic channel and received communication data. Simulated signals and de-
modulated results were compared with experimental data in order to exam-
ine the factors that significantly impede communication effectiveness for
moving platforms. �Work supported by ONR 321OA.�

10:45
3aUW9. Passive acoustic classification of vessels in the Hudson River.
Michael L. Zucker, Alexander Sedunov, Vladimir Zhdanov, and Alexander
Sutin �Davidson Lab., Stevens Inst. of Technol., Castle Point on Hudson,
Hoboken, NJ 07030�

Stevens Institute of Technology is conducting research aimed at the de-
velopment of a low-cost passive acoustic system for detection and classifi-
cation of underwater and surface threats. The experimental system is com-
prised of a hydrophone array and a stand alone acoustic buoy. Video and
photographs of the passing ships were also captured simultaneously during
the acoustic measurements. For classification purposes special attention was
paid to extraction of the specific parameters of vessel acoustic signatures in
high-frequency band �10–60 kHz� using detection of envelope modulation
on noise algorithm. The spectrum of the noise envelope contains shaft and
blade frequencies and their harmonics. Parameters extracted include the fre-
quency of the fundamental peak of the ship noise emission, the amplitude
modulation of the fundamental tone, the number of peaks found in the spec-
trum, the slope of the spectral peaks, as well as the calculation of the total
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harmonic distortion. Parameters extracted from various records are then
plotted together and their statistical analysis was applied for surface ship
classification. �This work was supported by the U.S. Department of Home-
land Security under Grant No. 2008-ST-061-ML0002�.

11:00
3aUW10. Toward acoustic tomography in a shallow estuary. Alexander
Sutin, Alan Blumberg, Laurent Fillinger, Nikolay Sedunov, and Alexander
Sedunov �Stevens Inst. of Techn., 711 Hudson St., Hoboken, NJ 07030,
asutin@stevens.edu�

There is presently much interest in understanding the hydrophysical pa-
rameters in a shallow estuary. The importance of predicting the currents in
Hudson River was demonstrated during rescue and recovery of the USAir-
ways aircraft crashed in the river on January 15, 2009. Usually hydrophysi-
cal parameters are measured by fixed location sensors that cannot provide
high spatial resolution. Acoustic tomography, on the other hand, can map the
hydrophysical parameters. Recently, Stevens Institute of Technology using
their fully equipped underwater facility including two surface vessels has
conducted the first feasibility test on acoustic tomography. The test was con-
ducted in the Hudson River, a shallow estuary that is connected to New York
Harbor. The test used an estimate of the differential time of flight of an
acoustical signal in opposite directions between two nodes. One node was at
a fixed location, while the other was on a research vessel drifting on the
other side of the river. An application of a frequency sweep signal �30–90
kHz� and a cross-correlation technique allowed measurements of the differ-
ence in time of flight of the acoustic signals propagated in opposite direc-
tions that is proportional to the current in the river. The average current

speed was estimated and correlated well with current measurements avail-
able from the Stevens Observing and Prediction System. �This work was
supported by ONR Project #N00014-05-1-0632: Na.�

11:15
3aUW11. Experiment results of time-reversal communication in the
deep ocean at the range of 300 km. Takuya Shimura, Hiroshi Ochi,
Yoshitaka Watanabe �Adv. Marine Tech. RD Program, JAMSTEC, 2-15
Natsushima-cho, Yokosuka 237-0061, Japan, shimurat@jamstec.go.jp�, and
Takehito Hattori �Nippon Marine Enterprises, Ltd., Yokosuka 238-0004,
Japan�

The research is being conducted to realize communication with a long
cruising AUV in the deep ocean using time reversal. We have proposed the
method of combining time reversal and adaptive equalization. In our previ-
ous at-sea experiments, the performance of time-reversal communication
was confirmed at the range of 10–100 km with a virtual array. In our latest
sea-trial, experiments of passive time-reversal communication were ex-
ecuted at the range of 300 km with a real receiver array. As a probe signal,
chirp pulses and M-sequence pulses were used. The data transmission speed
was 50 and 100 bps. The source was suspended from the research vessel and
the 20 channel receiver array was moored. Thus, Doppler effect was induced
due to the ship drifting at the speed of approximately 0.25 m/s at maximum.
Nevertheless, such effect is compensated and demodulation with no error is
achieved with the proposed method. The results of using chirp pulses are
inferior to the results of using M-sequences because of sidelobes of the chirp
correlation. The results of using longer M-sequence are degraded due to
Doppler effect.

WEDNESDAY AFTERNOON, 28 OCTOBER 2009 REGENCY EAST 3, 1:30 TO 3:00 P.M.

Session 3pAA

Architectural Acoustics, Noise and Musical Acoustics: Acoustics and Theater Consulting: A Special
Relationship

Scott D. Pfeiffer, Chair
Threshold Acoustics, LLC, 53 West Jackson Blvd., Chicago, IL 60604

Chair’s Introduction—1:30

Panel Discussion

Panelists

.

Robert Campbell Fisher, Dachs Assoc., 22 W. 19th St., 6th Fl., New York, NY 10011

John Coyne, Theater Projects Consultants, Inc., 25 Elizabeth St., S. Norwalk, CT 06854

Todd Hensley, Schuler Shook, Theater Planners, 750 North Orleans, Ste. 400, Chicago, IL 60654

Robert Long, Theater Consultants Collaborative, 6600 Manor Hill Court, Chapel Hill, NC 27516

As a second in a series, this session explores the architectural acoustic consulting process from the point-of-view of the theater
consultant. Four respected theater consultants talk about their point-of-view on the interactions within the design team that have led to
success, and the obstacles that have reduced the potential outcomes. These brief introductions will be followed by a moderated panel
discussion. The session will open with a Chair’s introduction, 25 min of introductory comments by the panelists �authors�, and a
moderated panel discussion.
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WEDNESDAY AFTERNOON, 28 OCTOBER 2009 RIO GRANDE EAST, 2:15 TO 2:50 P.M.

Session 3pED

Education in Acoustics: Acoustics Education Prize Lecture

Thomas G. Muir, Chair
Univ. of Mississippi, National Ctr. for Physical Acoustics, 1 Coliseum Dr., University, MS 38677

Chair’s Introduction—2:15

Invited Paper

2:20

3pED1. Fundamental acoustics education and applications. James V. Sanders �Dept. of Phys., Naval Postgrad. School, 833 Dyer Rd.,
Bldg. 232, Monterey, CA 93943�

Teaching acoustics at the graduate level to professional naval officers, who, after graduation, will go back to driving ships, subma-
rines, and airplanes, as well as other professional naval disciplines, offers a unique challenge. The Naval Postgraduate School has been
the home for over 50 years of the textbook, Fundamentals of Acoustics, originally written by Lawrence Kinsler and Austin Frey and
revised in later editions by Alan Coppens and James Sanders. Updating a textbook that is suitable for undergraduate and graduate
students in a multitude of disciplines at civilian institutions and also suitable for use by naval officers interested in underwater acoustics
continues to be most challenging. Solutions to these and other teaching responsibilities in these environments, including long distance
learning, are discussed.

WEDNESDAY AFTERNOON, 28 OCTOBER 2009 RIO GRANDE EAST, 1:00 TO 2:05 P.M.

Session 3pID

Interdisciplinary: Hot Topics in Acoustics

Micheal L. Dent, Chair
SUNY Buffalo, Dept. of Psychology, Buffalo, NY 14260

Chair’s Introduction—1:00

Invited Papers

1:05

3pID1. Biomedical photoacoustics: From sensing to imaging to therapy. Stanislav Emelianov �Dept. of Biomedical Eng., Univ. of
Texas at Austin, Austin, TX 78712�

Photoacoustics is a wonder as the lightning and thunder once were. Indeed, the absorbed short laser light pulses can generate sound.
Utilizing this photoacoustic effect, researchers are now combining photonics with ultrasound technologies, nanoscience, and molecular
biology to develop new approaches in molecular imaging and therapy. In photoacoustic imaging, the tissue is irradiated with non-
ionizing laser pulses. The deep-penetrating photons are preferentially absorbed within the tissue and, through thermoelastic expansion,
the photoacoustic transients are generated. Using acoustic sensors, these photoacoustic waves are then detected at the tissue surface to
assess the strength and distribution of optically induced internal sound sources. Photoacoustic imaging can be seamlessly fused with
ultrasound imaging, taking full advantage of the many synergistic features of these systems. Furthermore, using bioconjugated nano-
particles with high optical absorption, events at the molecular and cellular levels can be visualized. In this presentation, the basic physics
will be described to introduce biomedical photoacoustics. We will then discuss experimental aspects of photoacoustic sensing and im-
aging including ultrasound/photoacoustic hardware, signal and image processing algorithms, etc. Techniques to synthesize molecular
contrast agents will be overviewed. Finally, we will demonstrate and discuss biomedical and clinical applications of the combined
ultrasound and photoacoustic imaging ranging from diagnostics to therapeutics.
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1:25

3pID2. Remote sensing with ambient noise. Peter Gerstoft �Univ. of Califonia San Diego, 9500 Gillman Dr., La Jolla, CA
92093-0238� and Martin Siderius �Portland State Univ., Portland, OR�

Ambient noise is ubiquitous in the ocean. For many years, this noise has been considered the unwanted part of the acoustic signal.
However, recent studies have shown that the noise itself contains valuable information about properties of the ocean, Earth, and
atmosphere. For example, distant storms have been observed using measurements of low-frequency �0.1-Hz� noise that has propagated
through the Earth’s core. Wind speed over the ocean has also been determined hundreds of kilometers away using noise measurements
at coastal observing stations. At higher frequencies, surface wave noise due to breaking waves has been used to image the seabed and
reveal details of the sub-bottom structure. In general, these techniques are based on cross-correlations of noise signals measured at
different locations. These cross-correlations produce an estimate of the Green’s function �impulse response� between the two points
which can be used to characterize the medium. With concerns over the impact of anthropogenic sound on the marine environment it is
not surprising that remote sensing with naturally occurring noise has become a hot topic in acoustical oceanography. Essential compo-
nents of noise processing will be described along with examples illustrating applications. �Work supported by ONR.�

1:45

3pID3. Hot topics in noise. Nancy S. Timmerman �Consultant in Acoust. and Noise Control, 25 Upton St., Boston, MA 02118-1609,
nancy.timmerman@alum.mit.edu�

Noise as a topic is, perhaps, the most politically charged of all areas of acoustics. This paper will review some of the items of current
interest. Recent work in this field includes community noise and vibration from transportation �air and highway� and from sustainable
energy projects, in particular, wind turbines; use of an audibility criterion within the National Parks; and use of the “soundscape” to get
away from the negative connotations of the word “noise.” Codes and standards continuing to be developed include recent criteria for
“green building” �LEED� certification for hospitals and schools. Cost credit can be taken for reduction in energy use resulting from
noise control. Electronic miniaturization has moved recreational “boom box” noise to in-ear monitors, at the possible detriment of the
users. These topics will be addressed as time permits.

WEDNESDAY AFTERNOON, 28 OCTOBER 2009 PECAN, 1:15 TO 3:00 P.M.

Session 3pSA

Structural Acoustics and Vibration: Applications of Structural Acoustics and Vibrations II

Wen L. Li, Chair
Wayne State Univ., Dept. of Mechanical Engineering, 5050 Anthony Wayne Dr., Detroit, MI 39759-8270

Contributed Papers

1:15
3pSA1. Extraction of acoustic signals using blind source separation
method. Na Zhu and Sean Wu �Dept. of Mech. Eng., Wayne State Univ.,
Detroit, MI 48202�

This paper presents the results of acoustic feature extraction using blind
source separation. The objective of this study is to separate individual acous-
tic signals based on measurements of overall signals without knowing the
number of sources, their locations, and how signals are mixed. The only re-
quirements are �1� the acoustic sources are statistically independent, namely,
knowledge of one source gives no information on that of the other, �2� sig-
nals are non-Gaussian, and �3� the number of sources is no more than that of
microphones. Numerical simulations are conducted based on input data col-
lected by four microphones in a free field, and results are obtained using fast
independent component analysis �ICA� in time domain. Different types of
acoustic sources, including human speech, music, impulsive sounds, ma-
chine noise, helicopter sounds, etc., are used. The impacts of microphone
spacing and locations, source locations, signal to noise ratio, sampling rate,
and various methodologies such as maximization of non-Gaussianity, maxi-
mal likelihood estimation, minimization of mutual information, etc., on
separations of individual sources are examined. Results show that different
approaches lead to different levels of success in source separation. In gen-
eral, satisfactory results can be obtained when sources are spatially isolated
and reverberation effects are negligible.

1:30
3pSA2. Spatial correlation in a diffuse field generated by random point
masses. Wonjae Choi, Jim Woodhouse, and Robin Langley �Dept. of Eng.,
Univ. of Cambridge, Trumpington St., Cambridge, CB2 1PZ, United King-
dom, wjc24@cam.ac.uk�

This paper considers spatial correlation in a random subsystem. In sta-
tistical energy analysis, a subsystem is modeled as a diffuse field, which can
be generated by irregular boundaries or scatterers. This paper considers the
case where waves are scattered by irregularities inside the subsystem and the
boundaries remain deterministic. The uncertainties are parametrized by
number and size of random point masses, and the effect on the spatial cor-
relation function between two points in the random subsystem is investi-
gated in the mid-high-frequency range. The scattering effect of one point
mass is introduced with point impedance theory, and then the average effect
along a wave path is derived so that the statistical loss factor is obtained. In
addition, the correlation function is expressed explicitly in terms of a Green
function with the aid of the Lagrange–Rayleigh–Ritz method. In the corre-
lation the first few boundary reflections should be included as a minimum in
order to cover the whole area of the system, which leads to local variation
within the system. The estimation shows good agreement with Monte Carlo
simulation of a random plate.
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1:45
3pSA3. The Nyquist spatial sampling requirement in nearfield
acoustical holography. Richard Dziklinski, III and Sean Wu �Dept. of
Mech. Eng., Wayne State Univ., 5050 Anthony Wayne Dr., Detroit, MI
48202�

Numerical simulations of Fourier acoustics and Helmholtz equation least
squares �HELS� based NAH to visualize incoherent point sources separated
by 6.25 mm are presented. The acoustic pressure measurements are taken
over a 50 � 50 mm2 plane at different stand-off distances under various sig-
nal to noise ratios �SNRs�. The considered source frequencies are well above
9 kHz. For Fourier acoustics based NAH, an 11 � 11 microphone array with
5 mm microphone spacing is used to collect the input data. Results show
that Fourier acoustics based NAH encounters great challenges in locating
these sources as the frequency and stand-off distance increase and SNR de-
creases unless regularization is used. On the other hand, a 5 � 5 microphone
array with 12.5-mm microphone spacing is used for HELS under the same
conditions without regularization. Clearly, the Nyquist spatial sampling re-
quirement is violated in this case. Nevertheless, if the goal is to identify the
locations of discrete airborne sources rather than reconstructing precise
sources amplitudes, HELS can still yield satisfactory results. Results show
that HELS is capable of locating the discrete airborne sources with a high
spatial resolution ��� 2.5 mm� when stand-off distance is 10 mm and SNR
is 10 dB.

2:00
3pSA4. Helmholtz equation least squares based panel contribution
analysis. Sandeep Mylavarapu and Sean Wu �Dept. of Mech. Eng., Wayne
State Univ., Detroit, MI 48202�

This paper presents a methodology for analyzing relative contributions
from individual panels toward the sound pressure field inside a large enclo-
sure, for example, an aircraft cabin, automobile passenger compartment,
etc., due to sound transmission from external acoustic sources, structural vi-
brations, or their combinations. In this approach, the field acoustic pressure
is correlated directly to the normal component of the time-averaged surface
acoustic intensity, which is reconstructed based on acoustic pressures mea-
sured by microphones in the near field of a structure using Helmholtz equa-
tion least squares method. The normal surface acoustic intensities are cal-
culated on individual panels; therefore their relative contributions toward
sound radiation at any field point can be evaluated and ranked. This ap-
proach is advantageous over those based on a reciprocally measured transfer
function �Hald et al., Internoise �2006�; Wolff, Internoise �2007�� in that
panel contributions are done by taking a single set of measurements, and
results are valid for all interior points. To validate this methodology, numeri-
cal simulations are conducted for a spherical enclosure for which the ana-
lytic solutions are readily available. Specific examples of numerical simula-
tions include a dilating spherical and a partially vibrating sphere. Finally,
experimental results using this methodology for a full-size vehicle are
demonstrated.

2:15
3pSA5. Continuous-scan vibrometry technique for broadband vibration
measurements with high spatial detail. Matthew S. Allen �Dept. of Eng.
Phys., Univ. of Wisconsin-Madison, 1500 Eng. Dr., 535 ERB, Madison, WI
53706�

Recent works by the author and others have shown that one can estimate
the mode shapes of a structure with remarkable spatial detail in a short time
by sweeping a laser vibrometer continuously over the surface of the struc-
ture in a periodic fashion. The highly detailed spatial shapes that this method
identifies may aid in locating damage or in understanding mismatch between
an analytical model and the experimental hardware. Previous works have
developed continuous-scan vibrometry methods for transient response mea-
surements and pure sinusoidal excitation. This work treats measurements
from structures excited with a measured, broadband forcing function. The
approach amounts to a non-parametric estimator for the state transition ma-
trix �analogous to the transfer function� of the time-periodic system. The
method is evaluated using simulated measurements from a time-periodic
system and using continuous-scan vibrometer measurements from an air
conditioner condenser fan.

2:30
3pSA6. Boundary layer pressure fluctuation measurements in
transitional and turbulent flow. Thomas A. Galib �NUWC, Newport, RI
02841�

Pressure fluctuations were measured for external flows over an axisym-
metric surface. Measurements were made in laminar, transitional, and tur-
bulent flow using piezoelectric pressure transducers. The entire surface
�including the pressure transducers� was coated with a 1/16-in. thick elas-
tomer, in order to ensure a smooth surface. All measurements of boundary
layer transition were made in an adverse pressure gradient. Results showed
that root-mean-square pressure fluctuation levels during transition were as
much as 15 dB higher than for fully developed turbulent flow. The transi-
tional spectra were dominated by Tollmien-Schlichting waves, and associ-
ated nonlinearities. The spectra of Tollmien-Schlichting waves during am-
plification and subsequent transformation to turbulence are shown
nondimensionally in comparison with Bakewell’s turbulence spectral
density.

2:45
3pSA7. On modeling the intra-model, infinite seawater acoustic
propagation path of undersea vehicles in statistical energy analysis.
Robert M. Koch �Chief Technol. Office, Naval Undersea Warfare Ctr., 1176
Howell St., Newport, RI 02841-1708, robert.m.koch@navy.mil�

Statistical energy analysis �SEA� modeling has been utilized for decades
toward the prediction of both self- and radiated noise behaviors of undersea
vehicles such as submarines, torpedoes, and unmanned underwater vehicles.
Since these vehicles operate in a semi-infinite or infinite seawater environ-
ment, it is difficult in SEA to account for any “intra-model” acoustic propa-
gation through this infinite seawater path. For example, an important source
of undersea vehicle self-noise arises due to acoustic propagation through the
seawater environment from the vehicle’s aft propulsion system to the vehi-
cle’s nose where the array is oftentimes located. To date, there has been no
standard method published in the literature for how to accurately handle this
important acoustic propagation path in SEA. The present paper investigates
and compares several approaches that have been employed for properly ac-
counting for aft-to-forward acoustic propagation through this infinite seawa-
ter environment path both for fully-wetted and supercavitating, high-speed
undersea vehicle SEA models. A new hybrid method employing both finite
acoustic volume and semi-infinite SEA acoustic elements has recently
shown promise and is presented for discussion.
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WEDNESDAY AFTERNOON, 28 OCTOBER 2009 BOWIE �LOSOYA CENTER�, 1:30 TO 2:30 P.M.

Session 3pSC

Speech Communication: Fluid-Structure Interaction in Voice Production: Experiments and Modeling II
(Poster Session)

Zhaoyan Zhang, Chair
UCLA School of Medicine, 31-24 Rehabilitation Center, 1000 Veteran Ave., Los Angeles, CA 90095-1794

Contributed Papers

All posters will be on display and all authors will be at their posters from 1:30 p.m. to 2:30 p.m.

1:30

3pSC1. Fully-coupled fluid-structure interaction simulation of vocal
folds. Lucy Zhang, Xingshi Wang �MANE, RPI, JEC 2049-110 8th St.,
Troy, NY 12180, zhanglucy@rpi.edu�, and Michael Krane �ARL, Penn
State, State College, PA 16804-0030�

In this talk, the human vocal folds are modeled and simulated using a
fully-coupled fluid-structure interaction method. This numerical approach is
efficient in simulating fluid and deformable structure interactions. The two
domains are fully coupled using an interpolation scheme without expensive
mesh updating or re-meshing. The method has been validated through rig-
orous convergence and accuracy tests. The response of the fluid affects the
elastic structure deformation and vice versa. The goal of this study is to uti-
lize this numerical tool to examine the entire fluid-structure system and pre-
dict the motion and vocal folds by providing constant inlet and outlet
pressures. The input parameters and material properties, i.e., elastic and den-
sity of the vocal folds used in the model, are physiological. In our numerical
results, the glottal jet can be clearly identified; the corresponding pressure
field distribution and velocity field are presented.

3pSC2. Viscoelastic properties of phonosurgical biomaterials at
phonatory frequencies. Miwako Kimura, Ted Mau �Otolaryngol.-Head and
Neck Surgery, Univ. of Texas Southwestern Medical Ctr., Dallas, TX
75390�, and Roger W. Chan �Univ. of Texas Southwestern Medical Ctr.,
Dallas, TX 75390�

The purpose of this study was to compare the functional biomechanical
properties of injectable biomaterials commonly used for vocal fold
augmentation. Viscoelastic shear properties of cross-linked hyaluronic acid
�HA� gel �Juvederm�, micronized Alloderm �Cymetra�, and atelocollagen
�3% bovine non-cross-linked collagen� were determined at phonatory fre-
quencies and compared to those of the human vocal fold cover �n�13�. The
elastic and viscous shear moduli �G� and G�� of all samples were quantified
with a linear, controlled-strain simple-shear rheometer as functions of fre-
quency, up to the phonatory range �1–250 Hz�. Statistical analysis was per-
formed with one-way analysis of variance and Tukey’s tests. Results showed
that the injectable materials tested were generally stiffer and more viscous
than the vocal fold cover. Significant differences in the viscoelastic func-
tions were observed between micronized Alloderm and the vocal fold cover
at some phonatory frequencies. Cross-linked HA and atelocollagen were
found to be the closest rheological match to the vocal fold cover. These find-
ings have implications for the functional biomechanical performance of
these biomaterials for facilitating vocal fold vibration. �Work supported by
NIH.�

3pSC3. High-precision frequency analysis of vocal acoustic spectra. Sam
Matteson and Fang-Ling Lu �Dept. of Phys., Univ. of North Texas, 1155
Union Circle #311427, Denton, TX 76203-5017, samuel.matteson@unt.edu�

Earlier work by the authors has demonstrated that the primary overtone
series of control subjects is remarkably harmonic; that is, the overtones are
very nearly integral ratios of the fundamental. Individuals experiencing dys-
phonia of various kinds exhibited inharmonicities greater than 10 ¢,
however. The current work extends the preliminary investigation and exam-
ines the origin of other non-harmonic peaks in high-precision acoustic spec-

tra of both control subjects and those complaining of vocal problems. The
authors interpret the non-harmonic peaks in terms of the mechanics of the
vocal fold-air stream interaction and comment on the potential of these fea-
tures for diagnosis of pathology.

3pSC4. Frequency response of synthetic vocal fold models with linear
and nonlinear material properties. Stephanie Shaw �Dept. of Commun.
Disord., Brigham Young Univ., Provo, UT 84602,
stephanie.m.shaw@hotmail.com�, Simeon Smith, and Scott L. Thomson
�Brigham Young Univ., Provo, UT 84602�

Previous studies have shown the importance of cricothyroid muscle ac-
tivation in altering fundamental frequency of the human voice. Other studies
have explored the nonlinear stress-strain properties of human vocal fold tis-
sue and shown that this also influences vibration frequency. Synthetic mod-
els have been and are currently being used to characterize behavior of the
human vocal folds. To date, the models have used materials with essentially
linear stress-strain properties. The purpose of this research study was to in-
vestigate the frequency response of synthetic models fabricated with linear
and nonlinear materials as a function of anterior-posterior stretching �as in
cricothyroid muscle activation�. Methods are described for fabrication of
both materially-linear and nonlinear vocal fold models. The mechanism for
applying anterior-posterior stretching is described. Onset pressure and fun-
damental frequency data are given for linear and nonlinear models at 1-mm
stretch �about 6% strain� intervals up to 10 mm �about 60% strain�. Tensile
test results show stress-strain properties for both models, and data are com-
pared with similar tests performed using excised human vocal folds. �Work
supported by NIH.�

3pSC5. Characterization of acoustic behavior when prandial material is
present in the larynx. Shanmugam Murugappan �Dept. of Otolaryngol.,
Univ. of Cincinnati, 231 Albert Sabin Way, MSB#6308, Cincinnati, OH
45267, mugam@uc.edu�, Suzanne Boyce, Sid Khosla, Lisa Kelchner, and
Ephraim Gutmark �Univ. of Cincinnati, Cincinnati, OH 45267-0528�

A perceptible change in phonation characteristics after a swallow has
long been considered evidence that food and/or drink material has entered
the laryngeal vestibule and is on the surface of the vocal folds as they
vibrate. In this paper, we investigate the acoustic characteristics of phona-
tion when liquid material is present on the vocal folds, using in vitro excised
porcine larynges as a model. Two liquids of different Varibar viscosity
�nectar and honey� were studied at constant volume. The presence of mate-
rial on the folds during phonation was generally found to suppress the
higher-frequency harmonics and generate intermittent additional frequencies
in the low and high ends of the acoustic spectrum, with differences propor-
tional to viscosity. Perturbation measures showed a higher percentage of jit-
ter and shimmer when liquid material was present on the folds during pho-
nation but they were unable to differentiate statistically between the two
fluid conditions. The finite correlation dimension and positive Lyapunov ex-
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ponent measures indicated that the presence of material on the vocal folds
excited a chaotic system. Further, these measures were able to differentiate
the two fluid conditions.

3pSC6. Characterization of the airflow through a scaled physical vocal
fold model with a unilateral polyp. Angela C. Seawright �Weldon School
of Biomedical Eng., Purdue Univ., 206 S. Martin Jischke Dr., West Lafay-
ette, IN 47907, aseawrig@purdue.edu�, Byron D. Erath �Purdue Univ., West
Lafayette, IN 47907�, and Michael W. Plesniak �The George Washington
Univ., Washington, DC 20052�

The formation of vocal fold polyps, caused by trauma, interferes with
normal speech, causing hoarseness or breathiness during phonation. The ob-
jective of this study is to investigate the disruption of the glottal flow field

due to the presence of a unilateral vocal fold polyp. An ellipsoidal polyp was
molded using silicone and incorporated onto the right medial surface of a
driven, 7.5 times physiological size vocal fold model. Particle image veloci-
metry was used to observe the air flow through the vocal folds along a coro-
nal section at discrete phases of the phonatory cycle. Air flow was scaled to
match physiological values of Reynolds, Strouhal, and Euler numbers. Data
were acquired in planes bisecting the polyp and others offset anterior and
posterior to the center of the polyp, in order to ascertain any three-
dimensionality of the disrupted flow. The resulting velocity measurements
and transglottal pressure drops were compared to previous results from nor-
mal vocal fold motion. Differences in flow characteristics indicating a
change in the phonatory capacity of patients with polyps are reported. �Work
funded by NSF Grant No. CBET-0828903.�
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WEDNESDAY AFTERNOON, 28 OCTOBER REGENCY WEST, 3:30 TO 5:00 P.M.

Plenary Session and Awards Ceremony

Whitlow W.L. Au, Chair
President, Acoustical Society of America

Presentation of Certificates to New Fellows

David L. Adams Patrick J. Loughlin
Michael A. Averkiou David A. Mann
Constantin C. Coussios David K. Mellinger
Diane Dalecki Ralph T. Muehleisen
Mostafa Fatemi Susan N. Nittrouer
Kullervo H. Hynynen Dennis A. Paoletti
Michael F. Insana Kevin B. Smith
Boris G. Katsnelson Andrew J. Szeri
Robert G. Leisure Shin-ichiro Umemura
Philipos C. Loizou Oleg A. Sapozhnikov

Announcement of the 2009 Munk Award
granted jointly by The Oceanography Society, the Office of Naval

Research, and the Office of the Oceanographer of the Navy
to James F. Lynch

Presentation of Acoustical Society Awards

Science Writing Award in Acoustics for Journalists to Rachel Ehrenberg
“Stranded: A Whale of a Mystery” in Science News, July 2008

Science Writing Award for Professionals in Acoustics to Ingo R. Titze
“The Human Instrument” in Scientific American, January 2008

Rossing Prize in Acoustics Education to James V. Sanders

Silver Medal in Acoustical Oceanography to Robert C. Spindel

Silver Medal in Noise to Michael R. Stinson

2258 2258J. Acoust. Soc. Am., Vol. 126, No. 4, Pt. 2, October 2009 158th Meeting: Acoustical Society of America



ACOUSTICAL SOCIETY OF AMERICA

Silver Medal in

Acoustical Oceanography

Robert C. Spindel

2009

The Silver Medal is presented to individuals, without age limitation, for contributions to the advancement of science,
engineering, or human welfare through the application of acoustic principles, or through research accomplishment in
acoustics.

PREVIOUS RECIPIENTS
Clarence S. Clay 1993
Herman Medwin 1997
D. Vance Holliday 2004
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CITATION FOR ROBERT C. SPINDEL
. . . for implementation of ocean acoustic tomography and basin scale acoustic thermom-
etry

SAN ANTONIO, TEXAS • 28 OCTOBER 2009
The first qualities one encounters in Bob Spindel are his intensity, enthusiasm, and

drive. Bob is one of those rare people who can power projects, laboratories, meetings,
experiments, and even social gatherings by sheer force of personality. People want to
work with Bob because it is immediately evident that he will make good things happen.
If I had to pick one word to epitomize Bob Spindel, I would have to go with “leader.”

Bob is also one of the savviest, sea-going, ocean acoustic experimentalists this country
has produced. Formally trained by Peter Schultheiss at Yale as a signal processor, Bob
combined his academic background with his “hobbies” to master the experimental art.
Specifically, Bob is an avid car mechanic �rebuilding sports cars�, a devoted ham radio
operator, a diver, and recently he has taken on watercolors.

Bob’s accent, easy-going brashness, curiosity, and humorous cynicism mark him im-
mediately as a New Yorker. Born in New York City, and educated in its public schools,
Bob took advantage of the best that New York had to offer educationally, graduating in
1965 from The Cooper Union with a degree in Electrical Engineering. Always having a
desire to see far-away places, Bob then trekked all the way to New Haven, Connecticut
for graduate work, eventually earning his Ph.D. in 1971 in Electrical Engineering, study-
ing ocean acoustic scattering.

George Veronis, an oceanographer who was on Bob’s Ph.D. committee, suggested that
a postdoc at the Woods Hole Oceanographic Institution �WHOI� would be an interesting
beginning to his professional career, so Bob moved to WHOI, where he would spend the
next sixteen years. He initially worked on scattering from nekton, long range sonar and
the acoustic detection of microearthquakes on the mid-Atlantic Ridge. The latter involved
developing a new mode of operation for the navigation system of deep submersible Alvin,
and would prove to be germane to Bob’s long term concentrations–long range acoustic
propagation, ocean acoustic tomography, and ocean thermometry.

Woods Hole quickly recognized the exceptional young talent it had attracted in Bob,
and appointed him to the scientific staff in the newly formed Ocean Engineering Depart-
ment in 1972. By 1982, Bob had climbed through the ranks to Senior Scientist and
Department Chairman. As a young scientist at WHOI, Bob worked extensively on long
range acoustic propagation and positioning and navigation systems, often in close col-
laboration with Bob Porter. During that time, Bob invented a Doppler navigation system
that he was quite proud of, and used it to make synthetic aperture arrays from drifting
receivers. Interestingly, all these ocean acoustics skills were just the ingredients needed
for the experimental implementation of a new technology, “ocean acoustic tomography,”
that was conceived in the mid-1970’s by Walter Munk of the Scripps Institution of
Oceanography and Carl Wunsch of the Massachusetts Institute of Technology. As fate
would have it, Walter Munk’s senior engineer at Scripps had just retired, and he was
looking for an inventive ocean engineer who could help him implement this scheme. Bob
was asked to participate, and a collaboration that has lasted decades, and is still strong
today, was begun.

The ocean acoustic “cat-scan” developed by Munk and Wunsch, was a grand chal-
lenge to realize, absolutely pushing the state of the art in the late 1970’s, when the young
Robert Spindel led the experimental efforts in the first tomography demonstration experi-
ments. As we know, the early experiments went well, with a huge part of their success
due to Bob being in charge of the instrumentation and mooring efforts. About a decade
after the initial demonstrations �late 1980’s�, and then knowing that ocean tomography
basically did work, Bob participated in two other major tomography efforts, the Green-
land Sea tomography experiment and the moving ship tomography demonstration. Again,
both projects worked well, producing very nice images of deep convection and North
Atlantic oceanography.

Bob moved to Seattle in 1987 to direct the Applied Physics Laboratory �APL� of the
University of Washington. Shortly thereafter, in the early 1990’s, tomography was ex-
tended from its original conception as an ocean mesoscale imaging tool to a climate
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related usage as a large scale ocean thermometer. In addition to his responsibilities as the
Director of APL, Bob was a key player in the ATOC experiment �Acoustic Thermometry
of Ocean Climate�, and its predecessor, the Heard Island Feasibility Test. ATOC suc-
ceeded technically, in spite of the fact that the scope of the experiment was severely
reduced by concerns about its possible impact on marine mammals. Though tomography
is probably what Bob is best known for, his work over the decades has also included
many other topics. Bob has published in array and antenna theory, acoustic propagation
through a random medium, the use of the “waveguide invariant,” instrument, sensor, and
platform development, information technology, shallow water acoustics, and Navy appli-
cations of acoustics.

As a last category of “career information,” I would mention Bob’s previous honors.
Bob received the A.B. Wood Medal from the Institute of Acoustics �UK� in 1981, the
Gano Dunn Medal from his undergraduate school �The Cooper Union� in 1988, the
Institute of Electrical and Electronics Engineers Oceanic Engineering Society Distin-
guished Technical Achievement Award in 1990, the Walter Munk Award from the Ocean-
ography Society in 2001, and the US Navy Meritorious Civilian Service Award in 2003.

I am enormously pleased to see Bob Spindel be awarded the Silver Medal for Acous-
tical Oceanography, and be honored by the Acoustical Society as a whole. Bob has given
much to all of us, on both a technical, societal, and personal level, and it is very grati-
fying to see his contribution acknowledged in this manner.

JAMES F. LYNCH
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ACOUSTICAL SOCIETY OF AMERICA

Silver Medal in

Noise

Michael R. Stinson

2009

The Silver Medal is presented to individuals, without age limitation, for contributions to the advancement of science,
engineering, or human welfare through the application of acoustic principles, or through research accomplishment in
acoustics.

PREVIOUS RECIPIENTS

Harvey H. Hubbard 1978
Henning E. von Gierke 1981
William W. Lang 1984
Tony F. W. Embleton 1986
William J. Galloway 1988

George C. Mailing, Jr. 1992
Kenneth M. Eldred 1994
Larry H. Royster 1999
Louis C. Sutherland 2002
Alan M. Marsh 2006
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CITATION FOR MICHAEL R. STINSON
. . . for contributions to outdoor sound propagation, acoustical materials, and ear canal
acoustics.

SAN ANTONIO, TEXAS • 28 OCTOBER 2009
Michael R. Stinson is recognized for his contributions to modeling the ear canal, the

acoustics of porous materials, outdoor sound propagation, beamforming in reverberant
environments and on diffracting surfaces, and, more recently, hearing aid feedback.

Mike received B.Sc. and M.Sc. degrees in physics from Simon Fraser University,
British Columbia, in 1971 and 1973, respectively, and a Ph.D. in physics from Queen’s
University in 1979. He joined the Acoustics Section of the National Research Council
�NRC� that same year where he served as Group Leader for the Acoustics & Signal
Processing group of the Institute for Microstructural Sciences �IMS� from 2000 to 2009.
He currently holds the title of Researcher Emeritus with IMS.

During Mike’s initial years at NRC, he was the first to seriously consider the role of
the complex vibratory pattern of the tympanic membrane �eardrum�, as well as the angle
of inclination in the ear canal, on sound power transmission. Important as this is, he is
perhaps best known in the field of hearing for his work with Shyam Khanna of Columbia
University on ear canal acoustics. Mike’s research clearly showed how the sound pres-
sure varies along the length of the ear canal and how this information can be used to
estimate the acoustic input to the ear. In this fundamental series of publications, Mike
applied relatively simple concepts from linear acoustics to the rather complex geometry
of the ear to develop methods for carefully measuring the sound power input to the ear.
These contributions are indeed fundamental and have clearly advanced research in hear-
ing. Techniques based on Mike’s work, or a closely related Thevenin equivalent ap-
proach, are still widely used.

Mike also took an interest in modeling the acoustical behavior of sound tubes, con-
strictions, resistances, and cavities. His published research results led to the design of
some very successful telephony products that are still widely manufactured and still
represent the best performance available. Mike’s interest then shifted to the study of
porous acoustical materials, for which he collaborated with Yvan Champoux of the Uni-
versité de Sherbrooke. This research involved theoretically modeling and performing
experiments with pores of arbitrary shapes. New apparatus was developed to measure the
flow resistance, porosity, and tortuosity of porous materials. Prior to this effort, research-
ers had considered mostly idealized models with slit or circular cylindrical pores. Mike’s
work helped the community to better understand the role of arbitrary pore shapes and
other realistic aspects of porous materials. In particular, his contributions showed the
approximations inherent in theories for the acoustical properties of porous media based
on pore microstructures and the general relationship between the formulations for viscous
and thermal effects.

Beginning in the early 1990’s Mike and his colleagues at the National Research
Council performed particularly innovative research on impedance of ground surfaces,
scattering of sound by atmospheric turbulence, and amplification of sound by surface
waves. The research on scattering dealt with coherence of signals in refractive shadow
zones across broad frequency ranges. This work went well beyond the classical, line-of-
sight scattering theory prevailing at the time, and in the process exhibited remarkable
insight into the issues affecting performance of systems for locating outdoor sound
sources. The research performed by Mike and his NRC colleagues on surface-wave
amplification generated strong interest in the international scientific and defense research
communities.

More recently, Mike has returned to hearing research, working with Gilles Daigle to
examine performance targets for reducing hearing aid feedback. This research included
numerical simulation to determine the effect of handset proximity on the open-loop
transfer function and an examination of techniques, such as introducing surface acoustic
admittance to the handset, which might reduce the feedback threshold. The research was
further expanded to model and measure the sound field in model ear canals occluded by
a hearing aid. The measurements led the development of a probe microphone tip having
an inner diameter of 0.1 mm and an outer diameter of 0.2 mm!
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Mike has been very active in a wide variety of roles for the ASA and other acoustical
organizations. He has been chair of the Technical Committee on Noise �2003-2006�,
Associate Editor of the Journal of the Acoustical Society of America for Noise and its
Effects and Control �1997-2002�, Technical Program Chair of the Ottawa meeting in
1993, member of the Medals and Awards Committee �2000-2003� and of the Publication
Policy Committee �1993-2001�. Mike continues to serve as Associate Editor for the
Journal of the Acoustical Society of America Express Letters. He was elected Member of
the Executive Council �2007-2010� and is the chair of the joint meeting of the Interna-
tional Congress on Acoustics, the Spring 2013 meeting of the Acoustical Society of
America, and the Spring 2013 meeting of the Canadian Acoustical Association to be held
in Montreal. He also serves as a member of the Board of the International Commission
for Acoustics �2007-2010�.

Mike Stinson is a soft-spoken leader in the field of acoustics who has repeatedly
demonstrated tremendous technical prowess and a commitment to advancing knowledge
and its application. He always exhibits a high level of scientific integrity, and has a
selfless record of service, collegiality, and mentoring that is greatly admired by those who
have had the privilege to work with him. Mike is an ambassador for the field and an
extremely meritorious choice for the Silver Medal in Noise.

GILLES A. DAIGLE
D. KEITH WILSON
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WEDNESDAY EVENING, 28 OCTOBER 2009 7:30 P.M. TO 9:30 P.M.

Open Meetings of Technical Committees

The Technical Committees of the Acoustical Society of America will hold open meetings on Tuesday, Wednesday, and Thursday
evenings. On Tuesday and Thursday the meetings will be held starting immediately after the Social Hours at 7:30 p.m. On Wednesday,
one technical committee will meet at 7:30 p.m.

These are working, collegial meetings. Much of the work of the Society is accomplished by actions that originate and are taken in these
meetings including proposals for special sessions, workshops and technical initiatives. All meeting participants are cordially invited to
attend these meetings and to participate actively in the discussions.

The Technical Committee on Signal Processing in Acoustics will meet tonight in Rio Grande West.
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THURSDAY MORNING, 29 OCTOBER 2009 REGENCY EAST 3, 9:00 TO 9:55 A.M.

Session 4aAAa

Architectural Acoustics: The Technical Committee on Architectural Acoustics Vern O. Knudsen
Distinguished Lecture

David S. Woolworth, Chair
Oxford Acoustics, Inc., 356 CR 102, Oxford, MS 38655

Chair’s Introduction—9:00

Invited Paper

9:05

4aAAa1. Applying Lindsay’s acoustical wheel to architectural acoustics. Richard Talaske �Sound Thinking, 1033 South Boulevard,
Oak Park, IL 60302, rick@talaske.com�

The acoustic design of performance spaces has advanced over the decades due to the influence of many acoustics disciplines. Psy-
chological acoustics research has helped establish criteria, allowing acousticians to fashion designs which satisfy listeners. Speech per-
ception has advanced within drama spaces, thereby offering more artistic freedom. Structural acoustics and vibration methods have
helped facilitate on-stage communication via tactile vibration. The effects of noise on the live event have become better understood,
leading to a more satisfying performance experience. And audio systems have been developed, both indoors and outdoors, to embellish
architecturally created sound environments. This discussion on architectural acoustics recognizes this confluence of diverse perspectives
on acoustics and describes how a broad knowledge base has been channeled into the design of performance facilities for the benefit of
patrons and performers alike. The evolution of the design of performance and assembly spaces will be discussed from the perspectives
of acoustics, function, and aesthetics. The historical influences of society and technology will be presented as the basis to suggest a
glimpse of what performance spaces might be like in the future.

THURSDAY MORNING, 29 OCTOBER 2009 REGENCY EAST 3, 10:20 TO 11:45 A.M.

Session 4aAAb

Architectural Acoustics, Noise, and Structural Acoustics and Vibration: Seismic Restraint, Structural Issues,
and Building Acoustics

Matthew V. Golden, Chair
Kinetics Noise Control, 6300 Irelan Place, Dublin, OH 43017-0655

Chair’s Introduction—10:20

Invited Papers

10:25

4aAAb1. Large building isolation with seismic restraint. James Phillips �Wilson, Ihrig & Assoc., Inc., 5776 Broadway, Oakland, CA
94618�

Isolating a large building such as a concert hall or multi-story condominium necessarily requires structurally separating the isolated
building from the foundation. The structural support is then provided by resilient bearings which must properly support the building
gravity load and provide seismic restraint and structural stability. The best acoustical results are achieved with natural rubber bearings
sized to support the gravity load at columns and loadbearing walls. Lateral support for wind and seismic loads is then achieved, without
compromising the isolation, through the installation of lateral support bearings in equal and opposite pairs in both directions. The lateral
loads are transmitted to the columns or loadbearing walls via the structural floor above the bearings functioning as a transfer slab. The
equal and opposite preloaded pair concept for lateral restraint was developed to achieve an assembly with the bearings always in com-
pression regardless of load or deflection. This avoids any need for embedded plates or bolts which could cause tension in the concrete
structural elements. The history of the development of the preloaded lateral restraint rubber bearing concept is presented along with
examples of successful application to concert halls and other structures.
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10:45

4aAAb2. The impact of structural design decisions on building acoustics. Scott D. Campbell �Structural Anal. Consulting Group,
P.O. Box 91364, Louisville, KY 40291, scott@str-analysis.com�

Choices made by the architect and structural engineer at all phases of the design process affect the acoustic and vibration charac-
teristics of a building. The basic structural system locks into place acoustic and vibration properties that are very difficult to change after
the fact. Even when a favorable structural system is selected, details such as floor slab design and connection type can adversely affect
the acoustic and vibration performance. Current trends toward less expensive structural systems, and hence lighter and more flexible
systems, reduce the ability of a building to resist transmission of sound and vibration. In addition, failure to involve an acoustic or
vibration consultant early in the process makes it much harder to correct these problems. All of these issues are compounded when the
building is located in a high seismic or wind area. The special design requirements are often at odds with proper acoustic and vibration
design. This paper will explore the impact of typical structural design options on the acoustic and vibration properties of buildings, and
discuss some of the remedies available for mitigating the impact.

11:05

4aAAb3. Acoustical performance of wall assemblies containing wood structural elements. John LoVerde and Wayland Dong
�Veneklasen Assoc., 1711 16th St., Santa Monica, CA 90404, jloverde@veneklasen.com�

There has been little historical research within the acoustical community regarding the sound isolation properties of wall assemblies
that include structural elements. On most buildings, many of the wall assemblies, including exterior walls, demising walls, and corridor
walls, require wood shear panels and/or posts to be incorporated into their design for structural reasons. However, most common acous-
tical designs have not been acoustically tested with the presence of wood structural elements. Acoustical test results for such wall
assemblies are presented. Since a conventional approach is to assume that a plywood shear panel performs similarly to a layer of
gypsum board, the walls including a wood shear panel will be compared to equivalent assemblies where that layer is gypsum board.
Additionally, field acoustical test results for walls including shear panels shall also be presented and compared with the laboratory tests,
and translation of laboratory to field acoustical performance for these constructions will be discussed.

11:25

4aAAb4. Best practice for applying seismic restraint to vibration isolated equipment. James N. Pooler �Kinetics Noise Control,
6300 Irelan Plc, Dublin, OH 43017, jpooler@kineticsnoise.com�

In many areas of the county and throughout the world, seismic restraint is required for mechanical equipment per local building
codes and The International Building Code. If seismic restraint is not properly designed or properly installed, vibration isolation effi-
ciency could be affected. Properly designed seismic restraint systems allow for vibration isolation while effectively transmitting the
seismic loads into the building structure. This presentation will also use case studies to review the issues and solutions for applying
seismic restraint to vibration isolated mechanical equipment.

THURSDAY MORNING, 29 OCTOBER 2009 RIO GRANDE WEST, 8:00 A.M. TO 12:00 NOON

Session 4aAB

Animal Bioacoustics: Natural Soundscapes and Auditory Scene Analysis by Animals I: Natural Soundscapes

Rama Ratnam, Chair
Univ. of Texas at San Antonio, Biology Dept., One UTSA Cir., San Antonio, TX 78249

Chair’s Introduction—8:00

Invited Papers

8:05

4aAB1. The soundscape of a nearshore reef near an urban center. Whitlow W. L. Au and Michael Richlen �Hawaii Inst. of Marine
Biology, Univ. of Hawaii, 46-007 Lilipuna Rd., Kaneohe, HI 06744�

An acoustic monitoring system in the nearshore waters of the south shore of Oahu is a part of the Kilo Nalu nearshore coral reef
observatory �http://www.soest.hawaii.edu/OE/kilonalu/�. The underwater housing containing the hydrophone, amplifier-filter, A/D con-
verter, and an ethernet converter is located 690 m from shore at a depth of 22 m. Acoustic signals are digitized at a rate of 24 kHz, and
sent to shore on a fiber optic link to a laptop computer and are stored on a disk drive. Snapping shrimp sounds are the most prevalent
biological signals and are always present. Other sounds from biological organisms include humpback whales �during their winter season
in Hawaii�, fish, and dolphins. However, the soundscape during daylight hours is dominated by small boat sounds as a variety of vessels
are regularly detected and the signal levels from these boats are considerable higher than the biological sounds. Only humpback whale
songs have the chance of being detected in the presence of boat sounds, whereas other biological sounds tend to be overwhelmed.
During the day, sounds from other biological organisms can only detected between boat sounds. Boat sounds usually stop after dusk
providing the best environment for detecting biological sounds.
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8:25

4aAB2. Bird hearing and communication in natural environments. Robert J. Dooling �Dept. of Psych., Univ. of Maryland, College
Park, MD 20742�

A soundscape, taken from human work, generally refers to the complex of sounds that are integral to and formed by a particular
natural environment. Some of this sound is from abiotic sources �e.g., wind, streams, various anthropogenic sources, etc.� while some
of this sound may come from conspecifics or other animals. In nature, all sound reaching an animal’s ears, whether from biotic or abiotic
sources, is shaped by this natural environment. Noise, sound distortion, and frequency-dependent attenuation can increase detection
thresholds and interfere with discrimination, recognition, and localization of sound sources. Signals degraded by travel through the
environment and/or affected by masking can in turn adversely affect critical behaviors such as mate attraction, territorial defense,
parent-offspring communication, predator avoidance, and prey detection. Using laboratory psychophysical data from several species of
birds, some interactions among these factors and the implications for communication in a noisy environment are described. Species
differences in auditory sensitivity and the characteristics of the environment are major factors in predicting whether a given soundscape
limits communication between birds or interferes with detection of other biologically important sounds. �Work supported by NIH grant
to R.J.D.�

8:45

4aAB3. Characterizing variation in natural acoustical environments and assessing the consequences of this variation for animal
perception and communication. Kurt M. Fristrup �Natl. Park Service, Natural Sounds Program, 1201 Oakridge Dr., Ste. 100, Fort
Collins, CO 80525�

Ambient sound levels present fundamental constraints for auditory perception. An extensive archive of sound level data, 1-s Leq
values in 1/3 octave bands, has been collected by the National Park Service to assess conditions across a wide variety of park units and
environmental settings. Exceedance values for these data offer one approach to assessing variation, but this ignores the temporal se-
quence of the measurements. In what sense are sound level patterns “stationary”? This presentation will evaluate several measures of
temporal variation in sound levels and evaluate the results in relation to the diel schedule and behavioral tempo of animal activities.

9:05

4aAB4. Non-random patterns of acoustic interactions in chorusing bullfrogs. Andrea M. Simmons, Mary E. Bates, and Jeffrey
Knowles �Dept. of Psych., Brown Univ., Providence, RI 02912, andrea_simmons@brown.edu�

Male bullfrogs form choruses to vocally advertise for females and to announce territory occupation to rival males. In dense choruses,
calls of individual males may temporally overlap due to the large numbers of vocalizing neighbors. Overlapping calls may be a delib-
erate communicative strategy, perhaps to form a more salient auditory object in order to effectively guide females to a particular location
within the chorus. We used a custom-written MATLAB program to simulate the proportions of overlapping and nonoverlapping calls in
five mock choruses, and then compared model output to empirical data from natural choruses of equal size. The simulation assumed that
each bullfrog called independently of his neighbors according to a Poisson process so that overlapping calls occur randomly rather than
through cooperation. In four of the five empirical recordings, the number of overlapping calls was significantly smaller than the averages
produced by corresponding simulations, indicating that more males vocalized together in bouts than predicted by the random simulation.
Empirical and simulated data also differed significantly in the remaining chorus, but in the opposite direction. These data suggest that
overlapping calls may confer some communicative advantage. �Work supported by NSF Advance program.�

9:25

4aAB5. Dynamical interactions in a green treefrog chorus. Douglas L. Jones �Dept. of Elec. & Comput. Eng., Univ. of Illinois at
Urbana-Champaign, 1308 W. Main St., Urbana, IL 61801�, Russell L. Jones �Univ. of Illinois at Urbana-Champiagn, Urbana, IL 61801�,
and Rama Ratnam �Univ. of Texas at San Antonio, San Antonio, TX 78249�

In southeast Texas male green treefrogs �Hyla cinerea� assemble in dense choruses and call for several hours every night to attract
females. The call is a short “quank” lasting about a 100 ms, with a variable call interval of about 400 ms. Individuals call from dense
vegetation surrounding the breeding area, occupying positions that range in elevation from water level to several meters above the
ground. The high call-rate and duty cycle combined with their three-dimensional spatial distribution present challenging problems for
signalers and receivers and for human observers. It is qualitatively apparent that within a large natural chorus, individuals dynamically
adjust their calling to avoid overlap with other callers. However, the dynamical interactions and calling strategies have not been
quantified. Here, a 15-microphone array was deployed within the breeding site in the vicinity of one group of callers, and the locations
and call patterns of individuals were extracted by acoustic beamforming. The results show that an individual pays attention to only a few
of the neighboring males and times his calls to avoid call collision. When a collision occurs one of the individuals will delay the
subsequent call by approximately half a call interval to avoid further collision.

9:45

4aAB6. A glimpse of the world through the voice of the echolocating bat. Cynthia Moss �Dept. of Psych., Inst. for Systems Res.,
Univ. of Maryland, College Park, MD 20742�, Chen Chiu �Univ. of Maryland, College Park, MD 20742�, and Annemarie Surlykke
�Univ. of Southern Denmark, 5230 Odense, Denmark�

Bats echolocating in the natural environment face the formidable task of sorting echoes from closely spaced obstacles and prey,
which may be mixed with sonar signals of nearby conspecifics. This talk will review behavioral strategies used by the big brown bat,
Eptesicus fuscus, to solve such auditory scene analysis tasks. The sonar beam emission pattern of the big brown bat is directional, but
broad enough to collect echo information from objects within a 60–90 deg cone, which would enable simultaneous inspection of ad-
jacent objects. Data show, however, that bats shift their sonar gaze to inspect closely spaced objects sequentially and analyze sounds
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source direction and distance to track auditory objects as they fly. When bats forage in groups, they face the challenge of sorting echoes
from their own calls from echoes and calls of neighboring bats. Research findings demonstrate that bats make adjustments in the spectral
characteristics of calls when flying with conspecifics, and the magnitude of these changes depend on the baseline similarity of calls
produced by individual bats when flying alone. These recent discoveries from studies of bat echolocation point to the general importance
of an animal’s action to its analysis of natural scenes.

10:05—10:20 Break

10:20

4aAB7. Bats control the auditory scene by adapting intensity and directionality of echolocation calls. Annemarie Surlykke, Lasse
Jakobsen, Signe Brinkloev �Inst. Biology, SDU Univ. Southern Denmark, Odense, DK-5230 Denmark�, and Cynthia Moss �Univ. of
Maryland, College Park, MD 20742�

Echolocating bats emit short high-frequency calls and use returning echoes to determine direction, distance, and features of objects
in the environment. Thus, echolocation is an active orientation system allowing bats to operate with little or no light. In open areas in
the wild, bats emit very high intensity search calls of high directionality to increase the range of the sonar. In cluttered habitats �or the
laboratory� not only the prey but also vegetation and other obstacles will reflect a fusion of many echoes for each emitted echolocation
call. In cluttered habitats, the intensity is lower and the beam is wider to shorten and broaden the angle of view, while the beam axis is
still focused very accurately on the target. Thus, by adjusting intensity, directionality, and beam aim of their calls, bats can actively filter
and control the “sound-picture” of their surroundings that they perceive through echolocation.

10:40

4aAB8. Defocusing of echo-delay images for clutter rejection in echolocating bats. Mary E. Bates �Dept. of Psych., Brown Univ.,
Box 1853, 89 Waterman St., Providence, RI 02912� and James A. Simmons �Brown Univ., Providence, RI 02912�

Echolocating big brown bats emit ultrasonic FM sounds containing two prominent harmonics �FM1 and FM2� and perceive target
distance from echo delay. Each broadcast and its echoes are processed by time-domain mechanisms incorporating neuronal delay-lines
for spectrogram correlation. Pulse-to-pulse variability requires the bat to store a template of the FM sweeps in each broadcast to rec-
ognize its exact echoes. Ordinarily, gradations of mismatch, or decorrelation, between echoes and broadcasts would lead to a corre-
spondingly graded decline in delay accuracy. However, when the relation between FM1 and FM2 is gradually disrupted, bats abruptly
lose delay acuity through a process that amounts to deliberate defocusing of the image. Bats actually have two computational pathways
for perception of delay—one involving overall delay to determine target range, and the other involving delay differences between glint
reflections to determine shape, extracted from the interference spectrum between the overlapping reflections. Defocusing occurs in the
shape, or fine delay part of the image, possibly due to failure of the spectrally based transformation process to converge upon a simple
solution that would depict a manageably small number of glints from a regular pattern of interference notches. �Work supported by ONR
and NIMH.�

Contributed Papers

11:00
4aAB9. The effect of different schedules of reinforcement on the
structure of the black-capped chickadees’ chick-a-dee call. Darren S.
Proppe �Dept. of Biological Sci., Univ. of AB, Edmonton, AB T6G 2E9,
Canada proppe@ualberta.ca� and Christopher B. Sturdy �Univ. of Alberta,
Edmonton, AB T6G 2E9, Canada�

It is known that adult songbirds can modify the output and structure of
their vocalizations in different behavioral contexts. However, whether
changes in the abiotic environment �i.e., food availability� also affect vocal
structure is less understood. Here we test whether the chick-a-dee calls of
the black-capped chickadee differ between birds on two different schedules
of reinforcement �continuous and partial� and in two different behavioral
contexts �singing alone and mildly alarmed by human intrusion�. Our results
reveal differences in the composition and pitch of chick-a-dee calls from
birds in different behavioral contexts and on different schedules of
reinforcement. However, calls from birds on the different schedules of rein-
forcement become more similar when evoked by human intrusion. We sug-
gest that these results may represent differences in the energy dedicated to
call production. If vocal structure varies consistently with changes to the
abiotic environment, we may be able to detect environmental changes �i.e.,
warming and reduction in available forage� through analysis of vocal traits.
While we demonstrate differences in call structure based on schedules of
reinforcement, results from field studies in multiple regions will divulge
whether these vocal changes are consistent and useful for analysis of abiotic
conditions.

11:15
4aAB10. Understanding the relationship between marine mammals and
their environment in the Bering Sea. Jennifer L. Miksis-Olds, Susan E.
Parks �Appl. Res. Lab., The Penn State Univ., P.O. Box 30, State College,
PA 16804, jlm91@psu.edu�, and Jeffrey A. Nystuen �Univ. of Washington,
Seattle, WA 98105�

Passive aquatic listening �PAL� instruments were deployed on sub-
surface moorings along the 70-m isobath of the Bering Sea shelf. PALs op-
erate according to an adaptive sampling protocol as opposed to recording
continuously, thus enabling data collection for a full year at a sampling rate
of 100 kHz. Year long time series indicate that marine mammal vocaliza-
tions dominate the regional soundscape in the late winter/early spring time
period. Species acoustically identified include North Pacific right, killer, bel-
uga, humpback, fin, and bowhead whales, plus bearded seal and walrus.
Synoptic measurements of prey abundance with three-frequency active
acoustic sensors, ice cover, and physical oceanographic processes provide
vital information for understanding the relationship between marine mam-
mals and their continually changing environment. These data represent im-
portant baseline measurements of environmental variability, marine mam-
mal species richness, and temporal distribution of animals in an area of the
world that is rapidly transforming due to global climate change. �Research
supported by ONR.�
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11:30
4aAB11. Killer whale discrete pulsed call variation. Dawn M. Grebner,
David L. Bradley, Dean E. Capone, Susan E. Parks, Jennifer L. Miksis-Olds
�Grad. Prog. in Acs., Penn State Univ., State College, PA 16804,
dmg302@psu.edu�, and John K. B. Ford �Pac. Biol. Station, Nanaimo, BC
V9T 6N7, Canada�

Animals can increase and diversify vocal complexity and call content by
altering internal features within a call. The Northern Resident orca pods, re-
siding off British Columbia, each have their own dialect of structurally dis-
crete and highly stable pulsed calls. The objective of this study is to deter-
mine if there are distinctive internal acoustic features within the defined
envelope of a single discrete pulsed call �N04� which could potentially relay
the signaler’s behavioral circumstance. Orca discrete pulsed calls are highly
complex with varying time-frequency slopes and multiple sidebands. This
analysis began with the parsing of the N04 call into different subtypes based
on distinctive changes in time-frequency slopes found in the call
spectrograms. Call subtypes were verified using discriminant analysis, and
changes in slope trends �ascending, descending, or constant frequency� at
designated locations along the calls were compared. Variations in slopes
were found between subtypes predominantly in the calls’ front and terminal
regions. Clear and reliable acoustic cues within a discrete pulsed call could
not only provide receivers with the physical location and group affiliation of
the signaler but also would alert receivers to the signaler’s behavioral state
or prey catch which would be vital information for a prey-sharing species.

11:45
4aAB12. Environmental assessment of offshore wind power generation
near Rhode Island: Acoustic and electromagnetic effects on marine
animals. James H. Miller, Gopu R. Potty, Kathleen Vigness Raposa, David
Casagrande, Lisa Miller, Steven E. Crocker, Robert Tyce, Jonathan Preston,
Brian Roderick �Dept. of Ocean Eng., Univ. of Rhode Island, Narragansett,
RI 02882, miller@uri.edu�, Jeffrey A. Nystuen �Univ. of Washington, Se-
attle, WA 98105-6698�, and Peter M. Scheifele �Univ. of Cincinnati, Cincin-
nati, OH 45267�

An offshore wind farm is planned for Rhode Island coastal waters. The
developer has proposed to deploy wind turbines in two stages: 5 turbines in
shallow waters 5 km south of Block Island and 100 turbines in deeper wa-
ters 30 km to the east. As part of the planning of the proposed offshore wind
power generation project under the Rhode Island Special Area Management
Plan, ambient acoustic and electromagnetic measurements were made in the
area. Two passive acoustic listener �PAL� systems were deployed within 4
km of Block Island from October 6 to November 11, 2008. Data from the
PALs were used to compute the ocean acoustic noise budget and other sta-
tistics by source. Transmission loss measurements were also made to sup-
port the noise budget calculation. Measurements of airborne noise from a
1.5-MW land-based wind turbine already in operation in Rhode Island were
made. To support the electromagnetic effect study, an underwater magneto-
meter was towed at the two proposed sites and over an operational under-
water 23-kV power cable. A preliminary assessment of the effects of the off-
shore wind farm on marine animals at these sites will be presented. �Funding
provided by the RI Office of Energy Resources.�

THURSDAY MORNING, 29 OCTOBER 2009 REGENCY EAST 2, 8:25 A.M. TO 12:00 NOON

Session 4aBB

Biomedical Ultrasound/Bioresponse to Vibration, Physical Acoustics and Underwater Acoustics: Multiple
Scattering of Waves: From Theory to Application I

Guillaume Haiat, Cochair
CNRS, LRO 10, Ave de verdun, 75010 Paris, Cedex, France

Purnima Ratilal, Cochair
Northeastern Univ., Electrical and Computer Engineering, 360 Huntington Ave., Boston, MA 02115-5000

Chair’s Introduction—8:25

Invited Papers

8:30

4aBB1. Multiple scattering effects on communication and imaging through random media. Akira Ishimaru, Sermsak
Jaruwatanadilok, and Yasuo Kuga �Dept. of Elec. Eng., Univ. of Washington, Box 352500, Seattle, WA 98195, ishimaru@u.washington
.edu�

Communication through turbulence and particulate matters such as rain are seriously affected by multiple scattering. We present a
study on multiple-input-multiple-output system in random medium and its channel capacity making use of the stochastic Green’s func-
tions and the mutual coherence function �MCF�. The channel matrix and the eigenvalues are given explicitly in terms of the medium
characteristics, and the channel capacity is given in terms of signal-to-noise ratios, eigenvalues, and the antenna gain characteristics.
MCF is given in terms of the power spectrum for turbulence and the optical depth, phase function, and albedo for particulate matters.
Next, we consider imaging through random medium such as biological media. We present several space-time array signal processing
imaging techniques which include time-reverse imaging, time-reverse multiple signal classification, Capon minimum variance, modified
beam former, and SAR. We discuss the advantages and the disadvantages of these techniques with numerical examples. The effects of
array sizes, Fresnel size, bandwidth, the distance, and the medium characteristics on the transverse and longitudinal resolutions are
clarified. This study is aimed at combining the propagation and scattering and the array signal processing for communication and im-
aging in a random complex environment such as turbulence and biological media.
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9:00

4aBB2. Anderson localization of ultrasonic waves in three dimensions. John Page, Anatoliy Strybulevych, Hefei Hu �Dept. of Phys.
and Astronomy, Univ. of Manitoba, Winnipeg, MB R3T 2N2, Canada�, Sergey Skipetrov, and Bart van Tiggelen �Univ. Joseph Fourier
and Laboratoire de Physique et Modélisation des Milieux Condensés, CNRS, 38042 Grenoble, France�

There is currently a resurgence of interest in Anderson localization, where multiply scattered waves become “trapped” through
interference in a very strongly scattering medium. This interest is fueled by theoretical and experimental advances, especially for clas-
sical waves, where unambiguous experimental evidence for localization in three dimensions has remained elusive until recently. In this
talk, progress in demonstrating the localization of ultrasound in a “mesoglass,” made by assembling aluminum beads into a three-
dimensional �3-D� elastic network, is summarized. Measurements of the time-dependent transmission of the ultrasonic intensity, as well
as the dynamic transverse confinement of the waves due to localization, are discussed. The data are well described by a new self-
consistent theory of the dynamics of localization, providing an important validation of this theoretical approach and enabling the lo-
calization length to be measured. Finally, evidence for non-Gaussian statistics of the transmitted intensity is discussed, consistent with
values of the Thouless conductance + less than 1. This is the first time that these three different fundamental aspects of Anderson
localization �time-dependent transmission, transverse confinement of the waves, and statistics� have been studied simultaneously, pro-
viding very convincing evidence for 3-D localization of ultrasound in these materials.

9:25

4aBB3. Numerical study of a spectral approach to solve integral equation formulation of the high-frequency acoustic multiple
scattering problem by disks. L. Xavier Antoine, Karim Ramdani, and Bertrand Thierry �Institut Elie Cartan Nancy �IECN�, Universit
Henri Poincaré, Nancy 1, Equipe INRIA Corida, Bureau 307, B.P. 239, F-54506 Vandoeuvre-lès-Nancy Cedex, France, xavier.antoine
@iecn.u-nancy.fr�

This aim of this talk is to propose a new numerical method for solving the multiple scattering problem of an acoustic wave by
circular cylinders. The situation where the wavelength is small compared to the characteristic size of the cylinders is analyzed in detail
here. It is known that this framework implies specific numerical difficulties since it leads to the numerical solution of a large size linear
system. The proposed approach is based on computing the scattered field as the solution of an integral equation. Writing this integral
equation in a Fourier basis and using a suitable truncation of these Fourier series and a preconditioned Krylov iterative solver �GMRES�,
an efficient and robust numerical procedure is built. Computational simulations will be provided for solving high frequency multiple
scattering problems by random configurations of circular obstacles.

9:50

4aBB4. The effective wavenumber equation for an elastic medium containing cylindrical scatterers. Andrew Norris �Dept. of
Mech. and Aerosp. Eng., Rutgers Univ., Piscataway, NJ 08854� and Jean-Marc Conoir �UPMC Univ. Paris 06, F-75005 Paris, France�

We will discuss effective wavenumber equations for waves in an elastic solid containing randomly distributed inclusions in a half-
space. The multiple scattering approach used is similar to the one proposed by Fikioris and Waterman for acoustic waves, and will be
reviewed in that context. The characteristic equation, the solution of which yields the effective wavenumbers of coherent elastic waves,
is obtained in an explicit form without the use of any renormalization methods. Two approximations are considered. First, formulas are
derived for the effective wavenumbers in a dilute random distribution of identical scatterers. These equations generalize the formula
obtained by Linton and Martin for acoustic waves. Second, the high-frequency approximation is compared with the Waterman and
Truell approach for elastic waves. The Fikioris and Waterman approach, in contrast with Waterman and Truell’s method, shows that P
and SV waves are coupled even at relatively low concentration of scatterers. Reflection coefficients of P and SV waves incident on the
interface of the half-space containing randomly distributed inclusions are also discussed. These expressions depend on frequency, con-
centration of scatterers, and the two effective wave numbers of the coherent waves propagating in the elastic multiple scattering
medium.

10:15—10:30 Break

Contributed Papers

10:30
4aBB5. Experimental study of the resonant motion of biological cells.
Youngsoo Choi, Won-Suk Ohm �Dept. of Mech. Eng., Yonsei Univ., 262
Seongsanno, Seodaemun-gu, Seoul 120-749, Korea�, and Yong Tae Kim
�Korea Res. Inst. of Standards and Sci., Daejeon 305-340, Korea�

The two lowest natural modes of vibration of a spherical cell suspended
in a host fluid have been known to be quadrupole and octupole oscillations
�Zinin et al., Phys. Rev. E 72, 061907 �2005��, although no experimental
confirmations have been reported to date. In this paper, an attempt to ultra-
sonically excite and measure the quadrupole oscillation of a spherical cell is
described. Cells suspended in an ultrasonic standing wave field are put into
resonance by a series of shock pulses, and the resulting acoustic emission is
measured by a needle hydrophone. Both the characteristic frequency and the
overall radiation pattern of the observed acoustic emission serve as evidence
of the quadrupole cell motion.

10:45
4aBB6. Analysis of human fibroadenoma using three-dimensional
impedance maps. Alexander Dapore �Bioacoustics Res. Lab., Univ. of Illi-
nois at Urbana-Champaign, 405 North Mathews Ave., Urbana, IL 61801,
adapore2@illinois.edu�, Lauren A. Wirtzfeld, Michael R. King, Sandhya
Sarwate �Univ. of Illinois at Urbana-Champaign, Urbana, IL 61801�, Jose-
phine Harter �Univ. of Wisconsin-Madison, Madison, WI 53706�, Michael
L. Oelze �Univ. of Illinois at Urbana-Champaign, Urbana, IL 61801�, Timo-
thy J. Hall �Univ. of Wisconsin-Madison, Madison, WI 53706�, Minh N. Do,
and William D. O’Brien, Jr. �Univ. of Illinois at Urbana-Champaign, Ur-
bana, IL 61801�

Three-dimensional impedance maps �3DZMs� are virtual volumes of
acoustic impedance values constructed from histology to represent tissue
microstructure acoustically. From the 3DZM, estimations can be made for
ultrasonic backscatter and scatterer properties, such as effective scatterer di-
ameter �ESD�. Additionally, the 3DZM can be exploited to visualize and
identify possible scattering sites, which may aid in the development of more
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effective scattering models to better represent the ultrasonic interaction with
underlying tissue microstructure. In this study, 3DZMs were created from
several human fibroadenoma samples. ESD estimates were obtained using
the fluid-filled sphere form factor model. These estimates were made using
two regions of interest �ROIs� sizes: cubes of side lengths of 300 and 150
µm. This estimation technique allowed a better understanding of the spatial
distribution and variability of the estimates throughout the volume. For a
collection of ten 3DZMs, the ESD was estimated to be 94�47 µm with the
large ROI and 52�19 µm when using the small ROI. The 3DZMs were then
investigated visually to identify possible scattering sources. This visualiza-
tion and comparison resulted in the identification of possible ultrasonic scat-
tering sources within human fibroadenomas. �Work supported by NIH Grant
CA111289.�

11:00
4aBB7. Simulation of ultrasonic scattering in breast tissue based on cell
and tissue morphology. Timothy E. Doyle, Vern Hart, and Brady Ambrose
�Dept. of Phys., Utah State Univ., 4415 Old Main Hill, Logan, UT 84322,
tim.doyle@usu.edu�

High-frequency ultrasonic spectroscopy is a promising approach for the
in vivo detection of cancer in applications such as margin assessments dur-
ing breast cancer surgery. To advance this approach, a multiple scattering
model was developed to more fully understand and analyze ultrasonic back-
scatter data in the 10–100-MHz region from breast tissues in various stages
of tumor progression. The model uses an iterative multipole approach to
simulate the multiple scattering of shear and longitudinal waves between
nucleated cells in a histologically accurate tissue representation. Previously,
concentric spheres were used to model the nucleus and cytoplasm of cells
organized in complex, hierarchical tissue structures consisting of alveolar
cavities and up to 2075 cells �Doyle et al., J. Acoust. Soc. Am. 125,
1751–1767 �2009��. The simulations used addition theorems to model mul-
tiple scattering and showed significant spectral changes that correlated with
tumorigenesis. To increase the fidelity of the simulations, the scattering
model has been expanded to incorporate spheroidal and cuboidal cells, non-
centered nuclei, mixed tissue types, and duct-like channels representing the
three-dimensional luminal structure in breast tissue. Theory, simulation re-
sults, and experimental data will be presented. �Work supported by NIH
1R21CA131798-01A1.�

11:15
4aBB8. Comparison between independent and multiple scattering
models to predict velocity dispersion in trabecular bone. Guillaume Haiat
�CNRS, B2OA UMR 7052, 10, avenue de verdun, 75010 Paris, France� and
Salah Naili �Universit Paris 12—Val de Marne, 94010 Creteil Cedex,
France�

Transverse transmission devices are used clinically to assess fracture
risk. However, the physical interaction between trabecular bone and ultra-
sound remains unclear. Unlike most soft tissues, negative values of velocity
dispersion have been measured in trabecular bone. The origin of negative
dispersion is still a matter of debate. The aim of this paper is to propose a
model predicting the frequency dependence of phase velocity as well as its
physical determinants. A two-dimensional homogenization model account-
ing for the coupling of independent scattering effects with viscoelastic ab-
sorption is employed to calculate the dependence of phase velocity on fre-
quency, bone volume fraction �BV/TV�, and trabecular thickness �TbTh�. A
simple biphasic description of TB in which the trabeculae are assumed to be
identical and parallel cylinders are considered. The first step of the method
is to compute the attenuation coefficient in the entire frequency range using
a suitable decomposition via Bessel functions. Then, the Kramers–Kronig

relationships are used to derive the frequency dependence of phase velocity.
The results obtained assuming, independent scattering are compared with a
model accounting for multiple scattering �Haiat et al., J. Acoust. Soc. Am.
�2008��, which is shown to be in better agreement with experimental results
obtained in the literature.

11:30
4aBB9. Experimental and theoretical investigations of ultrasound
contrast agent dynamics between parallel plates and within rectangular
channels. Todd A. Hay �Appl. Res. Labs., The Univ. of Texas at Austin, P.O.
Box 8029, Austin, TX 78713-8029�, Valeria Garbin, Michel Versluis �Univ.
of Twente, 7500 AE Enschede, The Netherlands�, Yurii A. Ilinskii, and Mark
F. Hamilton �The Univ. of Texas at Austin, Austin, TX 78713-8029�

The behavior of ultrasound contrast agent �UCA� microbubbles in con-
fining environments is relevant for applications including ultrasound imag-
ing and targeted microbubbles. In this presentation, measurements from ex-
periments investigating the radial dynamics of UCA microbubbles
positioned between parallel plates and within rectangular microchannels will
be compared with model simulations. The radial motion of several UCA
bubbles was recorded with high-speed imaging at 15 million frames per sec-
ond over a range of insonation frequencies at various offset distances from
the plates or channel walls. The behavior of each individual bubble was ob-
served in both parallel plate and microchannel environments, thereby isolat-
ing effects due purely to the confinement. Several plastics and polymers
with well-defined material properties were used to construct the plates and
channels, making the dataset suitable for model validation. Measurements
show that the oscillation amplitude and natural frequency of the bubbles de-
pend on their position with respect to the walls as well as the material prop-
erties and geometry of the confining surfaces. Comparisons with various
models for parallel plate and microchannel geometries will be presented.
�Work supported by NIH DK070618.�

11:45
4aBB10. High-frequency wave propagation in suspensions of elastic
particles: Experimental validation of a time domain numerical
simulation. Guillaume Haiat �Laboratoire de Recherches Orthopediques,
CNRS, Univ. Paris 7, UMR CNRS 7052 B2OA, 10 avenue de Verdun,
75010 Paris, France�, Belfor Galaz �Univ. Paris 6, 75006 Paris, France�, Ro-
main Berti, Nicolas Taulier �Univ. Paris 6, 75006 Paris, France�, Jean-
Jacques Amman �Universidad de Santiago de Chile �USACH�, Santiago,
Chile�, and Wladimir Urbach �Univ. Paris 6, 75006 Paris, France�

Sound propagation in suspensions of elastic particles immersed in a fluid
is a difficult problem due to �i� the random distribution of the particles and
�ii� possible multiple scattering and mode conversion effects. The ultrasonic
propagation in suspensions has mostly been studied in the frequency domain
and time domain approaches may also be of interest. Here, two-dimensional
finite difference time domain numerical simulations of ultrasonic propaga-
tion in suspensions of polystyrene 6-µm-diameter microspheres immersed in
water were performed around 50 MHz. The numerical results were com-
pared with the Faran analytical model, leading to a maximum difference of
15%, which constitutes a validation of the numerical approach. Experiments
were carried out in transmission and backscattering modes. The attenuation
coefficient 50 MHz ���50��, the ultrasonic velocity �V� and the relative
backscattered intensity �IB� were measured for different concentrations
�from 2 to 25 mg/ml�. Each experimental ultrasonic parameter was success-
fully compared to the numerical results obtained by averaging the ultrasonic
parameters derived from 15 different spatial distributions of the micro-disks.
The good agreement between the experimental and numerical results con-
stitutes a validation of the approach, which may be used in the future in
different applications such as ultrasound contrast agent.
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THURSDAY MORNING, 29 OCTOBER 2009 PECAN, 8:25 TO 11:55 A.M.

Session 4aEA

Engineering Acoustics: Magnetostriction in Galfenol and its Applications

Stephen C. Thompson, Chair
Pennsylvania State Univ., Applied Research Lab., P.O. Box 30, State College, PA 16804

Chair’s Introduction—8:25

Invited Papers

8:30

4aEA1. Iron-gallium (Galfenol) transduction alloys: Magnetic and mechanical properties. James B. Restorff, Marilyn Wun-Fogle
�Naval Surface Warfare Ctr., 9500 MacArthur Blvd., West Bethesda, MD 20817-5700�, Arthur E. Clark �Clark Assoc., Adelphi, MD
20783�, Thomas A. Lograsso �U.S. Dept. of Energy, Ames, IA 50011-3020�, and Gabriela Petculescu �Univ. of Louisiana, Lafayette, LA
70504�

Galfenol, Fe100�xGax ��5�x��20�, is a unique magnetostrictive alloy that combines high saturation magnetostrictions with robust
mechanical properties. �Clark et al., “Magnetostrictive properties of body-centered cubic Fe-Ga and Fe-Ga-Al alloys,” IEEE Trans.
Magn. 36, 3238 �2000��. These materials can be welded and machined. Additionally, alloys treated with a stress annealing process retain
the maximum value of magnetostriction up to tensile loads of approximately 38 MPa. �Wun-Fogle et al., “Stress annealing of Fe-Ga
transduction alloys for operation under tension and compression,” J. Appl. Phys. 97, 10M301 �2005��. Room temperature Fe81Ga19

single crystal properties are Ms�1.7 T, �3/2��100�400�10�6, c��20 GPa, and tensile strength �500 MPa. In this presentation, tem-
perature, field and stress dependent magnetic and elastic properties such as permeability, piezomagnetic d constants, Young’s modulus
and coupling factors will be presented for several Fe–Ga alloys.

8:55

4aEA2. Large-magnetostriction ternary alloys obtained from Galfenol through partial substitution of Ga. A. O. Mandru, G.
Petculescu �Univ. of Louisiana, Lafayette, LA 70504�, K. B. Hathaway �G/J Assoc., Annapolis, MD 21401�, T. A. Lograsso �Ames Lab.,
Ames, IA 50011�, A. E. Clark �Clark Assoc., Adelphi, MD 20783�, M. Wun-Fogle, and J. B. Restorff �Naval Surface Warfare Ctr., W.
Bethesda, MD 20817-5700�

In this paper the magnetoelastic characteristics of ternary Fe–Ga–X �X�Ge, Sn� alloys are compared with those of Galfenol �Fe–Ga�
within the same range of solute concentration. New magnetostriction and elastic modulus data for Fe–Ga–Ge at six different compo-
sitions are presented. The most notable case is that of Fe86.9Ga9.9Ge8.7. Although the tetragonal magnetostriction, �100, of Fe–Ge is lower
overall than that of Fe–Ga, the magnetostriction of the aforementioned ternary alloy equals the value of Galfenol at the same solute
concentration, Fe86.9Ga13.1. The theory proposed for explaining the measured �100 values in the ternary alloys takes into account the total
number of electrons each solute contributes to the alloy. The valence of Fe is taken to be “1” from first-principles calculations. Previ-
ously published results on Fe–Ga–Sn �Summers et al., “Magnetostriction of binary and ternary Fe-Ga alloys,” J. Mater. Sci 42,
9582–9594 �2007�� concur with this theory �Sn and Ge belong to the same periodic table group�. The Sn ternary alloys are of economic
importance for large-scale applications given that significant magnetostriction can be achieved while using less expensive solutes. It is
also notable that, when compared with Galfenol at a Ga concentration of x�6.2 at. %, the ternary alloy Fe88.1Ga6.2Ge5.7 has a magne-
tostriction that is larger by a factor of 2.

9:20

4aEA3. Galfenol technology, state-of-the-art. Eric Summers and Julie Slaughter �ETREMA Products, Inc., 2500 N. Loop Dr., Ames,
IA 50010, eric.summers@etrema.com�

Galfenol is a recently discovered magnetostrictive material containing iron �Fe� and gallium �Ga� in various ratios based on desired
properties. This alloy system exhibits several unique advantages over legacy smart materials such as Terfenol-D and PZT. Galfenol can
be readily machined using conventional machining techniques, it can be formed into various geometries using standard metal working
practices such as forging and rolling, alloys can be produced with large internal pre-stresses negating the necessary presence of external
pre-load mechanisms, and Galfenol can be welded to other ferrous materials without issue. All of these attributes make Galfenol an
attractive new material for the applications engineer. In this presentation, the current state-of-the-art of Galfenol technology will be
discussed along with future technology development. Static and dynamic magnetic properties will be presented for various Galfenol
alloys; in addition, mechanical properties and available processing routes will be discussed. The work presented includes progress in
transitioning this technology from university and laboratory-scale to small-scale production and the impact of material processing and
availability on transducer applications.
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9:45

4aEA4. Galfenol low frequency slotted cylinder transducer. Richard Meyer, Jr. �Appl. Res. Lab., The Penn State Univ., P.O. Box 30,
State College, PA 16804, rmeyer@psu.edu�, Eric Summers, Julie Slaughter �ETREMA Products, Ames IA 50010�, Charles Allen, and
Stephen C. Thompson �The Penn State Univ., State College, PA 16804�

The ability of Galfenol to be readily formed into various geometries can be exploited by device designers in their efforts to create
innovative sources and sensors. In this research forged Galfenol alloy is utilized as the active source actuating a slotted cylinder trans-
ducer �SCT�. Analytical modeling was utilized to determine the geometry necessary to achieve the notional performance specifications:
210-dB source level, 750-Hz resonance frequency, and 200-Hz bandwidth. The final form factor was a Galfenol SCT with overall
dimensions of 7.75-in. diameter � 12-in. length with a graphite composite shell material and Galfenol drivers comprising a rib-like
structure within the shell. The advantages this device has over existing SCTs are reduced cost, ease in manufacture and assembly, and
improved reliability. Magnetic and mechanical models were combined in order to conduct three dimensional FEA analysis. The mag-
netic circuit was modeled in COMSOL MULTIPHYSICS and the acoustic model was built in ATILA. This presentation will include the pre-
dicted SCT performance based on the modeling effort as well as details on material manufacturing. Future work will include design
optimization to further improve output and bandwidth.

10:10—10:25 Break

10:25

4aEA5. Acoustic cilia arrays using electrochemically-synthesized Galfenol nanowires and heterostructures. Madhukar Reddy,
Patrick D. McGary, Mazin Maqableh �Elec. and Comput. Eng., Univ. of Minnesota, 200 Union St. SE, Minneapolis, MN 55455,
stadler@umn.edu�, Patrick Downey, Alison Flatau �Univ. of Maryland, College Park, MD 20742�, and Bethanie J. H. Stadler �Univ. of
Minnesota, Minneapolis, MN 55455�

A novel cilia design is introduced that incorporates a newly discovered magnetostrictive family of Fe–Ga alloys, also called Gal-
fenol, into self-assembled, vertical nanopores to fabricate nanocantilevers. The mechanical response of the cilia to stimuli can be de-
tected without direct contact by detecting their magnetic output via giant magnetoresistive sensors, similar to hard drive heads which
can also be grown in nanoarrays. The electrochemistry of alloys involving non-ideal metals is very complex, so finite element modeling
was used to simulate growth parameters and successful growth was achieved. A variety of nanowire geometries were produced, includ-
ing segmented Galfenol with alternating nonmagnetic material to overcome the shape anisotropy of the nanowires. In addition, the
mechanical properties of this new material were measured to determine the effects of nanostructuring. Finally, the nanowires were
actuated using an external field to show their potential actuators as well as sensors. �Work supported by ONR.�

10:50

4aEA6. A galfenol force-based energy harvester. Julie Slaughter, Jim Kosterman, Barry Arbetter, and Eric Summers �ETREMA Prod-
ucts, Inc., 2500 N. Loop Dr., Ames, IA 50010, julie.slaughter@etrema.com�

A force-based energy harvester utilizing the magnetostrictive material, Galfenol, has been developed. Energy harvesters currently
available primarily utilize a mass-spring concept where optimal energy harvesting efficiency occurs around a distinct resonance
frequency. Deviation from the tuned frequency significantly degrades energy harvesting performance. Galfenol was engineered into a
bolt-like configuration with a Galfenol rod welded to threaded stainless steel end pieces and pickup coils wound around the Galfenol.
Dynamic forces are applied axially to the Galfenol resulting in a change in flux inducing voltage in the pick-up coils. Because dynamic
force is the mechanism generating power, the energy harvester works across a broad range of frequencies. Two different electronic
packages were developed; a voltage doubler and quadrupler, which provided efficient energy conversion based on the frequency range
of interest. The configuration of the Galfenol bolt resulted in an energy harvester capable of harvesting energy over a broad frequency
range. The development and the testing of this unique energy harvester will be discussed. Specific points of discussion will be the
optimum device configuration, both hardware and associated electronics that provided the largest output power. In addition, the voltage
and output power results will be presented as a function of frequency and force.

11:15

4aEA7. Variable compliance split-cylinder transducer using Galfenol for frequency control. Stephen C. Thompson �Appl. Res.
Lab., The Penn State Univ., P.O. Box 30, State College, PA 16804�, Julie Slaughter, Eric Summers �ETREMA Products, Inc., Ames, IA
50010�, Charles Allen, and Richard J. Meyer �The Penn State Univ., State College, PA 16804�

The size of conventional split ring transducers is much smaller than a wavelength at operating frequency leading to a high Q reso-
nance and limited operating bandwidth. This work investigated modifying the split ring structure to allow its resonant frequency to be
adjusted under active control so that it is always operated at or near its resonance. Because the transducer is operated at resonance, the
phase of its input impedance is approximately constant, simplifying the design of the transmit power amplifier and reducing the size and
weight of the system. A high Q system is desirable for an actively tuned system resulting in very high efficiency and allowing the use
of less expensive shell materials. The two variable compliance designs studied involve the use of Galfenol stiffener bars located at the
nodal point/hinge point of the shell. By activating all or a portion of these bars, the compliance �stiffness� of the shell can be varied with
a corresponding shift in resonance frequency. Two methods of compliance control are being investigated, one that switches the stiffness
“on” and “off,” and one that allows continuous control using the “delta-E” effect in Galfenol.
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Contributed Paper

11:40
4aEA8. Multiphysics modeling of laminated Galfenol transduction
devices. Scott P. Porter, Stephen C. Thompson, and Richard J. Meyer, Jr.
�Appl. Res. Lab., The Penn State Univ., State College, Pennsylvania, 16804�

Galfenol is an attractive giant magnetostrictive material for transducer
design because of its competitive strain capabilities, mechanical robustness,
and high magnetic permeability. The latter two properties are particularly
interesting as they allow exploration of a design space inaccessible to other
active materials, both giant magnetostrictive and piezoelectric. Especially
noteworthy is the ability to roll Galfenol into thin sheets from which lami-
nated assemblies may be economically produced. Lamination is an effective

mitigation scheme against eddy current losses and in this paper the authors
explore transducers based on this construction. Much of this work builds on
the designs of World War II era magnetostrictive transducers developed at
the Harvard Underwater Sound Laboratory. Modeling these transducers as
electro-magneto-mechano-acoustical devices can be first achieved in a lim-
ited sense with a one-dimensional model; this model is valuable for rapid
simulation during the early design process. Many of the physical phenomena
present in the transducer, however, are inherently beyond the limitations of
the one-dimensional model. For this reason, the authors have turned to a
multiphysics approach for a comprehensive transducer simulation. In this
modeling environment, the coupled differential equations describing the
transduction are implemented in a three-dimensional finite element analysis.

THURSDAY MORNING, 29 OCTOBER 2009 LIVE OAK, 8:30 TO 11:50 A.M.

Session 4aMU

Musical Acoustics: Musical Ability and Other Abilities: Innate and Environmental Influences

Diana Deutsch, Chair
Univ. of California, San Diego, Dept. of Psychology, 9500 Gilman Dr., La Jolla, CA 92093

Chair’s Introduction—8:30

Invited Papers

8:35

4aMU1. Singing in the brain: Professional singers, occasional singers, and out-of-tune singers. Gottfried Schlaug �Music and Neu-
roimaging Lab., Dept. of Neurology, Beth Israel Deaconess Medical Ctr. and Harvard Med. School, Boston, MA 02215, gschlaug
@bidmc.harvard.edu�

Speaking and singing are the two most complex communication systems of the human being, and perhaps in all of nature, both of
which call on extensive cortical and subcortical resources in the brain. Singing is a combination of language and music that taps brain
centers involved in both forms of communication and may rely more on right than left fronto-temporal brain structures. I will present
results of research studies that examined the neural correlates of singing in professional singers, in occasional singers, and in individuals
that sing out of tune. These “tone-deaf” singers lack some of the connections between auditory and motor brain regions that play a
critical role in the feedback and feedforward control of vocal communications. These same brain structures are enhanced in professional
singers and the duration of training as a singer correlates with gray and white matter enhancements seen in their brains. Ongoing studies
are examining the development of these brain regions in children with and without musical training.

9:05

4aMU2. Effects of musical training on brain development. Laurel Trainor �Dept. of Psych., McMaster Univ., 1280 Main St. West,
Hamilton, ON L8S 4K1, Canada, ljt@mcmaster.ca�

The auditory cortex builds representations of the auditory environment based on the characteristics of its input. I will present EEG
and MEG data showing that, compared to non-musicians, adult musicians have enhanced responses to isolated musical tones, melodic
sequences, and simultaneous melodies. Whether these differences are the result of musical experience is explored through training
studies in adults and longitudinal studies comparing children engaged in musical lessons with children engaged in other activities. It will
be shown that auditory sensory representations undergo a protracted developmental trajectory, not reaching adult states until well into
the teenage years. Furthermore, the effects of musical experience can be seen in children as young as 4–5 years of age for both sensory
and attentional components of the event-related potential. High-frequency oscillatory EEG activity �induced gamma band�, which is
associated with executive control, attention, and memory, emerges after 1 year of music lessons in children of this age, but is not seen
in children who are not taking music lessons. Thus any benefits of musical training for other cognitive domains is likely mediated by
the development of superior executive functioning.
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9:35

4aMU3. Musical ability and cognitive abilities. Glenn Schellenberg �Dept. of Psych., Univ. of Toronto at Mississauga, Mississauga,
ON L5L 1C6, Canada, g.schellenberg@utoronto.ca�

Does music make you smarter? Associations between music and cognitive functioning are notable only if the benefits apply reliably
to nonmusical abilities and if music is unique in producing the effects. Such associations could arise either from music listening or
music lessons, and there is no reason to believe that observed associations between cognitive abilities and music listening should par-
allel those involving music lessons. The available evidence indicates that music listening leads to enhanced performance on a variety of
cognitive tests, but that such effects are short-term and stem from the impact of music on arousal level and mood, which, in turn, affect
cognitive performance; experiences other than music listening have similar effects. Music lessons in childhood tell a different story.
They are associated with small but general and long-lasting cognitive benefits that cannot be attributed to obvious confounding variables
such as family income and parents education. Nonetheless, such associations may not be evident in samples of adults with many years
of music lessons or among professional musicians. Moreover, the mechanisms underlying observed associations between music lessons
and cognitive abilities have yet to be determined.

10:05—10:20 Break

10:20

4aMU4. Evidence for a genetic contribution, and a chromosome 4 locus, to musical aptitude. Harald Goring �Dept. of Genetics,
Southwest Foundation for Biomedical Res., 7620 NW Loop 410, San Antonio, TX 78227-5301, hgoring@sfbrgenetics.org�

The genetic influences on mental diseases, skills, and behaviors are essentially entirely unknown. We have performed a family study
to investigate the genetic etiology of musical aptitude. We focused on three measures of musical aptitude that in our opinion likely are
more reflective of innate ability than of musical training: a test for auditory structuring ability �Karma music test �KMT�� commonly
used in Finland, and the Seashore pitch and time discrimination subtests �SP and ST, respectively� used internationally. These pheno-
types were assessed in 15 Finnish, multigenerational families comprising 234 individuals. Using variance component-based methodol-
ogy, we obtained significant evidence of a genetic contribution to all phenotypes, with heritability estimates of 42% for KMT, 57% for
SP, 21% for ST, and 48% for a combined music test score. To map any underlying major loci, we performed multipoint genome-wide
linkage analysis, using 1113 microsatellite markers. We obtained nominally significant linkage evidence on chromosome 4q22 �lod�3
.33� for the combined music test score. This locus seems to largely influence KMT, which yielded a lod score of 2.91 in the region. Our
results suggest that genetic factors in aggregate influence musical aptitude, with chromosome 4 appearing to harbor a major locus.

10:50

4aMU5. The development of domain-specific musical knowledge. Erin Hannon �Dept. of Psych., Univ. of Nevada, Las Vegas, 4505
Maryland Pkwy., Box 455030, Las Vegas, NV 89154-5030, erin.hannon@unlv.edu�

Music and speech are both complex sound structures that unfold over time, yet they undoubtedly rely on fundamentally dissimilar
perceptual processes and knowledge. Given that naive infant listeners must discover and learn meaningful structures in music and
speech in parallel, a natural question to ask is whether early auditory learning is influenced by domain-specific or domain-general
constraints. I will discuss two current studies exploring and comparing how infants and adults respond to speech-music similarities and
dissimilarities. Because music and speech share certain rhythmic properties, one set of experiments explores the extent to which adults
and infants can classify speech and music stimuli based on the rhythm. After being familiarized to low-pass filtered speech or instru-
mental songs from French-speaking or English-speaking cultures, adults fail to classify novel stimuli across domains �e.g., French and
English speech after familiarization to songs�, whereas 10-month-old infants succeed. A second set of experiments examines whether
infants and adults exhibit domain-specific biases when required to infer rule-like patterns from sound sequences in a linguistic versus
musical context �e.g., rules based on syllables versus pitch�. Results across both studies indicate that domain-specific knowledge and
learning biases may increase from infancy to adulthood.

11:20

4aMU6. The genesis of absolute pitch: Theories and experimental findings. Diana Deutsch �Dept. of Psych., Univ. of California,
San Diego, 9500 Gilman Dr. 0109, La Jolla, CA 92093-0109, ddeutsch@ucsd.edu��

This paper reviews theories and findings concerning the genesis of absolute pitch, defined as the ability to name a musical note
without the aid of a reference note. Given the rarity of absolute pitch, there has been much speculation concerning its genesis. Four
theories are evaluated: First, absolute pitch can be acquired at any time through practice; second, it is a rare genetic trait which rapidly
becomes apparent as circumstances allow; third, absolute pitch is subject to a critical period that is specific to music; fourth, the faculty
as generally documented is essentially language-based, and so is subject to the same critical period as are other aspects of language. In
this context, the evidence considered that absolute pitch is present implicitly in most individuals, even those who are unable to label
musical notes when these are presented in isolation. Findings concerning the neurological underpinnings of absolute pitch are also
reviewed.

2278 2278J. Acoust. Soc. Am., Vol. 126, No. 4, Pt. 2, October 2009 158th Meeting: Acoustical Society of America



THURSDAY MORNING, 29 OCTOBER 2009 REGENCY EAST 1, 8:20 TO 11:00 A.M.

Session 4aNS

Noise: Advancements in Noise Control in Latin America

Sergio Beristain, Chair
Mexican Institute of Acoustics, P.O. Box 12-1022, Narvarte, Mexico City, 03001 DF, Mexico

Chair’s Introduction—8:20

Invited Papers

8:25

4aNS1. Noise control evolution in Mexico. Sergio Beristain �Lab. Acoust., E.S.I.M.E. ipn, P.O. Box 12-1022, Narvarte 03001, DF
Mexico, Mexico, sberista@hotmail.com�

Noise legislation in Mexico started in the mid-1970s, when most of the standards and recommendations available nowadays were
issued, ranging from noise classification, sound level meter characteristics, to noise pollution and labor noise limits. Several of those
standards were modified, with very little updating in the mid-1990s, but most of them were just transposed to the national standards
format, without any major technical change, because the original issuing office was a federal depending ministry, but not the official
standards office. More recently one of those standards was improved in only 3 dB, and a noise monitoring system for Mexico City is
under preparation. From the non legislation point of view, some posters have been published in newspapers and billboards, and radio
and TV noise control programs have been broadcasted.

8:45

4aNS2. Mexico City urban noise control network. Felipe Rolando Menchaca Garcia, Luis Pastor Sanchez Fernandez, and Sergio
Suarez Guerra �Comput. Res. Ctr., Natl. Polytechnical Institue, Mexico City, Mexico 03001�

This paper presents an IP network model for monitoring urban noise emitted from mobile and fixed sources. The model is applying
to build a monitoring network in the historic center of Mexico City. Design of network system includes measuring station design,
network design, central of monitoring design, measuring politics and functionality, event detection modules, central database of historic
information, report module design, and administration system. Mexico City Urban Noise Control Network is going to be an important
tool to enforce application of local noise regulations, detection of infractions for excessive noise, detection of security events like gun
shots, and monitoring of noise pollution levels. Measuring stations are developed to detect average standard levels and individual
events, to generate warnings and alarms, and to detect some specific events. Network is developed over a wireless Network.

9:05

4aNS3. Factors that have positive or negative influence in the noise levels in the great cities of Mexico. Fernando J. Elizondo-Garza
�Acoust. Lab., FIME-UANL, P.O. Box 28 F, Cd. Universitaria, San Nicolas, NL, 66450, Mexico, fjelizon@hotmail.com�

In this paper the noise condition in the largest cities of Mexico is described by means of an “analysis of opposed.” The historical,
sociocultural, political, economic, and technological factors that have positive or negative influence in the noise generation are consid-
ered, which imply a fight of opposites, in such a way that the current situation will be the resultant of all of their influences. By visu-
alizing the noise pollution problem in this way, although not a quantitative approach, represents a very useful qualitative tool, especially
to settle down strategies to reduce the noise levels in the cities. Unfortunately, in some cases, the inertia of the negative factors—which
are the producers of noise—may cause that, in the short term, some positive proposals to reduce the noise levels may not result feasible.

9:25

4aNS4. Noise source identification in transportation systems in Brazil using beamforming technique. Samir Gerges, William
Fonseca �Mech. Eng., UFSC, Trindade, Florianopolis, SC, Brazil�, Jose Bento Coelho, and Miguel M. Neves �IST, 1049-001 Lisbon,
Portugal�

Beamforming with acoustic phased arrays has become a popular technique for locating and quantifying noise sources in complex
system such as environmental noise, aircraft noise, internal and external automobile noise, beside other applications. The signal pro-
cessing performs traditional delay-and-sum beamforming and accounting for the different propagation paths from the source and to the
different microphones. The sources may pass the acoustic camera with high speeds, allowing the beam to focus and follow the bypass-
ing source past the microphone array. The signal processing can zoom into any part of the studied objector of any frequency band.
Ultimately, image quality depends on the number of microphones and their configuration. When the microphones cover a big surface,
the resolution gets higher; however, the image may contain noise at high frequencies. Reducing microphone distances from the source
removes the specks but at the same time worsens the resolution. So the best way to guarantee high-quality images is to use as many
microphones as possible. This paper presents the results of tests with 32-channel from National Instrument phased array system devel-
oped by the UFSC-Brazil. Measurement results are shown for motorcycle, car motor, and external automobile noise during pass-by test.
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9:45

4aNS5. Regulation of noise in Chile: Progress and challenges. Jaime Delannoy �Instituto de Acustica, Brown Norte 290 Nunoa,
Santiago 779-0569 Chile jdelannoy@vtr.net�, Igor Valdebenito, and Roberto Quezada �CONAMA�

In the past 20 years Chile has shown a growing concern for noise pollution. There are regulations for stationary noise sources and
also for the surface public transportation. There was a change in the exchange rate to calculate the dose of noise in occupational en-
vironments �from q�5 to q�3�. The System of Environmental Impact Assessment sets out to mitigate the potential noise impact of each
new project. However, the authorities have not been possible to reach an agreement to regulate noise pollution caused by the construc-
tion of buildings. In addition, future noise regulations for airports and for noise of private transport are major challenges for the country.

10:05—10:25 Break

10:25

4aNS6. Progress of noise control in Chile–South America. Christopher H. Rooke �Silentium, Alcalde Pedro Alarcón 877, San Miguel,
Santiago de Chile, crooke@silentium.cl�

The Chilean experience can be interesting to other countries in Latin America. A short review from an educational point of view will
include: Universities offering undergraduate acoustic programs and post graduate programs in Chile; non state institutions providing
acoustic quality standards; short review of national standards and laws related to noise control in Chile: environmental noise law, hear-
ing protection law, new laws, and standards at project stage at state institutions. Difficulties found on law application and challenges of
state inspectors and institutions. How law implementation, undergraduate programs, community and business community awareness,
and several factors had allowed a development of acoustic consultants, solution manufacturers, and installers and several other
progresses. What is still missing and the long-term way to achieve higher levels of education—related to noise pollution and
control—more effective laws and standards, state inspection, political will, consultant development, tested products and solutions, and
general awareness of noise as a health problem where all of us had something to say and do to achieve better quality of life.

Contributed Paper

10:45
4aNS7. Shortcomings of the Brazilian standards on community noise.
Jose Augusto Nepomuceno and Daniel Mandu �Acustica & Sonica, Rua
Fradique Coutinho 955 s 01, 05416-011 Sao Paulo, Brazil, janepomuceno
@yahoo.com�

The Brazilian standard NBR 10151 was revised on 2000 to establish
guidance for evaluation of noise in inhabited areas aiming the comfort of
community. While this is a technical standard, it is often used as a “federal
legislation.” States or cities have their own community noise regulation. The
NBR 10151 has shortcomings that should be resolved. For example, there is
no mention about parameters as Ldn or percentile levels or about evaluation

of tone content or sampling methods. The only evaluation parameter is the
LAeq. The urban zones are characterized as “rural,” “residential �restricted�
hospital and schools,” “mixed area, mostly residential,” “mixed area, mostly
commerce and administration,” “mixed area, mostly recreation and leisure,”
and “mostly industrial.” There is no guidance how to apply the classification
. There are several communities around factories that would be better clas-
sified in other ways. The approach in cities and state legislation differs.
Again, there are shortcomings as lack of definitions or vague descriptions in
these legislations. The authors discuss the Brazilian standards applied to fac-
tories and freight harbor. In these situations the shortcomings made them not
helpful at all. The Brazilian standards are compared to international regula-
tions used in these projects.

THURSDAY MORNING, 29 OCTOBER 2009 BLANCO/LLANO, 9:00 TO 10:00 A.M.

Session 4aSAa

Structural Acoustics and Vibration: Structural Acoustics for Damping Materials

J. Stuart Bolton, Chair
Purdue Univ., School of Mechanical Engineering, West Lafayette, IN 47907-2031

Contributed Papers

9:00
4aSAa1. Analysis of structural damping performance in passenger
vehicles chasis. Marcio Furukava, Samir Gerges, Miguel M. Neves, and
Bento J. L. Coelho �CAPS, IST, TULisbon, Lisbon, Portugal�

Viscoelastic material is commonly used in the passive treatment of struc-
tural vibration of the vehicle structure, to introduce damping and reduce vi-
bration level at resonance frequencies. The effectiveness of such damping
treatment depends on design parameters such as location, area, thickness,
and choice of the type of the damping material. This paper describes the
experimental proceeds to evaluate two different layer damping material per-
formances, when they are applied to a passenger vehicle chassis.

9:15
4aSAa2. Negative stiffness metamaterial elements for enhanced material
damping capacity. Lia B. Kashdan, Michael R. Haberman, Preston S.
Wilson, and Carolyn C. Seepersad �Appl. Res. Labs. and Dept. of Mech.
Eng., The Univ. of Texas at Austin, 1 Univ. Station C2200, Austin, TX
78712-0292, haberman@arlut.utexas.edu�

Recent research has shown that the introduction of small quantities �1
%–2% by volume� of constrained negative stiffness inclusions into a vis-
coelastic host material leads to an effective energy absorbing behavior
greatly exceeding that of conventional materials �Lakes et al., Nature
�London� 410, 565–567 �2001��. The root cause of this increased absorptive
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capacity is the ability of the negative stiffness materials to do work on the
viscoelastic host when perturbed by an incident disturbance such as a sound
wave or vibrational motion �Koutsawa et al., Int. J. Mech. Mater. Des. 5,
29–44 �2007��. A buckled beam constrained to an S-shaped configuration
has a strain energy density at a local maximum and will accordingly display
negative stiffness. This negative stiffness behavior is non-transient and
broadband in nature. The buckled beam structure is therefore a compelling
candidate for the construction of new metamaterials for noise reduction,
anechoic coatings, and transducer backing materials. This work presents on-
going research that exploits the geometric freedom provided by selective la-
ser sintering to design and construct bistable beam elements. Design con-
figurations are presented together with dynamic test results quantifying the
damping capacity via system transmissibility and the resulting decrease in
mechanical quality factor at resonance.

9:30
4aSAa3. Noise reduction of honeycomb sandwich panels with acoustic
mesh caps. Christina Naify and Steve Nutt �Dept. of Mater. Sci., Univ. of
Southern California, 3651 Watt Way VHE 416, Los Angeles, CA 90089�

The noise reduction effectiveness of acoustic mesh septa caps in com-
posite honeycomb sandwich panels was evaluated. The acoustic mesh in the
cells acted as a lightweight resonator in weight-critical aerospace structures.
Nylon mesh was inserted into the honeycomb cells of the sandwich panels,
and the acoustic absorption �AA� and transmission loss �TL� of the panels
were measured using a normal incidence impedance tube. Single septa in-
serted into each cell yielded consistent improvements of 2 dB in TL over

low- to mid-frequencies �50–1600 Hz�. A double layer of septa further in-
creased these acoustic properties in the mid-frequency range by an addi-
tional 2 dB. Varying the size of the mesh-weave had a significant effect. AA
of the panels improved by a factor of 2 for the single septa and was further
increased by perforating the panel facesheet. Results of the facesheet perfo-
ration were consistent with predicted values. Over low- to mid-frequencies,
septa yielded measurable sound-mitigating results for a small weight addi-
tion with no change to the mechanical performance of the panels.

9:45
4aSAa4. Vibration damping of metal foam-polymer interpenetrating
phase composite. Nassif E. Rayess �Univ. of Detroit Mercy, 4001 W. Mc-
Nichols Rd., Detroit, MI 48221, rayesna@udmercy.edu�

The damping and basic dynamic properties for a novel type of multi-
functional hybrid material known as metal foam-polymer composite are
investigated. This material is obtained by injection molding a thermoplastic
polymer through an open cell aluminum foam, in essence creating two con-
tiguous morphologies, an aluminum foam interconnected “skeleton” with
the open pores filled with a similarly interconnected polymer substructure.
This coexistence of both materials allows each to contribute its salient prop-
erties �e.g., the plastics contributing surface toughness and the metal foams
contributing thermal stability�. Basic damping testing results are presented
for various aluminum foam porosities and pore sizes as well as for three
types of polymers. A basic mathematical model of the damping is also
presented. The integrity of the interface between the aluminum foam and the
polymer is discussed in terms of its effect on the overall material damping.

THURSDAY MORNING, 29 OCTOBER 2009 BLANCO/LLANO, 10:30 TO 11:45 A.M.

Session 4aSAb

Structural Acoustics and Vibration: Structural Acoustics and Vibrations for Micro/Nano Devices

Henry A. Scarton, Chair
Rensselaer Polytechnic Inst., Dept. of Mechanical, Aerospace, and Nuclear Engineering, Troy, NY 12180

Contributed Papers

10:30
4aSAb1. Characterizing energy dissipation in singlewalled carbon
nanotube polycarbonate composites. Nikhil A. Koratkar, Jonghwan Suhr
�Dept. of Mech., Aerosp. and Nuclear Eng., RPI, Troy, NY 12180�, Amit
Joshi, Ravi S. Kane, Linda S. Schadler, Pulickel M. Ajayan, and Steve Bar-
tolucci �RPI, Troy, NY 12180�

In this study, singlewalled carbon nanotube and bisphenol-A-
polycarbonate composite beams were fabricated by a solution mixing pro-
cess and dynamic �cyclic� load tests were performed to characterize energy
dissipation. We report up to an order of magnitude ��1000%� increase in
loss modulus of the polycarbonate system with the addition of 2% weight
fraction of oxidized singlewalled nanotube fillers. We show that the increase
in damping is derived from frictional sliding at the nanotube-polymer
interfaces. The nanoscale dimensions of the tubes not only results in large
interfacial contact area, thereby generating high damping efficiency, but also
enables seamless integration of the filler materials into the composite
structure.

10:45
4aSAb2. Temperature activated interfacial friction damping in carbon
nanotube polymer composites. Jonghwan Suhr, Wei Zhang �Dept. of
Mech., Aerosp. and Nuclear Eng., RPI, Troy, NY 12180�, Pulickel M.
Ajayan, and Nikhil A. Koratkar �RPI, Troy, NY 12180�

Effect of temperature on interfacial sliding in single-walled carbon nano-
tube polycarbonate composites is investigated experimentally. We show that

interfacial slip at the tube-polymer interfaces can be activated at relatively
low dynamic strain levels ��0.35%� by raising temperature to �90°C. We
attribute this to increased mobility of the polymer chain backbones at el-
evated temperatures and thermal relaxation of the radial compressive
stresses at the tube-polymer interfaces. These results show the potential of
polymer nano-composites as high temperature damping materials for vibra-
tion and acoustic suppression in a variety of dynamic systems.

11:00
4aSAb3. Nonlinear sensitivity of capacitive micromachined ultrasonic
Lamb wave transducers. Li-Feng Ge �School of Electron. Sci. and
Technol., Anhui Univ., 3 Feixi Rd., Hefei, Anhui 230039, China, lfge@ahu
.edu.cn�

A capacitive micromachined Lamb wave transducer using the second-
order bending mode of high-aspect rectangular diaphragms to excite and re-
ceive Lamb waves in a silicon plate was presented �L. Ge, Proc. SPIE 6358,
1 �2006��. Thus, the width of the diaphragm is made equal to the wavelength
of the A0 wave, and all the transducer parameters can be determined by the
TDK model for CMUTs with high-aspect rectangular diaphragms. The sen-
sitivity, i.e., a ratio of the relative frequency shift to the change in mass load-
ing of the plate, is derived and is a nonlinear function, which is the same as
that for capacitive ultrasonic mass resonators �L. Ge, IEEE IUS, 1034
�2008��. Also, it is a general nonlinear sensitivity expression available for
both capacitive and piezoelectric gravimetric sensors. The area density in-
crement, caused by the adsorbed or bound molecules or the fluid loading, is
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usually comparable with the area density of the silicon plate. Therefore, it is
significant to use the nonlinear expression for determining the sensitivity
accurately. The capacitive Lamb wave transducers are very attractive as
gravimetric sensors for chemical and biological sensing since they have
much simple structure and high sensitivity. �Work supported by NSFC
�60774053�.�

11:15
4aSAb4. A piezoelectric microelectromechanical systems ultrasonic
radiator. Benjamin A. Griffin, Matthew D. Williams, and Mark Sheplak
�Dept. of Mech. and Aero. Eng., Univ. of Florida, 231 MAE-A, Gainesville,
FL 32611, griffo@ufl.edu�

The development of a piezoelectric micromachined ultrasonic radiator is
presented. The transmitter is formed by a radially non-uniform circular com-
posite diaphragm. The diaphragm consists of a layer of piezoelectric mate-
rial with annular electrodes. Transduction of the diaphragm occurs when an
electric field is induced between annular electrodes across the piezoelectric
material creating mechanical strain in the annular region. The strain couples
into force and moment resultants that generate diaphragm deflection. A time
varying electric field induces vibrations of the diaphragm which in turn gen-
erates acoustic waves. Included in the overall systems design of the trans-
mitter is a unique package with back cavity depth control. A systems model
incorporates electrical, mechanical, and acoustic components using compos-
ite plate mechanics, lumped element modeling, and acoustic theory. Com-
parison to experimental results is conducted through mechanical and acous-
tic characterizations. A laser vibrometer system measures diaphragm
velocity from which the fundamental mode shape and resonant frequency
are extracted. Farfield acoustic measurements are compared to the extrapo-
lation of vibrometer measurements via Rayleigh’s integral. The character-

ization results show mismatch between devices as well as the equivalent cir-
cuit model. Experimental results of the variable back cavity depth show a
qualitative match to the systems model.

11:30
4aSAb5. Diffraction based optical microelectromechanical systems
microphone and its application to the measurement of sound intensity.
Baris Bicen �G. W. Woodruff School of Mech. Eng., Georgia Inst. of Tech.,
801 Ferst Dr. NW, Atlanta, GA 30332-0405, baris@gatech.edu�, Weili Cui,
Quang Su, Ronald Miles �SUNY at Binghamton, Binghamton, NY
13902-6000�, and Levent Degertekin �Georgia Inst. of Tech., Atlanta, GA
30332-0405�

Diffraction based optical MEMS microphones and force feedback capa-
bilities of these microphones are presented earlier �Bicen et al., J. Acoust.
Soc. Am. 123, 3230 �2008��. Further investigation is done in order to see the
capabilities of these optical microphones in measuring the sound intensity.
The biomimetic diaphragms of these microphones are designed for respond-
ing to pressure gradient which can be used for extracting the particle veloc-
ity required to measure the sound intensity. In order to show the velocity
measuring capability of these microphones, an impedance tube method is
used because the velocity and pressure at each point in the impedance tube
can be found accurately. The comparison of the measured velocities and
sound intensities with the optical microphone and commercially available
sound intensity probes is presented. Model results are discussed in order to
show the effect of the different mode shapes on the accuracy of the pressure
gradient measurements. Optimization of these biomimetic diaphragms will
result in the measurement of the sound intensity in a larger bandwidth with-
out using any spacers and additional microphone adapters like in commer-
cial sound intensity probes. �Work supported by National Institutes of
Health �NIH� and the Catalyst Foundation.�

THURSDAY MORNING, 29 OCTOBER 2009 RIO GRANDE EAST, 8:00 TO 11:25 A.M.

Session 4aSC

Speech Communication: Perceptual Learning and Adaptation in Speech

Tessa C. Bent, Chair
Indiana Univ., Speech and Hearing Science, 200 S. Jordan Ave., Bloomington, IN 47405

Chair’s Introduction—8:00

Invited Papers

8:05

4aSC1. How listeners represent dialectal variation. Tanya Kraljic �Dept. of Psych., Univ. of Pennsylvania, 3401 Walnut St., Ste.
400A, Philadelphia, PA 19104, kraljict@sas.upenn.edu�

Successful speech recognition requires that listeners map acoustically variant pronunciations onto the same meaningful
interpretation. As listeners are exposed to a talker’s speech, they learn the relevant mapping, and their perception shifts to accommodate
the talker’s pronunciations. Recent work on the perceptual learning of idiolectal variation has made it possible to investigate precisely
what it is that changes in perceptual processing as listeners adapt to speakers. These studies suggest that phonemic representations
themselves are rapidly modified to reflect the idiolectal variants produced by a talker. However, dialectal variation appears to be handled
differently. Several studies will be presented that address the representation of dialectal forms, including a recent experiment that di-
rectly compared learning of a dialectal variant to learning of an idiolectal variant with the same acoustic properties. Listeners adjust to
talkers’ dialects, but unlike with idiolectal variation, such adjustments do not reflect an underlying modification of the phonemic rep-
resentations of the canonical counterparts. The implication of these results for dialect representation, as well as for the perceptual learn-
ing process, will be discussed. �This work was supported by NIH NRSA Award No. 7 F32 HD052342-03.�
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8:35

4aSC2. Perceptual adaptation to foreign-accented English. Ann R. Bradlow �Dept. of Linguist., Northwestern Univ., 2016 Sheridan
Rd., Evanston, IL 60208, abradlow@northwestern.edu�

Foreign-accented speech presents an interesting challenge for native listeners due to its deviations from native accented speech along
multiple acoustic-phonetic dimensions. Nevertheless, since these deviations arise primarily from interactions of the native �L1� and
target �L2� language sound systems, they are highly systematic both within individuals and across talkers from the same L1. Moreover,
since numerous features of English are typologically rare �e.g., coda clusters and large vowel inventory�, various foreign-accents of
English frequently converge on similar specific deviations �e.g., cluster reduction and vowel category conflation�. Thus, despite a high
degree of deviation from native talker norms, the systematicity of foreign-accented speech should facilitate listener adaptation. We
examined adaptation at the level of the individual �talker-dependent�, the L1 �talker-independent�, and the population �accent-
independent�. First, we showed variation in the speed and extent of talker-dependent adaptation depending on the talker’s baseline
English speech intelligibility. Second, we demonstrated that talker-independent adaptation required exposure to multiple talkers of the
accent. Finally, we demonstrated that exposure to multiple accents �e.g., Korean-, Hindi-, Mandarin-, and Romanian-accented English�
can facilitate accent-independent adaptation, i.e., adaptation to both a trained accented �Mandarin-accented English� and an untrained
accent�Slovakian-accented English�. This work builds a strong case for highly flexible speech perception mechanisms.

9:05

4aSC3. Perceptual learning of non-native speech sounds: The importance of features from an attention to dimensions
perspective. Alexander, L. Francis �Dept. of Speech, Lang. and Hearing Sci., Purdue Univ., 500 Oval Dr., West Lafayette, IN 47907,
francisa@purdue.edu�

Research on the acquisition of non-native speech sounds is frequently conducted within the framework of theories that were origi-
nally developed to account for aspects of cross-language speech perception �e.g., PAM, NLM, and the SLM�. Such theories typically
focus on the influence of native phonetic categories on the perception of non-native speech, and second language learning researchers
may tend to adopt this category-focused view although these theories make few strong predictions about learning. Interestingly, despite
their focus on the role of categories, all of these theories incorporate the same assumption: That learning �of both first- and second-
language contrasts� progresses by reweighting of phonetic features. This talk presents an overview of results from a series of studies that
support this core assumption, suggesting that features, not categories, should play the central role in structuring our understanding of
phonetic learning, especially with respect to such short-term adult learning as may be obtained in the laboratory or classroom. Taking
such a perspective facilitates connections between theories of linguistic and non-linguistic perceptual learning, reduces dependence on
category-based models of speech perception and production, and may provide a more principled basis for making predictions about
what non-native contrasts should be easy or difficult to learn.

9:35

4aSC4. Perceptual learning of cochlear implant simulated speech: Cognitive findings and clinical implications. Jeremy L. Loebach
�Dept. of Psych., St. Olaf College, 1520 St. Olaf Ave., Northfield, MN 55057, jeremyloebach@gmail.com�

Adaptation to the acoustic world after cochlear implantation requires significant adjustment to degraded auditory signals. The cog-
nitive mechanisms underlying the mapping of such signals onto preexisting internal representations �postlingually deafened individuals�,
or the formation of novel internal representations �prelingually deafened individuals�, are not well understood. Therefore, understanding
the mechanisms of perceptual learning is critical to providing efficient training and �re�habilitation for new cochlear implant users. The
advent of noise and sinewave vocoders to model the output of a cochlear implant speech processor has increased the tools available to
investigate perceptual learning of speech in normal-hearing listeners. A fundamental question is whether training should focus exclu-
sively on speech perception �synthetic approach�, or whether training on extralinguistic or nonspeech auditory information �analytic
approach� promotes more robust perceptual learning and generalization to novel materials and signals. In this talk, I will present data
from two recent studies on the perceptual learning of sinewave-vocoded speech by normal-hearing participants that focused on different
levels of linguistic/extralinguistic and nonspeech acoustic information. I will discuss the implications these data have for understanding
perceptual learning and the cognitive mechanisms that mediate speech perception.

10:05—10:25 Break

10:25

4aSC5. Disordered speech as a testing ground for listener learning and adaptation. Julie M. Liss �Dept. Speech and Hearing Sci.,
Arizona State Univ., Tempe, AZ 85287, julie.liss@asu.edu�, Andrew J. Lotto �Univ. of Arizona, Tucson, AZ 85721�, and Kaitlin Lans-
ford �Arizona State Univ., Tempe, AZ 85287�

Speech production disorders arise from a wide variety of anatomical defects, neurological injury, and disease. Depending on the
etiology, the speech manifestations may be quite regularized—in the same way that a foreign accent presents consistently—or highly
variable with unpredictable speech interruption and degradation. Indeed, even within an individual speaker, one will find both relatively
consistent and variable aspects of speech abnormality. A growing body of literature shows that listeners enjoy intelligibility gains with
just brief auditory exposure to disordered speech that is accompanied by lexical feedback, and with repeated unsupervised exposures.
These benefits have been shown to be both talker-specific and applicable to groups of people who presumably share relevant acoustic-
perceptual speech features. While many of these studies have been designed with an eye toward clinical and communicative implica-
tions, there is much to be learned about the mechanisms underlying these perceptual improvements with naturally impoverished speech.
The purpose of this presentation is to describe the use of clinical populations as a testing ground for hypotheses of listener learning and
adaptation. Speech production disorders particularly lend themselves to the study of episodic memory, rhythmic expectancy, and talker-
specific versus talker-general effects. �Work supported by NIDCD, NIH.�
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10:55

4aSC6. Recent findings on early word recognition and learning: Representational change in adapting to variability in voice,
foreign accent, and dialect. Rachel Schmale �Dept. of Psych., North Park Univ., 3225 W. Foster Ave., Box 16, Chicago, IL 60625,
rschmale@northpark.edu�

A core aspect of recognizing and learning words is accommodating variable acoustic forms. Thus, to become proficient learners,
infants and toddlers must adapt to the inherent variability of speech, where words frequently vary in form depending on a host of talker
characteristics �e.g., voice, emotional state, foreign accent, dialect, speaking rate�. Four sets of experiments examined the impact of
variability in voice, foreign accent, and dialect on the abilities of English-learning infants and toddlers to recognize and learn words. The
findings reveal evidence about the flexibility of early representations across development. In the face of subphonemic and supraseg-
mental variability, young infants and toddlers seem to encode and store fine acoustic-phonetic details about the words they hear, which
impedes their ability to recognize and learn dissimilar instances of the same word. Alternatively, older infants and toddlers more readily
accommodate extraneous acoustic variability by abstracting across dissimilar word forms, leading to more successful recognition and
learning. Although younger children display more difficulty adapting to irrelevant acoustic variation, preliminary findings reveal benefits
to exposure to variability in inducing more abstract, flexible representations. �Alejandrina Cristià, Elizabeth Johnson, and Amanda
Seidl.�

THURSDAY MORNING, 29 OCTOBER 2009 RIO GRANDE CENTER, 8:10 TO 11:55 A.M.

Session 4aUW

Underwater Acoustics and Acoustical Oceanography: Progress in Modeling Complex and Dynamic Acoustic
and Oceanographic Characteristics of Continental Shelves and Slopes I

Preston S. Wilson, Cochair
Univ. of Texas at Austin, Dept. of Mechanical Engineering, 1 University Station, Austin, TX 78712

David P. Knobles, Cochair
Univ. of Texas at Austin, Applied Research Labs., 10000 Burnet Rd., Austin, TX 78758

Chair’s Introduction—8:10

Invited Papers

8:15

4aUW1. Surface and deep ducting of sound parallel to strong nonlinear internal wave fronts. Ying-Tsong Lin, Timothy F. Duda
�Appl. Ocean Phys. & Eng. Dept., Woods Hole Oceanograph. Inst., Woods Hole, MA 02543, ytlin@whoi.edu�, and D. Benjamin Reeder
�Naval Postgrad. School, Monterey, CA 93943-5738�

Acoustic ducting effects observed in a nonlinear internal wave field on the shelf of the South China Sea northeast of Tung-Sha Island
�water depth of �120 m� are investigated. Environmental measurements from stationary instruments in the area show that the nonlinear
internal waves have large amplitudes �over 40 m� and strong curvature. A principal component interpolation method is used to recon-
struct the time-dependent three-dimensional internal wave field. A three-dimensional parabolic equation model is then employed to
simulate monochromatic 400-Hz acoustic propagation parallel to the internal wave fronts for comparison to field data. The passing
internal waves alternately elevate and depress the thermocline to form strong three-dimensional near-bottom acoustic ducts between the
wave troughs and strong surface ducts of mixed layer water in the wave troughs. These alternating, depth-dependent acoustic ducts
create asynchronous, vertically-bifurcated sweeping beams of ducted acoustic energy. The three-dimensional acoustic propagation mod-
eling results are shown to mimic the field observations to a strong degree and elucidate the propagation physics in this highly complex
environment.

8:35

4aUW2. Optimal adaptive sampling for continental shelf acoustic forecasting. Kevin D. Heaney �OASIS Inc., 11006 Clara Barton
Dr., Fairfax Station, VA 22039�

Shallow water acoustic propagation variability is driven by bathymetry and geo-acoustic and oceanographic variabilities. At the
shelf-break, the rapid change in bathymetry often leads to a separation of shelf-water with open ocean sea-water, leading to a dynamic
shelf-break front. In order to accurately predict ocean acoustic propagation �forecasting�, an improved understanding of the dynamic
oceanographic features is required. To this end, a system of adaptive sampling, utilizing oceanographic and acoustic measurement sys-
tems, dynamic oceanographic models, and data assimilation, is being developed. In this paper we will present the approach to optimal
oceanographic glider placement and optimal acoustic measurements for reducing the oceanographic and acoustic forecast uncertainty.
The results from three experiments will be presented where oceanographic sampling was combined with acoustic measurements in a
region modeled with a high-fidelity dynamical ocean model. �Work supported by ONR Code 32OA and SPAWAR.�
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8:55

4aUW3. Empirical dependence of acoustic transmission scintillation statistics on bandwidth, frequency, and range in the Gulf of
Maine. Mark Andrews and Purnima Ratilal �Dept. of Elec. and Comput. Eng., Northeastern Univ., 360 Huntington Ave., Boston, MA
02115�

The scintillation statistics of broadband acoustic transmissions are determined as a function of signal bandwidth B, center frequency
fc, and range with experimental data in Georges basin in the Gulf of Maine. The received signal intensity is shown to follow the gamma
distribution implying that the central limit theorem has led to a fully saturated field from independent multi-modal propagation
contributions. The gamma distribution depends on the mean intensity and the number of independent statistical fluctuations or coherent
cells in the received signal. The latter is calculated for the matched filter, the Parseval sum, and the band-passed center frequency, all
of which are standard ocean acoustic receivers. The number of fluctuations in the received signal is found to be an order of magnitude
smaller than the time-bandwidth product TB of the transmitted signal, and to increase monotonically with relative bandwidth B/fc. A
computationally efficient numerical approach is developed to predict the mean intensity and the corresponding broadband transmission
loss of a fluctuating, range-dependent ocean waveguide by range and depth averaging the output of a time-harmonic stochastic propa-
gation model. This model enables efficient and accurate estimation of transmission loss over wide areas, which has become essential in
wide-area sonar imaging applications.

9:15

4aUW4. Impact on acoustic propagation by internal waves and tides in the region of shelf and slope. Chi-Fang Chen, Yung-Sheng
Linus Chiu, and Yuan-Ying Chang �Dept. of Eng. Sci. and Ocean Eng., Natl. Taiwan Univ., No. 1, Sec. 4, Roosevelt Rd., Taipei 106,
Taiwan, chifang@ntu.edu.tw�

Internal waves �IWS� and tidal activities were investigated in the South China Sea �SCS� and the northeastern seas of Taiwan. These
oceanic processes cause large fluctuations and impact on underwater acoustic propagation. These effects include two-dimensional �2-D�
and three-dimensional �3-D� effects. The 2-D and 3-D effects are related to the angle between the directions of sound propagation and
IW front. When the IW front are from 20 to 90 deg with respect to the acoustic propagation direction, acoustic mode coupling is the
dominant factor which could be sufficiently predicted by the N�2D simulations. Acoustic energy is exchanged between modes and is
re-distributed among the water columns. However, when the angles between the wave front and the acoustic wave propagation are 0–20
deg, the horizontal refraction effect dominates over mode coupling and the fully 3-D calculation is needed. The acoustic energy would
be refracted, as a consequence, resulting in energy focusing and defocusing. These effects are clearly seen by the series of data collected
in the SCS and the region of Northern East of Taiwan. Computer modeling results are used to manifest experiment data results in this
research. �This work is supported by National Science Council of Taiwan.�

9:35

4aUW5. Accounting for spatiotemporal variability of shallow water waveguides in the geoacoustic inverse problem. Kyle M.
Becker �Appl. Res. Lab., Penn State Univ., P.O. Box 30, State College, PA 16804-0030, kmbecker@psu.edu�

Reliable acoustic field predictions are essential for sonar performance modeling and matched field processing, particularly related to
the geoacoustic inverse problem. On continental shelves and slopes, properties of the water column can vary widely in both time and
space, while the seabed can be heterogeneous over scales of only a few kilometers and sometimes less. This combined spatiotemporal
variability of the acoustic waveguide was a hallmark of the Shallow Water Experiment 2006 �SW06�. This is illustrated using data
collected during SW06 for an acoustic field measured on a fixed receiver array for a source towed along a radial track and repeated
several times. In these experiments, the large degree of variability in the observed acoustic fields was attributed to large-scale changes
in the water column that occurred over the course of a day. Properly accounting for this variability proved to be essential for obtaining
robust geoacoustic inversion results for the seabed. Specifically, the spatiotemporal properties of the water column had to be accounted
for in the forward models from which objective functions were derived. Methods for capturing the observed water-column variability
are discussed as used in the inverse problem as well as for the more general problem of model-data comparison.

9:55—10:10 Break

Contributed Papers

10:10
4aUW6. Simultaneous inversion of seabed and water column sound
speed profiles in range-dependent shallow water environments. Megan S.
Ballard �Graduate Program in Acoust., Penn State, P.O. Box 30, State Col-
lege, PA 16804-0030, msd200@psu.edu� and Kyle M. Becker �Penn State,
State College, PA 16804-0030�

It is well known that the properties of the water column and seabed af-
fect acoustic propagation in shallow water. As a result, numerous inversion
schemes have been developed to estimate environmental properties. Many
of these algorithms address the problem of estimating properties of the sea-
bed alone, while assuming properties of the water column are known. An
example of such an inversion scheme is perturbative inversion which uses
modal wavenumbers to obtain sound speed in the seabed as a function of
depth �Rajan et al., �1987��. The inversion algorithm involves solving an ill-
posed problem, with regularization used to stabilize the solution, resulting in
a smoothed version of the true sound speed profile. To simultaneously esti-

mate water column and seabed properties, qualitative regularization is used
to resolve the discontinuity in the sound speed profile at the seafloor and
approximate equality constraints are used to constrain the solution in por-
tions of the water column for which the data alone are insufficient. The pri-
mary advantage of simultaneously inverting for water column and sediment
sound speed profiles is that poor knowledge of a priori information about
water column is not aliased into the solution for the seabed. �Work sup-
ported by NDSEG and ONR.�

10:25
4aUW7. Spatial and temporal properties of water column dynamics in
the East China Sea. Chad Smith, Michelle Kingsland, and David Bradley
�Graduate Program in Acoust., The Penn State Univ., Appl. Res. Lab., P.O.
Box 30, State College, PA 16804-0030, cms561@psu.edu�

In late August, early September of 2008, 36 continuous hours of data
from a conductivity, temperature, and depth chain tow were collected. The
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sensor chain spanned the lower portion of the upper mixed layer, a sharp
thermocline, and the upper part of the isothermal lower water depth. The
sound velocity field, calculated using the Chen–Millero formulation, is the
result of a combination of events, including internal waves and density neu-
tral intrusions. The features of the sound field are examined in terms of time
variability and �oceanic� wave number behavior. Together with an accom-
panying paper that discusses sound propagation for these conditions, a de-
tailed description of the impact of water column dynamics in a littoral
coastal shelf is presented. �Acknowlegment of work supported by the Office
of Naval Research, Contract No. N00014-08-1-0455.�

10:40
4aUW8. Sound propagation calculations for dynamic conditions in the
East China Sea. Kingsland Michelle, Smith Chad, and Bradley David
�Graduate Program in Acoust., Appl. Res. Lab., The Penn State Univ., P.O.
Box 30, State College, PA 16804-0030, mbm224@psu.edu�

Based on the sound field discussed in detail in a companion paper, sound
propagation behavior is calculated using the range-dependent acoustic
model parabolic equation method. A number of source/receiver depth com-
binations are examined, for frequencies in the range of 200–1000 Hz, and
for ranges to 30 km. Impact of the temporal and spatial dynamics of this
coastal shelf region will be discussed. Of particular interest is the variability
produced by both internal waves and intrusive water masses. �Acknowledg-
ment of work supported by the Office of Naval Research, Contract No.
N00014-08-1-0455.�

10:55
4aUW9. Temporal coherence of normal modes in an ocean waveguide. T.
C. Yang �Naval Res. Lab., Code 7120, Washington, DC 20375�

Temporal coherence is a measure of sound correlation in time, and the
temporal coherence time refers to the time it takes for the signal to become
uncorrelated. Over 20 experiments have been conducted over the past 40
years to measure the temporal coherence of sound propagation to a long
distance. The experimental results in shallow and deep water were recently
analyzed by Yang �J. Acoust. Soc. Am. 120, 2595–2614 �2006�; J. Acoust.
Soc. Am. 124, 113–127 �2008�; J. Acoust. Soc. Am. 125, 1247 �2009��. A
theoretical treatment is given in this paper for the temporal coherence of
normal modes using the path integral approach and also the perturbation ex-
pansion of the coupled normal-mode equation to the first order of sound-
speed-perturbation squared. For a typical shallow water and deep water en-
vironment with internal waves present, the coherence time of the acoustic
field �averaged over the source and receiver depths� decreases as �3/2
power of frequency due to mode coupling, as is observed in data. Not in-
cluding mode-coupling, the coherence time of the acoustic field decreases as
�1 power of frequency, same as that predicted for acoustic rays. The co-
herence time decreases as �1/2 power of range in all cases. �Work sup-
ported by the Office of Naval Research.�

11:10
4aUW10. Statistics of acoustic intensity fluctuations caused by
non-linear internal waves of elevation in shallow water in the South
China Sea. D. Benjamin Reeder �Dept. of Oceanogr., Naval Postgrad.
School, 833 Dyer Rd., Monterey, CA 93943, dbreeder@nps.edu�

In April 2007, a 6-day long field experiment was conducted to measure
internal waves and their acoustic effects at the edge of the continental shelf
in the Northern South China Sea. Very large internal solitary waves of de-
pression originating in the Luzon Strait generate trains of internal elevation
waves as they encounter a subaqueous bluff at the shelf edge in 120-m water
depth. The acoustic transect, from the moored acoustic source transmitting
400-Hz m-sequences to two vertical line arrays moored at 3- and 6-km
ranges, was oriented roughly parallel to the crests of the passing internal
elevation waves, so as to observe the strong horizontal refraction effects
which occur under such conditions. Statistics of and correlations between
the internal wave characteristics and their associated effects on acoustic
propagation are presented. �Work supported by ONR.�

11:25
4aUW11. The effects of surface variability on received signal statistics.
Jeremy M. Joseph, R. Lee. Culver, and Alex W. Sell �Grad. Prog. Acoust. &
Appl. Res. Lab., Penn State Univ., P.O. Box 30, State College, PA 16804�

Acoustic propagation through the ocean can result in significant variabil-
ity in the received signal. The degree of variability depends on the signal
frequency and source-receiver range as well as medium variability along the
propagation path. Our overall research goal is to develop the capability to
classify passive sonar signals using the statistics of the received signal, and
to support this goal, we require the capability to simulate statistically-valid
signals. When the propagation path interacts with a rough ocean surface, the
received signal will vary with time. We have employed the rough surface
RAM parabolic wave equation code �Rosenberg, J. Acoust. Soc. Am. 105,
1999� to predict the statistics of low-frequency received signals that interact
with the surface �such as in a shallow ocean channel� in order to calculate
the effects of the time-varying rough surface scattering on frequency and
amplitude statistics. Using a temporally-evolving rough surface, frequency
and amplitude statistics are calculated for several ranges and depths. Re-
ceived signal parameter statistics are compared with published analytical
and empirical models. �Work sponsored by ONR Undersea Signal
Processing.�

11:40
4aUW12. Effects of non-adiabaticity in modal propagation through
random sound speed perturbations. Kevin D. LePage �NATO Undersea
Res. Ctr., Viale San Bartolomeo 400, 19126 La Spezia, Italy�

Modal propagation through sound speed fluctuations in shelf environ-
ments can be modeled adiabatically or fully coupled through polynomial
chaos �PC� expansions of the modal amplitudes or complex phase. The im-
portance of modal scattering versus adiabatic effects is explored for random
sound speed fields in the mid-frequency regime. It is shown that the impor-
tance of inter-modal scattering is related to the interference wavelength be-
tween the modes in relation to the horizontal wavelengths of the sound
speed fluctuations as well as the vertical structure of the sound speed fluc-
tuations with respect to the shape of the interacting modes. Modal scattering
is also highly affected by the relative amplitudes between the modes with
strong scattering into weaker modes. While these effects are well known, the
coupled mode PC equations give unique insight into the detailed physics of
these controlling factors.
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THURSDAY AFTERNOON, 29 OCTOBER 2009 REGENCY EAST 3, 1:30 TO 5:10 P.M.

Session 4pAA

Architectural Acoustics: Room Acoustics Potpourri—Absorption, Diffusion, Testing, and Modeling

Pamela J. Harght, Cochair
BAi LLC, 4006 Speedway, Austin, TX 78751

David S. Woolworth, Cochair
Oxford Acoustics, Inc., 356 CR 102, Oxford, MS 38655

Contributed Papers

1:30
4pAA1. Effect of macroscopic parameters on sound absorption and
sound transmission loss of porous materials. Paresh Shravage
�Electro-acoustics Res. Lab., Dept. of Phys., N. Wadia College, Mangaldas
Rd., Pune, India 411001� and Keith de’Sa �N. Wadia College, Pune, India
411001�

Sound absorbing materials are indispensable nowadays for noise control
applications. The acoustical behavior of these acoustic materials is governed
by five physical �e.g., porosity, flow resistivity, tortuosity, viscous character-
istic length, and thermal characteristic length� as well as three mechanical
parameters �e.g., Young’s modulus, Poisson ratio, and loss factor�. The char-
acterization of these porous materials is very crucial as it plays a crucial role
in design and development stage itself for predicting acoustic behavior of
multilayer porous materials for higher sound absorption and transmission
loss. This prediction depends on measurement accuracy of macroscopic
physical parameters which are very difficult to measure except porosity and
flow resistivity, which is the only standardized test until today; also avail-
ability of such rigs is also a problem for manufactures as they are available
only at specialized test laboratories. This paper presents effect all of these
parameters on sound absorption coefficient and transmission loss of the po-
rous materials using Johnson–Champoux–Allard and Biot model for po-
roelastic materials. It also discusses results of simulation with effect of each
parameter on acoustic behavior of the sound absorbing materials.

1:45
4pAA2. Analysis of a Schroeder diffusor using the Biot–Tolstoy theory.
Nicolás Ramírez, Maria Paz Raveau, Osvaldo Ramírez, and Christopher
Feuillade �Laboratorio de Acústica, Universidad Tecnológica de Chile-
INACAP, Sede Pérez Rosales, Brown Norte 290, Ñuñoa 779-0569, San-
tiago, Chile, ramamaiden@hotmail.com�

The Biot–Tolstoy �BT� theory for the impulse response of a point source
to a rigid wedge �J. Acoust. Soc. Am. 29, 381–391 �1957�� has been used to
investigate the scattering properties of a QRD Schroeder acoustic diffusor.
The BT is a fully three dimensional time-domain method, which facilitates
individual identification and evaluation of the three components which give
rise to the diffused field: reflections from the faces of the diffusor, diffrac-
tions from the edges of the wells, and “reflection-diffractions,” which com-
bine the previous two phenomena. The computed impulse response readily
enables frequency analysis over a broad frequency band with an upper limit
determined by the signal sampling rate. Comparisons with published theo-
retical results for a diffusor at long range, obtained using a boundary ele-
ment technique, show very good agreement, both for the diffusion coeffi-
cient and the polar scattering patterns as a function of frequency.
Comparisons of the results of experimental measurements, with BT predic-
tions, for short range diffusor configurations also show promising
agreement. The results of both of these tests of the BT method will be pre-
sented, and the overall performance assessed.

2:00
4pAA3. Optimizing scattering from stage canopy arrays: determining
density, size, shape and position. Peter D’Antonio �RPG Diffusor Systems,
Inc., 651-C Commerce Dr., Upper Marlboro, MD 20774,
pdantonio@rpginc.com� and Trevor J. Cox �Univ. of Salford, Greater
Manchester M5 4WT, United Kingdom�

The reflecting surfaces around a stage area play an important part in en-
abling ensemble among musicians. Energy must be reflected back to the
stage to enable musicians to hear themselves and others and so achieve the
correct rhythm, intonation, balance, and timbre. Gade summarized the cur-
rent understanding of stage acoustic requirements; in particular, when stage
reflections should arrive and how loud they should be. The study presented
in this paper concentrates on the design of overhead canopy arrays, in par-
ticular, investigating effects of density, size, shape, and position. This aspect
has surprisingly been little researched, although work by Rindel investigated
similar questions to those being posed here. The advent of modern computer
processing power allows stage canopy arrays and towers to be optimized
using iterative algorithms, based on wave-based acoustic prediction models.
A shape optimization program has been developed to optimize both the
shape and tilt of overhead canopy arrays. Previously, the height and density
have been specified based on experimental evidence and lighting/scenery
considerations. The program has recently been updated to address the ques-
tion of optimal canopy density and size, and some results from this work are
presented below.

2:15
4pAA4. Determining the directional scattering coefficient from polar
responses. Peter D’Antonio �RPG Diffusor Systems, Inc., 651-C Commerce
Dr., Upper Marlboro, MD 20774, pdantonio@rpginc.com�

A method to measure the random incidence scattering coefficient has
been described in ISO 17497-1. The method involves averaging the impulse
responses for the sample in different orientations to isolate the specular
component of the scattering. As such, the method does not distinguish be-
tween samples in which there is depth variation in only one direction, as in
a cylinder, and textured surfaces with depth variation in many directions.
Since computer model algorithms currently do not distinguish between these
two types of surfaces, this may be an acceptable approximation. However,
as computer models evolve to distinguish between these types of surfaces,
directional scattering coefficients will be required. It is possible to calculate
or measure the directional scattering coefficient from scattered polar re-
sponses, using either the correlation scattering coefficient described by
Mommertz, in which the polar responses of a scattering sample and a flat
surface are correlated, or the ratio of the energy in the specular zone and the
total energy. Examples of calculated and measured directional scattering co-
efficients will be presented and discussed.

2:30
4pAA5. The effects of nonideal microphone directivity patterns on
directional impulse response measurements. J. James Esplin, Brian T.
Thornock, and Timothy W. Leishman �Acoust. Res. Group, Dept. of Phys.
and Astronomy, Brigham Young Univ., Provo, UT 84602�
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An acoustician can identify and treat problematic surfaces to reduce or
eliminate unwanted reflections only if he knows the origins of those
reflections. Several measurement techniques exist for the purpose of identi-
fying these origins, including the Polar ETC method, which requires six car-
dioid impulse response measurements along Cartesian axes. This presenta-
tion will explore two implementations of the method using either a
microphone positioner and six sequential cardioid measurements �as origi-
nally intended� or four simultaneous measurements from a tetrahedral sub-
cardioid microphone array �originally intended for Ambisonic recordings,
but also usable to synthesize the six cardioid measurements�. It will compare
the two approaches and investigate typical errors introduced by nonideal
cardioid directivity patterns. The presentation will also discuss the capabili-
ties of a new method, based on a Cartesian array of seven omnidirectional
microphones, and explore the effects of nonideal omnidirectional patterns.

2:45
4pAA6. An inexpensive approach to measure one-third octave
reverberation times. Mark H. Holdhusen �Univ. of Wisconsin-Marathon
County, 518 S. 7th Ave., Wausau, WI 54401, mark.holdhusen@uwc.edu�

Reverberation time is a common measurement taken in room acoustics.
However, the software used in portable sound-level meters can be rather ex-
pensive, making it challenging for those on a smaller budget to take these
necessary measurements on site. The work here outlines an inexpensive
method to instantaneously measure one-third octave reverberation times us-
ing a portable experimental setup. The setup consists of a PCB random-
incidence microphone along with a National Instruments USB data acquisi-
tion system and a notebook PC. Using LABVIEW along with MATLAB

software, code was written to process acoustic measurement data to achieve
one-third octave reverberation times with almost no additional processing
time. The entire setup costs approximately 2000 dollars with educational
discounts. This setup and procedure give similar results to the aforemen-
tioned sound-level meters, but at a fraction of the cost.

3:00
4pAA7. Deconstructing the interaural cross-correlation function.
William M. Hartmann �Dept. of Phys. and Astron., Michigan State Univ.,
East Lansing, MI 48824� and Brad Rakerd �Michigan State Univ., East Lan-
sing, MI 48824�

Because it is a measure of the similarity of signals in a listener’s left and
right ears, the long-term interaural cross-correlation �IACC� function within
one-third octave bands provides an estimate of auditory envelopment as well
as a guide to the ability to localize a sound. The peak height of the IACC,
known as the coherence, is particularly relevant. The IACC can be written
mathematically in terms of the amplitudes of spectral components in the left
and right ears and in terms of the interaural differences in the component
phases. The ensemble-average IACC, as measured with an artificial head in
real rooms, can be further analyzed in terms of the amplitudes—their statis-
tical distributions and their interaural correlations—and in terms of the in-
teraural phases—their distributions and correlations with amplitudes. The
nature of these statistical relationships depends on the frequency range
through the ratio of a characteristic wavelength to the head radius. Analysis
of this kind helps solve the long-wavelength problem. In the long-
wavelength limit, the IACC must be large, but that does not mean that sound
localization is good. �Work supported by the NIDCD Grant DC00181.�

3:15
4pAA8. Time-frequency test signal synthesis for acoustic measurements
during music concerts. Gang Ren �Dept. of Elec. and Comput. Eng., Univ.
of Rochester, Rochester, NY 14627, garen@ece.rochester.edu�, Mark F.
Bocko, and Dave Headlam �Univ. of Rochester, Rochester, NY 14627�

When occupied by an audience, a musical performance space exhibits
different acoustic characteristics compared to when it is empty. To obtain
acoustical measurements with an audience present would require them to sit
through an entire session of acoustic test signals, which is not practical. The
dynamics of room acoustics parameters during an on-going concert may
also be important to the mixing and recording engineers. These acoustic
measurement scenarios demand an analysis tool for performing the desig-
nated tests during music concert sessions while not being noticeable by the

audience. An acoustic measurement technique employing test signals gener-
ated during a musical performance is proposed. This method employs an
adaptive time-frequency synthesis algorithm that determines the energy va-
cancies in the spectrogram of the on-going performance and automatically
generates low-energy test signals that fill in the vacancies. The energy level
of the test signal can be low enough to be masked by the music while high
enough to be measurable above the noise floor. Several classes of test sig-
nals are proposed and their implementations in live musical events are
demonstrated. Different system identification methods for estimating archi-
tectural acoustics parameters from the recorded test signals are also dis-
cussed and compared.

3:30
4pAA9. Statistical spectrogram modeling and analysis for blind
estimation of room acoustics from musical recordings. Gang Ren �Dept.
of Elec. and Comput. Eng., Univ. of Rochester, Rochester, NY 14627,
garen@ece.rochester.edu�, Mark F. Bocko, and Dave Headlam �Univ. of
Rochester, Rochester, NY 14627�

An algorithm employing Markov random field modeling has been ap-
plied to spectrographic representations of musical recordings to uncover
acoustical features of the recording environment. For recorded music, the
reverberation pattern is most visible at the onset/offset edges of harmonic
components in the spectrogram. Edge features extracted through image
analysis algorithms can be mapped to the acoustical features of the record-
ing space, but the correspondence is complicated by the inherent random-
ness of the musical “test signal.” This is exacerbated in the media produc-
tion process because a final mix can be generated from separate recordings
from multiple acoustic spaces. The Markov random field modeling algo-
rithm utilizes data-modeling techniques to estimate the probabilistic links
between edge analysis results and room acoustical features and further to
identify the probabilistic nature of any time-variation in latent room
acoustics. Our algorithm obtained enhanced room acoustics feature extrac-
tion performance by allowing a gradual refinement of the room acoustics
feature vectors through dynamic fusion of prior estimates and knowledge
from current musical segments. This on-line approach is also more compu-
tationally efficient compared to batch processing. Multiple variants of the
proposed algorithm are demonstrated and compared to existing blind room
acoustics parameter estimation methods.

3:45—3:55 Break

3:55
4pAA10. A comparison study between the transport equation model and
diffusion equation model for room-acoustic predictions in long spaces.
Yun Jing, Ning Xiang �Graduate Program in Architectural Acoust., School
of Architecture, Rensselaer Polytechnic Inst., Troy, NY 12180�, and Edward
Larsen �Univ. of Michigan, Ann Arbor, MI 48109�

This paper compares two numerical models: diffusion equation model
and transport equation model, for room-acoustic predications in long spaces.
Mathematically, the diffusion equation is the asymptotic approximation to
the transport equation, therefore is expected to be less accurate. In addition,
the transport equation intrinsically includes the direct sound field while the
diffusion equation does not. However, due to its simple form of the diffusion
equation, it has certain computational advantages over the transport equation
model, e.g., it is less computationally expensive. When comparing the two
models with the ray-tracing based method, the transport equation is shown
to be more precise, especially when the walls are highly absorptive. Never-
theless, the diffusion equation model performs fairly well provided that the
absorption on the walls is low. In this case, the diffusion equation model
might be preferred over the transport equation model due to a low compu-
tational load.

4:10
4pAA11. Investigation of the just noticeable difference of the clarity
index for music, C80. Meghan J. Ahearn, Matthew J. Schaeffler, Robert D.
Celmer, and Michelle C. Vigeant �Acoust. Prog. and Lab., Dept. of Mech.
Engr., Univ. of Hartford, 200 Bloomfield Ave., West Hartford, CT 06117,
vigeant@hartford.edu�
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The just noticeable difference �JND� of the clarity index for music, C80,
has been reported to be approximately 1 dB, but there is limited research to
support this value. A subjective study was conducted to verify this JND us-
ing a total of 51 musically trained subjects. Test signals were created using
digital delays, equalizers, and reverberation-units, and sent out to eight loud-
speakers distributed throughout an anechoic chamber. Three motifs and two
C80 base-cases were tested: �1� had a C80 of �1 dB �1 kHz� with a 2.1-s
reverberation time �RT�, while �2� had a C80 of 	3 dB �1 kHz� with a 1.6-s
RT. Signals were presented in pairs with the first signal being the base-case
and the second having a positive difference ranging between 0.5 and 3.0 dB.
Control cases with no C80 differences were also presented. Results from all
51 subjects did not reveal a clear relationship between the percentages who
heard a difference versus the difference in decibels. However, when the data
were filtered to include 17 of the subjects, clearer trends resulted that sug-
gest a higher JND of approximately 1.6 dB. Implications for future research
will be discussed. �Work supported by the Paul S. Veneklasen Research
Foundation.�

4:25
4pAA12. Evaluating the practical performance and benefits of various
loudspeaker styles for party wall and floor/ceiling assembly field sound
transmission testing. Marlund E. Hale �Adv. Eng. Acoust., 663 Bristol Av.,
Simi Valley, CA 93065, mehale@aol.com�

The instrumentation and equipment used in field sound transmission
testing of multi-family residence party walls and floor ceiling assemblies
have steadily improved. ASTM E336 suggests the use of omnidirectional
speakers for such performance tests. When directional box speakers are
used, they need to be placed in and face toward a corner of the sound source
room. Since many multi-family residential complexes are two stories and
higher, the need to move heavy equipment �including massive speakers�
from room to room and floor to floor can be a challenge. It is therefore de-
sirable to optimize weight and performance. This paper compares the func-
tionality and performance of the standard directional box-type loudspeaker
�90 dB at 1 m, 350-W maximum input, 90 lbs�, an omnidirectional dodeca-
hedron spherical loudspeaker �110 dB at 1 m, 480-W maximum input, 30
lbs� and a prototype omnidirectional dodecahedron spherical loudspeaker
�120 dB at 1 m, 1000-W maximum input, 35 lbs�. In addition to comparing
the acoustical output of these different loudspeaker systems, their tendency
to introduce vibrations into the source room floor is also discussed.

4:40
4pAA13. Subjective evaluation of low-frequency impact sounds on
floor-ceiling assemblies. Bradford Gover, John Bradley, Trevor
Nightingale, and Berndt Zeitler �Natl. Res. Council Inst. for Res. in Con-
struction, 1200 Montreal Rd., Ottawa, ON K1A 0R6, Canada brad.gover
@nrc-cnrc.gc.ca�

To investigate meaningful ratings and criteria for the acoustical perfor-
mance of building partitions, it is necessary to understand the subjective
judgments of listeners when hearing transmitted or radiated sounds. Impact
sounds on floors caused by footstep noise �walking, running, etc.� are par-
ticularly bothersome and are not well characterized. A series of recordings
of the sound radiated into the room below a floor-ceiling test assembly when
an impact occurs on the topside of the assembly �floor surface� is ongoing.
The primary impact sources considered are real adult walkers, and a heavy
rubber ball, standardized in JIS A 1418-2. The binaural recordings are pre-
sented to listening test participants, who rate subjective attributes of the
sounds such as annoyance. In this way the floor-ceiling test assembly is
rated �and can be ranked� subjectively, and metrics derived from purely
physical measurements can be assessed and interpreted. Preliminary results
from measurements on a range of lightweight wood framed assemblies are
discussed.

4:55
4pAA14. Insertion loss: Train and light-vehicle horns and
railroad-crossing sound levels. Raymond M. Brach �Aerosp. & Mech. Eng.
Dept., Univ. of Notre Dame, Notre Dame, IN 46556, rbrach@nd.edu� and
Matthew Brach �Brach Eng., Granger, IN 46530�

Studies and analyses of sound levels inside road vehicles frequently re-
quire estimation of the sound levels of moving or changing positions of the
source �such as a train horn� and receiver �road vehicle�. The study pre-
sented here focuses on two of the components of the sound transmission
from the source to the interior of an automobile. One part of this paper is the
development of a method to predict the attenuation of the sound level over
the path from the source to the vehicle. The method is based on the classical
sound decay equation �including variable directivity and theoretical 6-dB
drop-off per doubling of distance� but is modified to accommodate different
drop-off rates including experimentally measured values. An example using
a typical train horn sound power level is provided. The second portion of the
sound path covered in this paper is the attenuation of the sound level due to
transmission through vehicle bodies and relates to annoyance of vehicle ex-
terior noise. Insertion loss values and insertion loss spectra are measured for
seven different light vehicles. An unusual property of insertion loss spectra
is observed and studied. It is shown that direct subtraction of measured
band-filtered levels can provide misleading overall levels. A method of cor-
rection of the spectrum is presented.
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THURSDAY AFTERNOON, 29 OCTOBER 2009 RIO GRANDE WEST, 1:30 TO 5:15 P.M.

Session 4pAB

Animal Bioacoustics: Natural Soundscapes and Auditory Scene Analysis by Animals II: Auditory Scene
Analysis by Animals

Richard R. Fay, Cochair
Loyola Univ., Parmly Hearing Inst., 6430 N. Kenmore, Chicago, IL 60626

Micheal L. Dent, Cochair
SUNY Buffalo, Dept. of Psychology, Buffalo, NY 14260

Chair’s Introduction—1:30

Invited Papers

1:35

4pAB1. Auditory scene analysis in fish. Richard Fay �Parmly Hearing Inst., Loyola Univ. Chicago, Chicago, IL 60626�

Auditory scene analysis �ASA� is a capacity of auditory perception that results in the hearing out or segregating of sound sources as
individual objects or events when heard in the presence of other, simultaneous sources. Fish, humans, starlings, and nonhuman primates
have been shown to have this capacity. I argue that any animal that hears probably has this capacity, and that it is not restricted to
large-brained animals, nor to the perception of species-specific communication sounds. The demonstrations of ASA in goldfish include
the capacity to hear out the frequency of pure tones when heard as a mixture of tones, and the hearing out of two, simultaneous pulse
trains based on temporal and spectral differences, analagous to hearing out different musical instruments playing the same note. So far,
harmonicity has been ruled out as a factor in ASA in goldfish, and spectral resolution has been shown to be necessary. ASA is a powerful
phenomenon of human and animal hearing, and probably determines what we mean by “hearing.” ASA probably evolved very early as
a fundamental feature of the sense of hearing.

1:55

4pAB2. The complex auditory scene at leks: Female perception of and response to male aggregations and predators in the
acoustic Lepidoptera. Michael D. Greenfield and Sylvain Alem �IRBI CNRS UMR 6035, Parc de Grandmont, Univ. François Rabelais
de Tours, 37200 Tours, France�

The fundamental mechanisms by which females respond to and choose males based on the parameters of their calling and courtship
songs are now rather well understood in many acoustic insects and anurans. However, they remain relatively unexplored in more com-
plex, natural settings, where displaying males may gather in leks of varying size. We addressed several aspects of this problem in an
acoustic moth, Achroia grisella �lesser waxmoth; Lepidoptera: Pyralidae�, where females show response thresholds and preference func-
tions based on the pulse rate and pulse amplitude of male song. We report that females adjust to increasing lek size by lengthening their
exploration trajectories while maintaining the same level of evaluation of each male. We then discuss the potential indirect �genetic�
benefits that may accrue to females from their behavioral adjustments. The “auditory scene” at leks may include the sounds of natural
enemies �echolocation calls of various species of gleaning bats� as well as displaying males. We note how female A. grisella discrimi-
nates between conspecific males and potential predators, both of which broadcast in the same �ultrasonic� frequency band. We then show
how females perceive and respond to the full auditory scene and adjust their evaluation of males when visiting leks at which �synthetic�
bat echolocations are heard.

2:15

4pAB3. Birds and models: Not as different as you might think. Christopher B. Sturdy, Michael R. W. Dawson, Lauren M. Guillette,
Carly M. Nickerson, Tara M. Farrell, Marisa Hoeschele, Laurie L. Bloomfield, and Isabelle Charrier �Dept. of Psych., Univ. of AB,
P-217 Biological Sci. Bldg., Edmonton, AB T6G 2E9, Canada csturdy@ualberta.ca�

For some time, the Sturdy laboratory group has been studying chickadee vocal production and perception using a variety of
approaches. These include, among others, bioacoustic analyses of vocalizations, operant conditioning studies, and, more recently, arti-
ficial neural networks. This multidisciplinary approach has been very fruitful. The addition of artificial neural networks to the standard
empirical approaches has significantly enhanced the understanding of songbird behavior and has provided models of bird operant con-
ditioning behavior, perception, and cognition, allowed the investigation of questions that would be difficult to carry out with animal
studies, honed research questions and foci, and has inspired further empirical studies. This talk will provide a longitudinal review of
these and related research findings capitalizing on this data-model/model-data interplay. Topics discussed will include models of bird
note type perception, models that have directed the formation of hypotheses about important perceptual features in note types, and
models that have inspired further empirical studies of note type perception and have been used to explore a classic cognitive phenom-
enon, peak-shift, in a multimodal, note-type continuum.
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2:35

4pAB4. A test of Gestalt grouping principles in frogs: Auditory illusion or sensory bias? Mark A. Bee �Dept. of Ecology, Evolution,
and Behavior, Univ. of Minnesota, 1987 Upper Buford Circle, St. Paul, MN 55108, mbee@umn.edu� and Folkert Seeba �Carl von
Ossietzky Universitaet Oldenburg, 26111 Oldenburg, Germany�

The study of auditory illusions has been important in elucidating the rules of auditory grouping in humans, which adheres to prin-
ciples first described by Gestalt psychologists to explain the formation of visual objects. For example, the human auditory system
perceptually restores short, deleted segments of speech and other sounds �e.g., tones� when the resulting gaps are filled by a potential
masking noise. Results from studies of such illusions suggest that the Gestalt principle of “continuity” allows humans to perceive com-
plete auditory objects in the face of incomplete or degraded acoustic information in the presence of noise. The present study tested the
hypothesis that female treefrogs experience the perceptual restoration of discrete pulses in the male sexual advertisement signal when
they are deleted and replaced by a potential masking noise. While added noise restored some attractiveness to degraded signals, there
was no evidence that the frogs experienced the illusion of perceiving actual pulses that were missing. Instead, the added noise func-
tioned as an acoustic ornament that made some signals more attractive than others as a result of an inherent sensory bias for greater
sensory stimulation. Whether such sensory biases themselves adhere to Gestalt principles of auditory grouping remains to be
demonstrated.

2:55

4pAB5. Processing of clustered sensory signals in gray treefrogs (Hyla versicolor): Behavioral responses in the laboratory and
field. Kevin W. Christie �Neurosci. Program and Beckman Inst., Univ. of Illinois at Urbana-Champaign, 405 N. Matthews Ave., Urbana,
IL 61801, kwchrist@illinois.edu�, Johannes Schul �Univ. of Missouri-Columbia, Columbia, MO 65211�, and Albert S. Feng �Univ. of
Illinois at Urbana-Champaign, Urbana, IL 61801�

Anuran mating choruses may consist of hundreds of sympatric and conspecific males calling in addition to other biotic and abiotic
noise, representing a complex auditory scene whose characteristics change with distance. Detecting and localizing individual males in
the chorus poses a challenge to the female, especially at long ranges. We carried out a series of recordings and behavioral experiments
that are aimed at determining the distance at which female treefrogs �Hyla versicolor� use the chorus as an acoustic cue for their ori-
enting responses. We analyzed natural choruses recorded at distances of 1–100 m and used these to create stimuli for phonotaxis ex-
periments evaluating how the chorus attracts and provides cues for localization by females. In addition, we performed phonotaxis tests
in the field near natural choruses to compare the frog’s behavior under laboratory and field conditions. We found that females utilize
acoustic cues for orientation toward choruses at a distance up to 50 m, but additional cues may be used to ensure orientation in the field
at distances �50 m. Additional experiments revealed that temporal coherence of the male call, as opposed to a general reduction in
stimulus intensity, was the most important factor in female phonotactic behavior.

3:15

4pAB6. Behavioral measures of auditory streaming in humans and ferrets. Christophe Micheyl �Dept. of Psych., Univ. of Minne-
sota, N640 Elliott Hall, Minneapolis, MN 55455, cmicheyl@umn.edu�, Ling Ma, Pingbo Yin, Shihab Shamma �Univ. of Maryland,
College Park, MD 20742�, Andrew J. Oxenham, and �Univ. of Minnesota, Minneapolis, MN 55455�

The perceptual organization of sound sequences into auditory streams, or “auditory streaming,” is an essential component of the
analysis of acoustic scenes by humans and other animals. The development of behavioral paradigms for measuring auditory streaming
in human and non-human listeners is an important step toward a better understanding of the similarities and differences in sound per-
ception between humans and other species. In this talk, we will present the results of recent studies performed in collaboration between
our groups at the universities of Minnesota and Maryland concerning performance-based measures of auditory streaming in humans and
ferrets. In particular, we will describe two complementary temporal discrimination tasks, one of which can be used to induce and mea-
sure stream segregation, while the other can be used to promote and measure stream integration in a listener. Because these tasks use
similar stimuli, they are especially suitable for use in studies of neural correlates of streaming percepts without stimulus confounds. In
addition, we will describe the results of behavioral measures of auditory streaming and informational masking in ferrets, using stimuli
and tasks that were directly inspired by psychoacoustical experiments in humans. �Work supported by NIDCD R01 DC 07657.�

3:35—3:50 Break

3:50

4pAB7. Network interactions and the emergence of representations for natural communication signals. Timothy Gentner �Dept.
of Psych., UC San Diego, 9500 Gilman Dr., MC 0109, La Jolla, CA 92093, tgentner@ucsd.edu�

Current understanding of experience dependent plasticity in sensory cortices turns on the notion that as signals acquire behavioral
relevance, they elicit increasingly robust neural responses in single cells and/or drive increasingly large neural populations. Similar
facilitative effects are seen in the songbird auditory forebrain region CMM when birds learn to recognize conspecific songs. Here, I
describe a discrete population of neurons in the adjacent auditory region NCM where the opposite occurs. Following song recognition
training, learned songs elicit significantly lower extracellular responses from single NCM neurons than do unfamiliar songs. Moreover,
this effect is directly tied to associative learning, as control songs presented in the absence of behavioral contingencies also elicit robust
responses. These findings are consistent with an active role for �1� broad scale response suppression and �2� contributions from irrel-
evant signals in shaping the learned sensory representation for natural, spectro-temporally complex, acoustic communication signals.
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4:10

4pAB8. Dendritic mechanisms of auditory stream segregation in an insect. Johannes Schul �Biological Sci., Univ. of Missouri, 207
Tucker Hall, Columbia, MO 65211, schulj@missouri.edu�

Auditory stream segregation �AudSS� is the process of grouping the auditory scene into coherent perceptual objects. We recently
described AudSS in an insect: In Neoconocephalus katydids, a first-order auditory interneuron �TN-1� segregates bat cries with slow
pulse rates from conspecific communication signals with fast pulse rates. This insect system provides a powerful opportunity to study
neuronal mechanisms of AudSS in an identified neuron with testable behavioral function. TN-1 adapts rapidly to fast pulse rates and
responses are completely suppressed. However, if a slow pulse rate of sufficiently different carrier frequency is presented simulta-
neously, TN-1 responds reliably to the slow rate pulses. The suppression of the fast pulse rate on TN-1, i.e., the critical component of
AudSS, is caused by two dendritic processes intrinsic to TN-1. The first mechanism is transient and likely calcium mediated, while the
second mechanism is sustained throughout the stimulation and likely sodium mediated. TN-1 responses to slow pulse rates, occurred
when the slow and fast pulse rate were transmitted by different groups of receptor cells, which project onto different regions of the TN-1
dendrite. Based on these results, we propose a mechanism of dynamic dendritic compartmentalization to underlie AudSS in the katydid
TN-1.

Contributed Papers

4:30
4pAB9. Range is pitch, shape is pitch: How much of biosonar is adapted
from passive hearing? James A. Simmons �Dept. of Neurosci., Brown
Univ., Box G-LN, Providence, RI 02912, james_simmons@brown.edu�

Echolocating big brown bats perceive target range from overall echo
delay. Neuronal networks acting as delay-lines retain the volley of spikes
evoked by each broadcast for coincidence-comparisons with volleys of
spikes evoked by echoes. These circuits are similar to delay-line
/coincidence-detectors proposed for determining periodicity pitch of unre-
solved frequency components. Bats use resolved frequency components to
detect harmonic coherence as the criterion for deciding whether multiple-
harmonic sounds are true echoes. These circuits involve FM1-FM2 facilita-
tory neurons in circuits similar to what has been proposed for spectral pat-
tern matching based on detection of coincidences of spikes at harmonic
frequencies, another route for extracting periodicity pitch. Additionally, bats
perceive small range separations between target glints from the frequencies
of spectral notches produced by interference between overlapping reflec-
tions at small time offsets. This psychophysical effect is similar to determin-
ing the pitch of comb-filtered noise using neuronal circuits for identifying
modulation-rates of rippled spectra. Neuronal circuits for detecting nulls at
specific frequencies in echoes yield responses tuned to specific glint sepa-
rations in time. Bats may use the different mechanisms proposed for deter-
mining the pitch of pulse trains, complex sounds, and rippled noise to per-
ceive integrated images of targets. �Work supported by ONR and NIMH.�

4:45
4pAB10. Auditory streaming of birdsong in budgerigars and zebra
finches. Kristen A. Garcia �Dept. of Psych., Univ. at Buffalo - SUNY, 206
Park Hall, Buffalo, NY 14260, kgarcia@buffalo.edu�, Siddarth Rajaram
�Dept. of Cognit. and Neural Systems, Boston Univ., Boston, MA 02215�,
Kamal Sen �Dept. of Biomedical Eng., Boston Univ., Boston, MA 02215�,
Barbara G. Shinn-Cunningham �Dept. of Cognit. and Neural Systems, Bos-
ton Univ., Boston, MA 02215�, and Micheal L. Dent �Dept. of Psych., Univ.
at Buffalo-SUNY, Buffalo, NY 14260�

The ability to segregate or group together sounds accurately in the en-
vironment is vital to the survival of all animals and should be highly con-
served across many different species. To date, evidence of auditory stream-
ing has been shown in a wide range of organisms, from insects to birds to
primates, but these studies have usually used simple stimuli emitting from

only one location. The current study utilizes categorization techniques to de-
termine the role of intensive, spatial, temporal, and spectral cues on stream-
ing in budgerigars �Melopsittacus undulatus� and zebra finches �Taeniopygia
guttata�. Both species were trained to differentially peck keys in response to
either a synthetic zebra finch song consisting of five syllables �whole song�
or to the same song with the fourth syllable omitted �broken song�. Probe
trials were then inserted, where possible cues for streaming were tested by
altering characteristics of the fourth syllable. Preliminary results showed
that the birds were most likely to report hearing a whole song when the
fourth syllable in the probe trials was played closer in space, at the same
intensity, and with the same spectral characteristics as the rest of the song,
suggesting that these cues are important for auditory streaming in birds.

5:00
4pAB11. Acoustic and perceptual categories for vocal signals in
budgerigars (Melopsittacus undulatus). Hsiao-Wei Tu �Dept. of Psych.,
Univ. of Maryland, College Park, MD 20742, htu@psyc.umd.edu�, Michael
S. Osmanski �Dept. of Biomedical Eng., Johns Hopkins Univ., 720 Rutland
Ave., Baltimore, MD 21205�, and Robert J. Dooling �Dept. of Psych., Univ.
of Maryland, College Park, MD 20742�

The budgerigar has an extraordinarily complex, learned, vocal repertoire
consisting of both long rambling warble and a number of shorter calls pro-
duced as single utterances. The contact call is the most frequently produced
vocalization by budgerigars, and it bears a strong resemblance to short
�about 150-ms�, frequency-modulated elements that make up 25% of the
sounds of warble. Using signal processing and psychophysical techniques
we examined whether these two vocalizations represent different phonologi-
cal systems or whether contact calls are used in two different situations.
Warble call elements and contact calls were recorded from four male
budgerigars. For each bird, contact calls produced as single utterances were
different from contact call-like warble elements on a number of acoustic
dimensions. Psychophysical tests showed that contact calls and call-like
warble elements represent distinct perceptual categories. Finally, compari-
son of percent correct and response latencies across tests indicates that birds
perceive the similarity between contact calls and call-like warble elements
produced by the same bird. In sum, these birds show perceptual categories
that correspond to acoustic categories in these complex vocalizations and
they perceive the similarity in vocalizations from different acoustic catego-
ries produced by the same bird. �Work supported by NIH/NIDCD
R01DC000198 to R.J.D.�
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THURSDAY AFTERNOON, 29 OCTOBER 2009 REGENCY EAST 2, 1:30 TO 2:50 P.M.

Session 4pBB

Biomedical Ultrasound/Bioresponse to Vibration, Physical Acoustics, and Underwater Acoustics: Multiple
Scattering of Waves: From Theory to Application II

Guillaime Haiat, Cochair
CNRS, LRO 10, Ave de verdun, 75010 Paris, Cedex, France

Purnima Ratilal, Cochair
Northeastern Univ., Electrical and Computer Engineering, 360 Huntington Ave., Boston, MA 02115-5000

Invited Papers

1:30

4pBB1. Effect of multiple scattering and modal dispersion on population density imagery of Atlantic herring shoals with ocean
acoustic waveguide remote sensing. Mark Andrews �Notheastern Univ., Dept. of Elec. and Comput. Eng., 360 Huntington Ave., Bos-
ton, MA 02115�

Wide area sonar such as ocean acoustic waveguide remote sensing �OAWRS� has been shown to be a useful tool for instantaneously
imaging large shoals of fish distributed over continental shelf regions. Here, we show that the population density of fish groups can be
accurately estimated by using incoherent averaging of the matched filtered returns. Numerical Monte-Carlo models are applied to simu-
late the active imaging system and determine the statistics of the received matched filtered intensity scattered off Atlantic herring shoals
in the Gulf of Maine. The model includes multiple scattering of the dense fish groups and uses a range-dependent acoustic model to
simulate modal dispersion in the fluctuating ocean environment. We illustrate the effects of modal dispersion on the sonar imagery for
various seafloor types. We determine the conditions for when multiple scattering is significant for Atlantic herring shoals, which depends
on the fish density, imaging frequency, and mean target strength. Results of the model are compared to OAWRS sonar imagery collected
during the 2006 Gulf of Maine Experiment.

1:55

4pBB2. Multiple scattering through clouds of gas bubbles in liquids: Accounting for clustering in the higher-order moments.
Thomas C. Weber �Ctr. for Coastal and Ocean Mapping, Univ. of New Hampshire, 24 Colovos Rd., Durham, NH 03824�, Anthony P.
Lyons, and David L. Bradley �The Penn State Univ., State College, PA 16804�

The presence of bubble clouds can change the sound speed and attenuation in liquids, both of which are often treated as first moment
quantities that can be derived using a multiple scattering approach for an effective medium. The same multiple scattering framework can
be used to examine higher-order statistical moments, accounting for the large variability that is often observed in acoustic signals in the
presence of bubble clouds. When clustering of bubbles �preferred concentrations� is present, multiple scattering theory shows that the
statistical moments should change. These cluster-induced, frequency dependent changes in sound speed, attenuation, and higher-order
moments can be examined both from a theoretical standpoint and with the aid of numerical simulations. Simulations have shown that
while point measurements of the acoustic field for non-clustered bubble clouds appear normally distributed, clustering introduces both
a non-zero skewness and a higher than expected kurtosis, depending on the number density of the bubble clouds and the nature of the
clustering. This type of behavior is expected to be present both for forward scattering and backscattering scenarios.

Contributed Papers

2:20
4pBB3. Hamiltonian formalism and cellular algorithm for modeling
large numbers of interacting bubbles. Derek C. Thomas, Yurii A. Ilinskii,
and Mark F. Hamilton �Appl. Res. Labs., The Univ. of Texas at Austin, Aus-
tin, TX 78713-8029�

Large, dense clusters of bubbles play an important role in the efficacy of
shock-wave lithotripsy. Although methods exist for simulating bubble inter-
action dynamics within a cluster, for moderately sized clusters ��1000
bubbles�, they are computationally expensive and scale poorly to larger
clusters. Currently under development is a method to reduce the computa-
tional complexity of the problem and permit direct simulation of large
bubble clusters. The algorithm functions by partitioning the cluster into
small cells. Bubble interaction within each cell is assumed to be instanta-
neous and is modeled using a Hamiltonian formulation �Ilinskii et al. J.
Acoust. Soc. Am. 121, 786 �2007�� that has been extended to include a cor-
rection for radiation damping. The cellular sub-clusters are coupled via the
pressure field they generate, and the time delays associated with finite

acoustic propagation speed are taken into account. Use of the Hamiltonian
formulation reduces computational complexity and numerical error for clus-
ters containing large numbers of bubbles, and it is thus well suited for ap-
plication to lithotripsy. The accuracy of the method will be validated by
comparison with results obtained from an existing model obtained using La-
grangian formalism. �Work supported by the ARL:UT McKinney Fellow-
ship in Acoustics and NIH DK070618.�

2:35
4pBB4. Scattering and radiation force of helicoidal Bessel beams
incident on spheres and the movable rigid sphere case. Philip L. Marston
�Phys. and Astronomy Dept., Washington State Univ., Pullman, WA 99164-
2814, marston@wsu.edu�

Understanding the scattering properties and coupling to modes of
spheres in beams gives insight into several issues. Beam parameters may be
selected to suppress or highlight the coupling to specific modes. When con-
sidering the radiation force on spheres by acoustic beams, it is also helpful
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to remember that while the axial wave-vector component has similarities to
propagating waves, the transverse components may have similarities to
standing waves. The present work examines the scattering and radiation
force for the simplest Bessel beam having an axial null �P. L. Marston, J.
Acoust. Soc. Am. 125, 3539–3547 �2009�; F. G. Mitri, J. Phys. A: Math.
Theor. 42, 245202 �2009��. This is an acoustic vortex beam having a unit
magnitude topological charge m. For some elastic and fluid spheres such

beams allow conditions giving negative as well as positive axial forces.
Negative forces are found to be correlated with reduced backward hemi-
sphere scattering �as previously reported in the m�0 case�. A noteworthy
example is the case of a movable rigid sphere since for low ka the scattering
properties are similar to metallic objects in water and the elastic modulus
only weakly affects the scattering and radiation force. �Work partially sup-
ported by ONR.�

THURSDAY AFTERNOON, 29 OCTOBER 2009 LIVE OAK, 1:40 TO 3:05 P.M.

Session 4pED

Education in Acoustics: Historical Teaching and Research Acoustic Apparatus

Andrew A. Piacsek, Cochair
Central Washington Univ., Dept. of Physics, 400 E. University Way, Ellensburg, WA 98926-7422

James M. Sabatier, Cochair
Univ. of Mississippi, National Ctr. for Physical Acoustics, 1 Coliseum Dr., University, MS 38677

Chair’s Introduction—1:40

Invited Papers

1:45

4pED1. The acoustical apparatus of Rudolph Koenig. Thomas B. Greenslade, Jr. �Dept. of Phys., Kenyon College, Gambier, OH
43022, greenslade@kenyon.edu�

Rudolph Koenig was the pre-eminent maker of acoustic apparatus for research and instruction in the last third of the 19th century.
His apparatus is still to be found in lecture demonstration collections in many physics departments in North America. Much of the
apparatus that he brought to Philadelphia to display at the Centennial Exhibit 1876 remained on these shores, with part going to the
United States Military Academy at West Point, and the remainder to the Physics Department at the University of Toronto. I have visited
these collections and many others to photograph many examples of the apparatus that he designed and sold to generate and analyze
acoustic signals.

2:10

4pED2. Chladni patterns to holograms: Apparatus for modal analysis of vibrating plates. Andrew Morrison �Phys. Dept., North-
western Univ., 2145 Sheridan Rd., Evanston, IL 60208� and Thomas Rossing �Stanford Univ., Stanford, CA 94305�

Since Chladni popularized the use of powder patterns in the 18th century, they have been widely used to display and analyze the
modes of membranes, plates, and other vibrating structures. Although Chladni patterns have been largely replaced by optical and com-
puter methods for modal analysis, most physics apparatus shelves still house one or more sets of “Chladni plates.” We present a brief
history of modal analysis of vibrating structures and describe apparatus used by various teachers and researchers, past and present.

Contributed Papers

2:35
4pED3. The Rubens tube. Kent L. Gee �Dept. of Phys. and Astronomy,
Brigham Young Univ., N243 Eyring Sci. Ctr., Provo, UT 84602, kentgee
@byu.edu�

In 1905, Heinrich Rubens and Otto Krigar-Menzel published a paper de-
scribing a unique acoustics teaching apparatus. They developed a flammable
gas-filled tube with holes in the top that revealed the acoustic standing wave
behavior inside the pipe via the height of flames above the pipe. Interest-
ingly, their article holds the distinction of being printed immediately follow-
ing Einstein’s Nobel-prize winning paper on the photoelectric effect. From
that auspicious beginning, the “Rubens tube” has been used for over a cen-
tury in the teaching of acoustical resonance behavior. This paper will de-
scribe the tube’s operation, examples of its use, and commentary on and in-
vestigations involving the flame tube found in the literature.

2:50
4pED4. The Harvey Fletcher years at Brigham Young University. Kent
L. Gee, William J. Strong, and Scott D. Sommerfeldt �Dept. of Phys. and
Astronomy, Brigham Young Univ., Provo, UT 84602, kentgee@byu.edu�

Following his long and illustrious career at Bell Laboratories, Harvey
Fletcher retired to Provo, UT and continued his career at Brigham Young
University. Building on his research at Bell Labs, Fletcher designed and
constructed a large anechoic chamber at BYU and also pursued numerous
research projects with students at the university. These projects often re-
quired the development of research equipment that was very innovative in
its time, much of which is still in existence today. This paper will summarize
some of the research carried out during those years, and the measurement
equipment and apparatus developed by Fletcher and his students to obtain
the desired measurements.
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THURSDAY AFTERNOON, 29 OCTOBER 2009 RIO GRANDE EAST, 2:15 TO 5:00 P.M.

Session 4pPA

Physical Acoustics: Materials Characterization and Related Topics

Joseph R. Gladden, Chair
Univ. of Mississippi, Dept. of Physics, 1 Coliseum Dr., University, MS 38677

Contributed Papers

2:15
4pPA1. Ultrasonic diffraction grating spectroscopy: Variables affecting
the penetration depth. Margaret S. Greenwood �Pacific Northwest Natl.
Lab., P.O. Box 999, MS K5-26, Richland, WA 99352, margaret.greenwooe
@pnl.gov�

Initial measurements of the penetration depth were presented at the ASA
meeting in Portland. The grating unit is in contact with a slurry and send and
receive transducer fastened to the back surfaces, as described previously �M.
S. Greenwood, POMA 4, 045017 �2008��. At the critical frequency, a peak
appears in the signal to the receive transducer. Attenuation is observed by
comparing the peak height for the slurry with that for water. The penetration
depth is defined as the perpendicular distance from the diffraction grating
where the attenuation occurs. The measurement uses a vessel in which the
grating surface is in a horizontal plane and in contact with a slurry of poly-
styrene spheres. When the mixer is turned off, the particles start to fall and
the peak in the receive transducer increases until it has the same size as for
water. By recording the time for the change in signal and determining the
terminal speed, the penetration depth is determined. Data will be presented
to show how the frequency and the number of grooves insonified affect the
penetration depth. Results will be compared with the theory for the interfer-
ence of N wavelets from N grooves.

2:30
4pPA2. Monitoring stress in materials using diffuse ultrasonic
backscatter. Chris Kube �Dept. of Eng. Mech., Univ. of Nebraska-Lincoln,
W317.4 Nebraska Hall, Lincoln, NE 68588-0526, ckube@huskers.unl.edu�,
Goutam Ghoshal �Univ. of Illinois, Urbana, IL 61801�, and Joseph A. Turner
�Univ. of Nebraska-Lincoln, Lincoln, NE 68588-0526�

Monitoring stress in structures is very important for various safety
reasons. One of the challenging problems is to estimate stress non-
destructively in various structural components due to changes in loading
conditions so that accurate maintenance can be taken before failure. In this
presentation, a non-destructive method of monitoring and measuring
uniaxial tensile stress in metals using diffuse ultrasonic backscatter is dis-
cussed with a focus on the experimental implementation. Ultrasonic back-
scatter occurs when incident ultrasonic energy is scattered from heterogene-
ities �in this case grain boundaries� in the material. When an applied load is
introduced, third-order elastic behavior of the grains results in changes to
the received backscattered energy. Uniaxial loading experiments on samples
of steel, aluminum, and a magnesium alloy highlight the utility of this ap-
proach for monitoring structural components under stress. Different scatter-
ing modes are shown to have different sensitivities to the applied load. Spe-
cific application of this technology for quantification of rail stress is also
discussed. These results are anticipated to impact ultrasonic nondestructive
evaluation of heterogeneous media under stress. �Work supported by US
FRA.�

2:45
4pPA3. Two-dimensional display of nonlinearity parameter B/A
automatically measured with focused Gaussian beam. Shigemi Saito
�School of Marine Sci. and Tech., Tokai Univ., Orido, Shimizu-ku, Shizuoka
424-8610 Japan, ssaito@scc.u-tokai.ac.jp� and Jung-Ho Kim �GW Corp.,
Shinjuku-ku, Tokyo 169-0072 Japan�

A liquid-like sample to fill the 1-mm gap between an acoustic window of
polystyrene plate and a tungsten reflector is set in water within the focal
region of an 18.6-MHz focused Gaussian beam, whose width is 0.2 mm in
the sample. The sound speed is measured with the time of flight. The density
is obtained from the reflection coefficient at the interface between the poly-
styrene and sample. Emanating a dual frequency wave of fundamental and
its double frequencies, two attenuation coefficients are estimated from the
amplitudes at those frequencies in the sound transmitted through the sample.
The magnitude of velocity dispersion is also derived from the relative phase
difference of two frequency components. Based on the finite amplitude
method, the nonlinearity parameter B/A is finally determined with the sec-
ond harmonic amplitude. All the process including the setting of the reflec-
tor surface on the focal plane is automatically conducted in 5 s with LABVIEW

programs. Scanning the beam over a 3�3-mm2 area, the measured B/A is
displayed in a two-dimensional image of 256 segments.

3:00
4pPA4. Structural transitions in self-healing materials utilizing resonant
ultrasound spectroscopy. Austin Ricci, Kenneth A. Pestka, II �Dept. of
Phys., Rollins College, Winter Park, FL 32789�, and Stephen J. Kalista, Jr.
�Washington and Lee Univ., Lexington, VA 24450�

Poly�ethylene-co-methacrylic acid� copolymers are among a unique
class of materials that can self-heal after exposure to extreme environmental
stimulus, such as impact from a bullet. Recent experiments on these copoly-
mers indicate that two distinct time scales govern the evolution of the heal-
ing process: a melt state, immediately after the damage, and a slowly evolv-
ing polymer interdiffusion. A unique approach will be presented for
characterizing the time-scale of the interdiffusion state via observation of the
system’s resonant spectrum.

3:15
4pPA5. Elastic moduli of single crystal palladium hydride near the
tri-critical point. Joseph R. Gladden, III �Dept. of Physics, Univ. of Mis-
sissippi, University, Mississippi 38677�

Palladium has long been studied as a model metal hydride system be-
cause of the high absorption rates and levels of hydrogen. Even moderately
high pressures and temperatures can result in almost one to one hydrogen to
palladium atom ratios. Depending on the ambient temperature and hydrogen
pressure, the structural phase of hydrogen atoms in the palladium lattice can
have three different forms: alpha, beta, and a mixed phase �alpha 	 beta�.
There exists a triple point in the pressure versus temperature phase diagram
near 290° C and 400 psi. A recent model for absorption/desorption hyster-
esis in metal hydride systems predicts a sharp drop in the shear modulus
near this triple point. Results from recent elastic constants and acoustic at-
tenuation measurements as a function of both temperature and pressure near
the triple point will be shown �R. B. Schwarz and A. G. Khachaturyan, Acta
Mater. 54, 313 �2006��. The experimental procedures for resonant ultrasound
spectroscopy measurements at high temperatures and pressures will be also
discussed.
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3:30—3:45 Break

3:45
4pPA6. Stress dependent diffuse ultrasonic backscatter coefficient for
polycrystalline media. Joseph A. Turner �Dept. of Eng. Mech., Univ. of
Nebraska-Lincoln, W317.4 Nebraska Hall, Lincoln, NE 68588-0526,
jaturner@unl.edu� and Goutam Ghoshal �Univ. of Illinois, Urbana, IL
61801�

The diffuse ultrasonic backscatter coefficient �BSC� is a fundamental
quantity associated with scattering in heterogeneous media. During a pulse-
echo scattering experiment, the energy that scatters back to the source trans-
ducer is proportional to the BSC. Theoretical models of the BSC can often
be derived from first principles if the heterogeneities can be appropriately
modeled. In this case, the statistical properties of the microstructure can be
determined in closed form. Polycrystalline materials, such as steel or alumi-
num, are one class of materials for which the BSC can be determined, typi-
cally by assuming that the material is in a stress free state. In this presenta-
tion, this fundamental approach is extended to the case in which an applied
stress is added to the material. The nonlinear behavior of the grains is in-
cluded in the analysis such that dependence of the BSC on stress is derived.
The stress dependent BSC for different scattering modes relevant to specific
experimental configurations is also discussed. Numerical results are pre-
sented for materials of common interest and for which single crystal third-
order elastic data are available. �Work supported by US FRA.�

4:00
4pPA7. Sensitivity analysis of measurements associated with nonlinear
material constants for piezoelectric crystals. Haifeng Zhang �Dept. of
Eng. Tech., Univ. of North Texas, 3940 N. Elm St., Denton, TX 76207,
haifeng.zhang@unt.edu� and Joseph A. Turner �Univ. of Nebraska, Lincoln,
NE 68588�

A robust understanding of nonlinear effects associated with langasite
single crystals �electroelastic effect, force-frequency effect, acoustoelastic
effect, etc.� is critical for the design of numerous acoustic devices. These
nonlinear effects are closely related to the nonlinear material constants. It is
common for these constants to be determined through measurements of
force-frequency and electroelastic effects or through measurements of ultra-
sound wave speed changes with respect to external loads/electrical fields.
However, due to the complexity of the anisotropy of langasite single crys-
tals, a careful selection of samples with an optimal design is critical for the
accurate measurements of these material constants. In this presentation, the
first quantitative analysis for the sensitivity of these measurements with re-
spect to extraction of the nonlinear material constants is discussed as applied
to langasite single crystals. The sensitivity of each of the third-order elastic
and piezoelectric constants to the force-frequency, electroelastic, and acous-
toelastic effects of langasite resonators is analyzed. The analysis provides
information with respect to the measurement uncertainty for each constant
given a set of resonator cuts such that an optimal set can be chosen. These
results provide an important reference for the determination of nonlinear
material constants of langasite and other piezoelectric materials.

4:15
4pPA8. Granite rock acoustic measurements of nonlinearity and slow
dynamics recovery. Claes Hedberg and Kristian Haller �Blekinge Inst.
Tech., 371 79 Karlskrona, Sweden, claes.hedberg@bth.se�

Through monitoring the resonance frequency of a granite bar, the non-
linearity and the slow recovery dynamics have been investigated. Nonlin-
earity was measured through a constant strain protocol, and slow dynamics
was measured through a conditioning and relaxation cycle protocol. It is
noteworthy that both tests show the same behavior—an increase in reso-
nance frequency with strain for low amplitudes, which at higher strains turns
into the normally expected decrease with strain.

4:30
4pPA9. Acoustic parameter estimates and confidence intervals for
gravel at low frequencies. Michael J. White �US Army Engineer Res. De-
velopment Ctr., P.O. Box 9005, Champaign, IL 61826,
michael.j.white@usace.army.mil�, George W. Swenson, Jr., Todd A.
Borrowman, and George Z. Gertner �Univ. of Illinois at Urbana-Champaign,
Urbana, IL 61801�

Rigid grain materials such as gravel offer the possibility of achieving
low impedances and moderate attenuation for low-frequency acoustic
waves. Using a standing wave impedance tube, we have estimated acoustic
properties �wavelength, absorption coefficient, acoustic resistance, and
reactance� for bulk compressional waves within and above gravel layers of
several depths. In this paper we develop confidence intervals for the param-
eter estimates obtained by fitting measured data to a plane wave model using
complex Fourier pressures. Comparisons to the three microphone method
and microstructural impedance models are also made.

4:45
4pPA10. Experimental results of a two-dimensional sonic device. Daniel
M. Bock, Keehoon Kim, Martin Lopez, and Bryan Molina �Physical Optics
Corp., 20600 Gramercy Pl., Bldg. 100, Torrance, CA 90501�

The authors present the design and experimental results of a meta-
material multilayered structure in a two-dimensional �2-D� matrix described
by Torrent and Sánchez-Dehesa �2007� which can be applied to the fabrica-
tion of acoustic lenses and cloaks by tailoring the material anisotropy. The
structure consists of a 2-D matrix made of two isotropic materials �low-
density foam and aluminum� that are evenly spaced in air with varying di-
ameters in order to control the acoustic impedance. We simulated a 2-D ma-
trix in order to design an acoustic lens with a focal length of 18 cm and a
gain of 13 dB in a finite element analysis program. Based on these simula-
tion results, we designed and fabricated a 2-D acoustic lens. We measured
the properties of the acoustic lens, having a focal length of 17 cm and a
focal point gain of 14 dB �re 20 µPa�. The excellent agreement between the
simulation and experimental results supports the use of a 2-D meta-material
structure for the control of acoustic signals in any arbitrary application and
can be used for the design of more complex structures in the future.
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THURSDAY AFTERNOON, 29 OCTOBER 2009 PECAN, 1:30 TO 4:55 P.M.

Session 4pSA

Structural Acoustics and Vibration and Physical Acoustics: Structural Acoustics for Poroelastic Materials

Noureddine Atalla, Chair
Univ. of Sherbrooke, GAUS, Mechanical Engineering, Sherbrooke, QC, J1K 2R1, Canada

Invited Papers

1:30

4pSA1. Inverse characterization of poro-elastic materials based on acoustical input data. J. Stuart Bolton and Kwanwoo Hong
�Ray W. Herrick Labs., Purdue Univ., West Lafayette, IN 47907-2031, bolton@purdue.edu�

It has become popular to estimate the Biot parameters of poro-elastic media by using inverse methods. That is, measurements of
absorption coefficient and/or transmission loss are used as inputs to an optimization procedure that adjusts the Biot parameters to match
the measurements. Software packages are available to perform these operations. To be successful, the models used to match the data
must accurately represent the physics of the measurement. However, existing software are based on transversely infinite, layered
systems. Such models cannot represent data measured in standing wave tubes when the elasticity of the edge-constrained sample is
significant. Here, an approach based on a finite element model of the sample in the tube will be described. It will be demonstrated that
this approach makes it easier to estimate the stiffness parameters of a porous sample. Further, a technique involving singular value
decomposition of a sensitivity matrix derived from a linearized representation of the absorption coefficient and transmission coefficient
near the solution point will be introduced. This procedure gives a clear indication of how many parameters can be estimated from a
given data set and gives guidance as to the type of data and the frequency ranges that give the best results.

1:55

4pSA2. Indirect acoustical characterization of sound absorbing materials. Raymond Panneton and Yacoubou Salissou �GAUS,
Dept. of Mech. Eng., Univ. de Sherbrooke, Sherbrooke, PQ J1K 2R1, Canada�

This paper discusses methods to evaluate the dynamic properties of sound absorbing materials �fibers, foams, etc.� based on im-
pedance tube measurements, and the use of indirect methods to retrieve the main macroscopic material parameters from the dynamic
properties. For the methods to be successful, the measured dynamic properties need to follow accurately an equivalent fluid behavior
and show little noise, particularly at low frequencies. To improve the quality of these measurements, a modification is proposed to an
existing three-microphone transfer matrix approach. The modified approach can also be applied to deduce with precision the transmis-
sion loss of homogeneous and non-homogeneous symmetrical or non-symmetrical samples. A comparison of the methods and the ob-
tained macroscopic properties �porosity, tortuosity, static viscous and thermal permeabilities, and characteristic lengths� is discussed.

2:20

4pSA3. Acoustic radiation of a vibrating wall covered by a porous layer: Transfer impedance concept and effect of compression.
Nicolas Dauchez, Olivier Doutres, and Jean-Michel Genevaux �Laboratoire Acoustique, UMR CNRS 6613, Univ. du Maine, 72095 Le
Mans Cedex 9, France, nicolas.dauchez@univ-lemans.fr�

The acoustic radiation of a vibrating wall covered by a porous layer is investigated. The porous layer is described by the one-
dimensional Biot model: it accounts for the propagation of the two longitudinal waves in the porous layer within its thickness. The
transfer impedance concept �Doutres et al., J. Acoust. Soc. Am. 121, 206–213 �2007�� allows to determine the effect of the porous layer
on the acoustic radiation of the vibrating wall. This impedance differs from the surface impedance that can be measured in a plane wave
impedance tube. It is shown that the radiation efficiency of the structure increases in the vicinity of the first resonance of the skeleton
in its thickness and decreases for higher frequencies. Experimental validation is performed with a baffled piston covered by a foam or
a fibrous layer. Only the radiation model using the transfer impedance shows close agreement with experimental data. Finally, effect of
compression of the porous layer is investigated by both analytical and experimental approaches, in the case of fibrous materials used in
aeronautical applications.

2:45

4pSA4. Modeling noise control treatments attached to sandwich-composite panels. Haisam Osman �United Launch Alliance, 9100
E. Mineral Circle, Centennial, CO 80112� and Noureddinne Atalla �Univ. de Sherbrooke, Sherbrooke, PQ J1K 2R1, Canada�

This paper discusses the air-borne and structure-borne insertion losses of acoustic materials attached to sandwich-composite panels.
The main structure is modeled using an analytical model using discrete layer theory. In this model, all layers of the panel are assumed
orthotropic, and both symmetric and anti symmetric modes of propagation are accounted for. For both air-borne and structure-borne
excitations, the transfer matrix method with finite size effect correction is used to account for the effect of the noise control treatment.
Moreover, power balance is used to highlight the effect of the acoustic treatments in terms of added damping. A three dimensional finite
element modeling based on the mixed �u,p� formulations for poroelastic materials and a sandwich element for the structure is presented
and used to validate the model. Several examples including sandwich composite panels and various noise control treatments �foams
versus fibers, effect of a resistive screens, etc.� are presented and compared.
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3:10—3:25 Break

3:25

4pSA5. Investigation of airborne versus structure-borne insertion loss of acoustic materials attached to a flat panel. Dilal Rhazi
and Noureddine Atalla �GAUS, Dept. of Mech. Eng., Univ. de Sherbrooke, Sherbrooke, Qubec J1K 2R1, Canada�

This paper discusses methods to predict airborne and structure-borne insertion loss of acoustic materials �fiber, foams, etc.� in single
wall and double wall configurations attached to various structures. Specifically, a transfer matrix method based approach is proposed and
compared to finite element and statistical energy analysis based predictions. Based on several numerical and experimental results, it is
shown first that this method presents a simple and general model that can handle easily and automatically practical configurations. Next,
a systematic comparison of structure-borne versus airborne excitation is presented for various structures and sound packages. In par-
ticular, the effect of damping and nature of coupling between the sound package and the main structure is discussed.

3:50

4pSA6. Modeling porous-elastic materials in periodically mount connected double panel partitions. Julien Legault and Noureddine
Atalla �Dept. of Mech. Eng., Universit de Sherbrooke, 2500 boul. de l’Universit, Sherbrooke, PQ J1K 2R1, Canada, julien.legault
@usherbrooke.ca�

In aeronautic double panel partitions, the trim panel �interior panel� is usually attached to the ring frames that are ribbed to the skin
panel �exterior panel� with periodically spaced resilient mounts. Moreover, porous-elastic materials are inserted in the cavity between
these panels to provide absorption. Due to their periodic nature, these partitions allow the use of space-harmonic expansion formulations
for their vibration and sound transmission analysis. This paper shows how equivalent fluid and porous-elastic models can be incorpo-
rated in such formulations to assess the influence of sound absorbing materials. The equations of the model are derived and simulation
results are presented for materials providing different absorptions. Application is focused on the relative effects of absorption versus the
mounts’ resilience on the transmission loss of the system.

4:15

4pSA7. Experimental and numerical comparison of acoustic performance of sound packages with viscoelastic damping or
equivalent mass as treatments to flat aluminum panel. Esen Cintosun, Tatjana Stecenko �MTI Polyfab Inc., 7381 Pacific Circle,
Mississauga, ON L5T 2A4, Canada�, and Noureddine Atalla �Univ. de Sherbrooke, Sherbrooke, PQ, J1K2R1, Canada�

Acoustic performance parameters of airborne and structure-borne insertion loss were compared experimentally and numerically for
sound packages with viscoelastic damping or equivalent mass. Transfer matrix method and finite element method were used to perform
the numerical analysis. Viscoelastic material damping and equivalent mass �as part of sound packages� were compared as treatments to
an aluminum flat panel. The sound packages were made up of either fiberglass or foam in addition to viscoelastic material damping or
equivalent mass. The viscoelastic material damping used in this study is constraining layer damping �CLD�. The equivalent mass was
a solid material with the same surface weight of CLD. As part of the analysis, aluminum panel with and without sound package was
subjected to diffuse acoustic field and point force mechanical excitations. The experimental and numerical results both show the same
trends. �Work supported by MTI Polyfab Inc.�

Contributed Paper

4:40
4pSA8. Acoustic wave transmission loss mechanisms in poroelastic
media, modeling, and experiment. Hasson M. Tavossi �Dept. of Phys., As-
tronomy & Geosciences, Valdosta State Univ., 1500 N. Patterson St., Val-
dosta, GA 31698�

Among factors that determine acoustic wave transmission loss in po-
roelastic media are incident wave energy loss due to acoustic impedance
mismatch, between pore fluid and solid frame, and their density ratio, in ad-
dition to frequency dependence of dissipation in viscous boundary layers of
fluid-solid interface for compression and surface waves. Model for predic-
tion of transmission loss mechanisms includes the use of dimensionless

Prandtl and Strouhal numbers for momentum and heat transfers,
respectively. Other mechanisms considered are transmission losses by reso-
nant and wave localization in the pore spaces. Wave filtering by poroelastic
media as well as transmission loss by mode conversion, scattering, diffrac-
tion, interference, absorption, and thermal conduction are considered. Me-
chanical and electrical models of low-pass, band-pass, and high-pass filters
applied to poroelastic media lead to the type of parameters to be included in
this model as a function of frequency and pore size. Experimental measure-
ments to test the prediction on acoustic wave transmission loss in similar
poroelastic media of constant uniform porosity, but of different thicknesses
and pore sizes, are presented to test transmission loss as a function of pore
size, media thickness, and acoustic wave frequency.
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THURSDAY AFTERNOON, 29 OCTOBER 2009 BOWIE �LOSOYA CENTER�, 1:30 TO 5:00 P.M.

Session 4pSC

Speech Communication: Perception and Spoken Language Processing (Poster Session)

Kristin J. Van Engen, Chair
Northwestern Univ., Linguistics Dept., 2016 Sheridan Rd., Evanston, IL 60208

Contributed Papers

All posters will be on display from 1:30 p.m. to 5:00 p.m. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 1:30 p.m. to 3:15 p.m. and contributors of event-numbered papers will be at their
posters from 3:15 p.m. to 5:00 p.m.

4pSC1. Perceptual constancy, reverberation, and grouping:
Within-band effects. Anthony Watkins, Simon Makin, and Andrew
Raimond �School of Psych. and Clinical Lang. Sci., Univ. of Reading, Read-
ing RG6 6AL, United Kingdom�

Perceptual constancy effects are observed when differing amounts of re-
verberation are applied to a context sentence and a test-word embedded in it.
Adding reverberation to members of a “sir”-“stir” test-word continuum
causes temporal-envelope distortion, which has the effect of eliciting more
sir responses from listeners. If the same amount of reverberation is also ap-
plied to the context sentence, the number of sir responses decreases again,
indicating an “extrinsic” compensation for the effects of reverberation. Such
a mechanism would effect perceptual constancy of phonetic perception
when temporal envelopes vary in reverberation. This experiment asks
whether such effects precede or follow grouping. Eight auditory-filter
shaped noise-bands were modulated with the temporal envelopes that arise
when speech is played through these filters. The resulting “gestalt” percept
is the appropriate speech rather than the sound of noise-bands, presumably
due to across-channel “grouping.” These sounds were played to listeners in
“matched” conditions, where reverberation was present in the same bands in
both context and test-word, and in “mismatched” conditions, where the
bands in which reverberation was added differed between context and test-
word. Constancy effects were obtained in matched conditions, but not in
mismatched conditions, indicating that this type of constancy in hearing pre-
cedes across-channel grouping.

4pSC2. Speech intelligibility in speech noise: A perceptual training
study. Kristin J. Van Engen �Dept. of Linguist., Northwestern Univ., 2016
Sheridan Rd., Evanston, IL 60208, k-van@northwestern.edu�

The ability to understand speech in noisy conditions is not well predicted
by the traditional audiogram or by an individual’s ability to understand
speech in quiet. Furthermore, listeners with different language backgrounds
�e.g., native versus non-native listeners� are affected differentially by the
presence of noise, and listeners of a given native language experience more
interference from background noise in their native language versus in a for-
eign language. Given these observations, it is hypothesized that the capacity
to tune into target speech and tune out interfering speech noise is subject to
experience-related modification and as such should be trainable. The objec-
tive of this study is to identify training parameters than can best enhance
speech-in-speech intelligibility. To do this, we employ a multiple-talker
training paradigm and three between-subjects training conditions: training in
speech-shaped noise �a high energetic masker�, in English two-talker babble
�a high informational masker�, and in Mandarin two-talker babble �a lower-
energetic/lower-informational masker�. By administering a common speech-
in-speech post-test, the comparison of these training conditions allows us to
begin to isolate the most trainable processes involved in speech-in-speech

intelligibility. This approach also allows us to investigate whether training
can mitigate the previously observed detrimental effects of native-language
noise versus foreign-language noise.

4pSC3. The effect of occluded auditory feedback on articulatory
learning. Silvia Lipski �Max-Planck Inst. for Neurological Res., Gleueler-
strasse 50, 50931 Cologne, Germany, lipski@nf.mpg.de�, Stefanie Unger,
Martine Grice �Univ. of Cologne, 50931 Cologne, Germany�, and Ingo
Meister �Univ. Hospital of Cologne, 50931 Cologne, Germany�

Auditory and somatosensory feedback are both claimed to be important
for the acquisition and control of speech, especially during the learning of
new speech sounds, where auditory feedback is said to provide a corrective
signal for motor control. This study investigated adult speakers’ speech mo-
tor learning capacity in the absence of auditory feedback on a contrast which
has clear somatosensory feedback. Thirty German speakers were trained to
produce a non-native singleton-geminate contrast on voiceless unaspirated
bilabial plosives: /p/ versus /pp/, as present in Italian. For half of the speak-
ers, auditory feedback was completely blocked during training. Results in-
dicate that although there is no immediate effect when auditory feedback is
masked, deviating productions emerge during the course of learning. By the
end of training, speakers with masked feedback produce strong lengthening
of segments and show more variation in their production than speakers with
auditory feedback. These results provide evidence that auditory feedback is
necessary for the learning of precise coordination of articulation, and that
even aspects of speech which are salient in somatosensory terms are moni-
tored auditorily during the learning of a new speech sound contrast.

4pSC4. The effect of word segmental structure on consonant length
categorization by Finnish speakers. Kenji Yoshida, Kenneth de Jong
�Dept. of Linguist., Indiana Univ. Bloomington, 1021 E. 3rd St., Blooming-
ton, IN 47408, keyoshid@umail.iu.edu�, and Pia-Maria Paivio �Indiana
Univ. Bloomington, Bloomington, IN 47405�

While both Finnish and Japanese have a contrast in segmental length,
previous research �Aoyama �2000�� has found that Finnish listeners exhibit
a sharper identification for consonant length contrasts. The present study ex-
amines the effect of segmental structure on length categorization in the two
languages. Twenty-two Finnish speakers were presented acoustic stimuli,
where silence intervals with the duration of seven equal steps were embed-
ded in three pairs of nonsense words spoken by a Finnish and a Japanese
speaker and gave forced choice responses between single and geminate. The
result shows that the slope of the identification function is steeper for the
stimuli produced by the Finnish talker. Moreover, the study finds earlier
identification with geminate for the words with CVC initial syllable as com-
pared to CV. This effect of segmental structure, however, is restricted when
the target consonant is located in the third syllable and for the stimuli pro-
duced by the Finnish speaker. These observations suggest that the listeners
refer to their knowledge that the vowel in the second syllable is longer when
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preceded by CV syllable, the phonetic fact known as “half-long vowel” in
Finnish �Suomi et al. �2003��. �Work supported by Finlandia Foundation Na-
tional Scholarship.�

4pSC5. Listener’s variation in phoneme category boundary as a source
of sound change: A case of /u/-fronting. Reiko Kataoka �Dept. of
Linguist., Univ. of California, Berkeley, 1203 Dwinelle Hall, Berkeley, CA
94720-2650�

Previous work examined listeners’ recognition of a vowel in a series of
�dVt� and �bVp� syllables varying perceptually from /CiC/ to /CuC/ in four
different conditions �without precursor phrase, with precursor phrase, and in
fast, medium, and slow speech�, and found that ambiguous vowel stimuli
were more often heard as /u/ in the �dt� context as opposed to the �bp� con-
text �compensation for coarticulation�. This paper reports the results of fur-
ther analysis of the data and shows that although listeners varied in their
/i/-/u/ category boundaries, their perceptual responses were systematic so
that a group of listeners who had the category boundary closer to the /i/-end
than the rest of the listeners in the “no-precursor” condition consistently had
it this way in other conditions as well. This study also investigated the lis-
teners’ response in vowel repetition task, where the listeners were asked to
listen to the same �CVC� stimuli as used in the vowel recognition task and
to repeat only the vowel. Results of this part of the study will be presented
and the implications for a listener-based theory of sound change will be
discussed.

4pSC6. Perceptual adaptation to a spoken passage’s long term spectral
average. Jingyuan Huang �Dept. of Psych., Carnegie Mellon Univ., 5000
Forbes Ave., Pittsburgh, PA 15213, jingyuan@andrew.cmu.edu�, Lori Holt
�Carnegie Mellon Univ., Pittsburgh, PA 15213�, and Andrew Lotto �Univ. of
Arizona, Tucson, AZ 85721-0071�

The current study demonstrates that listeners adapt to a passage of
speech such that subsequent speech categorizations are made relative to the
passage’s long-term average spectrum �LTAS�. Native-English participants
listened to a passage from Harry Potter for about 2 min. Next, they com-
pleted a categorization task across a series of natural speech tokens from the
same talker, manipulated to vary perceptually from /ga/ to /da/. The passage
was filtered to emphasize or de-emphasize regions of the LTAS without al-
tering perceived talker identity or intelligibility. Following exposure to a
passage with greater high-frequency energy, listeners more often categorized
targets as /ga/ compared to target categorization following the same passage
with lower high-frequency energy. Thus, listeners exhibit sensitivity to long-
term spectral distributions and categorize subsequent speech relative to the
LTAS of the exposure context. The spectrally contrastive directionality of
the effect is consistent with earlier work demonstrating the influence of ad-
jacent context on speech categorization, but this study extends the findings
to the LTAS of a passage �across minutes� and demonstrates that context
need not be adjacent to influence speech categorization. The implications for
this work for talker and accent normalization will be discussed. �Work sup-
ported by NIH R01DC004674�.

4pSC7. Autistic traits predict individual differences in speech
categorization. Dan Hufnagle, Lori L. Holt, and Erik D. Thiessen �Dept. of
Psych., Carnegie Mellon Univ., Pittsburgh, PA 15213�

Investigating individual differences in speech perception using measures
of “autistic” traits in neurotypicals can gauge natural variability in speech
processing �M. Stewart and M. Ota, Cognition 109, 157–162 �2008��. Using
the autism-spectrum quotient �AQ� �Baron-Cohen et al., J. Autism & Dev.
Disord. 31, 5–25 �2001��, which measures autistic traits in neurotypicals, we
investigated individual differences in context-dependent speech processing.
Twenty-eight neurotypicals categorized a nine-step da/ga series in the con-
text of non-speech tone precursors �following L. Holt, Psychol. Sci. 16,
305–312 �2005�� and completed the AQ. Context included three tone
groups, including relatively high �shift toward ga�, medium, and low �shift
toward da� tones. Overall, the temporally adjacent tone grouping shifted per-
ception more than distant context �p�0.001�. Effects correlated with AQ
�r�0.53�. Lower AQ �fewer autistic traits� is associated with near-zero con-
text dependence for endpoint categorization and large context-dependence
for ambiguous speech-target categorization. Higher AQ is associated with
intermediate influence of context across the series. Individual differences in
context-dependent phonetic processing can be predicted from a personality

trait scale, suggesting that phonetic processing is not immune from the in-
fluence of higher-order cognitive processes associated with these traits or
that lower-level perceptual processing varies with these traits. �Work sup-
ported by NIH.�

4pSC8. Predicting perceptual outcomes from acoustic measures of
vowels in dysarthria: A classification analysis. Kaitlin L. Lansford and
Julie M. Liss �Dept. of Speech and Hearing Sci., Arizona State Univ., P.O.
Box 870102, Tempe, AZ 85287, kaitlin.lansford@asu.edu�

Reductions in vowel space presumably obscure the distinctiveness of
vowels produced by individuals with dysarthria. This represents a source of
intelligibility decrement to the extent that more ambiguous vowels influence
access of correct lexical items. The present study sought to examine �1�
whether vowel formant frequencies predict perceptual decisions through
classification analysis and �2� whether different forms of dysarthria are as-
sociated with different classification outcomes. Productions of phrases con-
taining the target vowels /i/, /(/, /ε/, /æ/, /u/, /o/, /Ä/, and /#/ in strong syl-
lables were obtained from patients whose speech was affected by one of four
neurological impairments: Parkinson disease, Huntington disease, amyo-
trophic lateral sclerosis, or cerebellar degeneration. The first two formant
frequencies of each vowel were measured at its midpoint and then subjected
to a classification analysis. Classification rules based on the acoustic mea-
surements were used to classify each token as one of the eight target vowels.
For each speaker group, the performance patterns obtained by the classifi-
cation analysis were compared to those made by 15 listeners in an open tran-
scription task. The ability of the classification analysis to predict perceptual
outcomes specific to each dysarthric speaker group will be discussed. �Work
supported by NIH/NIDCD.�

4pSC9. Children need coherence masking protection. Eric W. Tarr and
Susan Nittrouer �Dept. of Otolaryngol.-Head & Neck Surgery, The Ohio
State Univ., 915 Olentangy River Rd., Columbus, OH 43212, tarr.18@osu
.edu, nittrouer.1@osu.edu�

Listeners can recognize speech targets at poorer signal-to-noise levels
when more signal components are present, even if the additional compo-
nents are spectrally distant and contribute no new information, but only if all
components can be grouped together. �P. C. Gordon, Percept. Psychophys.
59, 232–242 �1997��. This phenomenon �coherence masking release� was
studied in adults and children using the first formant �F1� of �
� and �(� as
targets. Formants were presented in low-pass white noise for vowel labeling,
with and without a consistent F2/F3 component above the noise cutoff.
Synthetic-speech and sine-wave stimuli were used. Thresholds for accurate
labeling were obtained with an adaptive procedure for F1-only and for all
3-formants. For synthetic speech, adults had 3.3 dB of masking release for
3-formants compared to F1-only. Children showed a 6.5-dB effect in the
same direction, due to higher thresholds for F1-only. All listeners heard sine
waves as non-speech, showed similar thresholds, and had reduced masking
release �1.5 dB�, but in this case F1-only had the advantage over the
3-formant condition. Conclusions were as follows: �1� children need coher-
ent signals to recognize speech in noise and �2� when combined with Gor-
don’s results, it seems masking release for speech signals likely has a pho-
netic explanation.

4pSC10. Gaze distribution patterns for audiovisual speech stimuli in
preschool children with and without hearing loss. Nicholas A. Smith,
Mark VanDam, and Mary Pat Moeller �Boys Town Natl. Res. Hospital, 555
North 30th St., Omaha, NE 68131, smithn@boystown.org�

Visual information plays an important role in the perception of speech.
Many studies have shown that the addition of visual information increases
speech intelligibility, and that the visual channel alone �as in the case of
speechreading� is capable of conveying meaning. The goal of this study was
to examine whether children with hearing loss use visual information in
speech perception differently from children with normal hearing. An eye-
tracking system �faceLAB� was used to record the looking behavior of 3- to
5-year-old listeners while they watched video samples of speech. Children
with hearing loss used a variety of assistive devices, including cochlear im-
plants and hearing aids. A group of normal-hearing peers was also tested.
Preliminary results reveal that children with hearing loss distribute their
gaze fixations more narrowly around the talker’s mouth region, whereas
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children with normal hearing scan the talker’s face more broadly. These dif-
ferences may reflect hearing-impaired children’s ability to compensate for
degraded auditory signals through increased reliance on visual cues.

4pSC11. Identification of asynchronous monaural and dichotic vowel
pairs across the adult lifespan. Daniel Fogerty, Diane Kewley-Port, and
Larry Humes �Speech and Hearing Sci., Indiana Univ., 200 S. Jordan,
Bloomington, IN 47405, dfogerty@indiana.edu�

Temporal onset asynchrony is one cue that listeners use to identify con-
current vowels. Young �N�80; 18–31 years�, middle-age �N�40; 40–55
years�, and older �N�150; 60–88 years� adults identified vowel pairs in a
temporal-order paradigm under monaural and dichotic stimulus
presentations. Experiments used forced-choice constant-stimuli methods to
determine the smallest stimulus onset asynchrony �SOA� between brief
70-ms vowels that enabled identification of the stimulus sequence. Vowels
modified from four words �pit, pet, pot, and put� served as stimuli. All lis-
teners identified the vowels in isolation with better than 90% accuracy. Re-
sults indicated that older listeners performed significantly poorer on monau-
ral and dichotic temporal-order identification tasks than young listeners,
with middle-age listeners in between. Correlations of performance with age
across the full age span were moderate. For all three groups, SOAs for the
dichotic task were significantly longer than those for the monaural task. A
significant main effect of vowel pair was observed, indicating that not all
vowel pairs were equally identifiable. Patterns of vowel pair identification
were similar across all groups for both monaural and dichotic presentations;
however, interactions with age group were observed. Effects of vowel order
and dominance were also observed. �Work supported, in part, by NIA R01
AG022334.�

4pSC12. Effect of frequency selectivity on the perception of spectrally/
temporally interrupted speech. Michelle Hsieh and Su-Hyun Jin �Dept. of
Commun. Sci. and Disord., University of Texas, 1 University Station A1100,
Austin, TX 78712, michellehsieh@mail.utexas.edu�

Compared to normal hearing �NH�, hearing impaired �HI� listeners have
shown significantly less masking release, even when the speech and noise
were amplified to compensate for their hearing loss �J. Nelson �2004��. Ac-
cording to Jin �2003�, the reduced masking release of HI listeners was
highly related to auditory filter bandwidths, which is an indicator of fre-
quency selectivity. As a follow-up, the present study examined whether the
reduced frequency selectivity might influence on spectrally-based perceptual
strategies for speech recognition of NH and HI listeners in complex noise.
We hypothesized that even with mild hearing loss, HI listeners would show
significantly different spectral weight which would be significantly corre-
lated with individual’s hearing loss. In this study, signal processing was car-
ried out in the digital domain and involved splitting of the signal spectra into
five frequency bands for both speech and noise �band 1: 100–250 Hz, band
2: 250–750 Hz, band 3: 750–1750 Hz, band 4: 1750–3750 Hz, and band 5:
3750–7750 Hz�. The subject’s task was to identify the sentences heard in
quiet, steady, and fluctuating noise in each band. The hypothesis will be ex-
amined and its implication on speech perception of HI listeners and signal
processing strategy for the amplification system.

4pSC13. Looking for phoneme-level inhibition in spoken word
recognition using auditory lexical decision. James White �Dept. of
Linguist., UCLA, 3125 Campbell Hall, Los Angeles, CA 90095-1543,
jameswhite@ucla.edu�

The TRACE model of spoken word recognition �McClelland & Elman
�1986�� contains phoneme-level inhibition while the MERGE model �Norris
et al. �2000�� does not include active competition between phonemes. Pre-
vious work found evidence for facilitation at the phoneme level and com-
petition at the lexical level, but little research has been conducted looking
for the existence of inhibition between phonemes. Using an auditory lexical
decision task, the current study looks for phoneme-level inhibition by giving
participants English target words preceded by isolated English sounds as
primes. There are three conditions depending on how related the prime
sound is to the final phoneme of the target word: identical �e.g., �s� before
“gas”�, similar �e.g., �s� before “cash”�, and unrelated �e.g., �m� before gas�.
Facilitation, or faster average reaction times �RTs�, is expected in the iden-
tical condition relative to the baseline unrelated condition. If facilitation is
also found in the similar condition, the results will provide evidence against

phoneme-level inhibition, supporting an approach with gradient activation
of phonemes. However, if the average RT for the similar condition is greater
than or equal to that of the unrelated condition, the results will support mod-
els of spoken word recognition containing phoneme-level inhibition.

4pSC14. Competition among variant word forms in spoken word
recognition. Micah Geer �Dept. of Psych., Univ. at Buffalo, State Univ. of
New York, Park Hall, Buffalo, NY 14260, mgeer@buffalo.edu�

Words in casual speech exhibit considerable variation in articulation. For
example, alveolar stop consonants �/t/ and /d/� in certain phonetic environ-
ments may be realized as taps, glottal stops, careful /t/s and /d/s, or they may
be deleted altogether. Thus, words containing non-word-initial alveolar stops
may be represented in memory as multiple specific variants. Whether these
multiple representations of variant forms compete for recognition, and at
what level of representation such competition might occur, was investigated.
Processing time was measured for monosyllabic words ending in either al-
veolar or non-alveolar �bilabial or velar� stops. Alveolar-ending words were
responded to more slowly than carefully matched non-alveolar ending words
in both lexical decision and same-different matching tasks. This result did
not hold for similarly composed nonwords. In a follow-up experiment, the
proportion of alveolar-ending neighbors in a word’s phonological neighbor-
hood was manipulated. Overall, the results suggest that variant word forms
compete at a stage beyond sublexical processing. Implications for charac-
terizing competition in spoken word recognition are discussed.

4pSC15. Phonological reduction in spoken word recognition. Malte C.
Viebahn and Paul A. Luce �Dept. of Psych., SUNY at Buffalo, Park Hall,
Buffalo, NY 14260-4110, mviebahn@buffalo.edu�

In casual speech, speakers often produce reduced phonological variants
of the intended spoken words. Although these reductions are not obligatory,
they occur in a regular way and only in certain phonological environments.
Nasal tapping is one of these allophonic processes. During nasal tapping
words such as “center” are pronounced as “cenner.” Recent studies suggest
that the recognition of word forms that have undergone nasal tapping is as-
sociated with substantial processing costs. The present set of experiments
explores potential causes that may contribute to this effect. It is suggested
that the perception of allophonic variants depends on the phonetic condi-
tions under which they are produced and encountered.

4pSC16. At which processing level does extrinsic speaker information
influence vowel perception? Matthias J. Sjerps, Holger Mitterer �Max
Planck Inst. for Psycholinguistics, Wundtlaan 1, 6525 XD, Nijmegen, The
Netherlands, matthias.sjerps@mpi.nl�, and James M. McQueen �Radboud
Univ. Nijmegen, Nijmegen, The Netherlands�

The interpretation of vowel sounds depends on perceived characteristics
of the speaker �e.g., average first formant �F1� frequency�. A vowel between
/(/ and /ε/ is more likely to be perceived as /(/ if a precursor sentence indi-
cates that the speaker has a relatively high average F1. Behavioral and elec-
trophysiological experiments investigating the locus of this extrinsic vowel
normalization are reported. The normalization effect with a categorization
task was first replicated. More vowels on an /(/-/ε/ continuum followed by a
/papu/ context were categorized as /(/ with a high-F1 context than with a
low-F1 context. Two experiments then examined this context effect in a 4I-
oddity discrimination task. Ambiguous vowels were more difficult to distin-
guish from the /(/-endpoint if the context /papu/ had a high F1 than if it had
a low F1 �and vice versa for discrimination of ambiguous vowels from the
/ε/-endpoint�. Furthermore, between-category discriminations were no
easier than within-category discriminations. Together, these results suggest
that the normalization mechanism operates largely at an auditory processing
level. The mismatch negativity �an automatically evoked brain potential�
arising from the same stimuli is being measured, to investigate whether ex-
trinsic normalization takes place in the absence of an explicit decision task.

4pSC17. Sensitivity to input distributions and decision boundaries in
auditory category learning. Sung-joo Lim and Lori L. Holt �Dept. of
Psych., Carnegie Mellon Univ., 5000 Forbes Ave., Pittsburgh, PA 15213,
sungjol@andrew.cmu.edu�

Previous research demonstrates the sensitivity of adults and infants to
the statistical regularity of input distributions defining speech categories �D.
L. Grieser and P. K. Kuhl, Dev. Psychol. 25, 577–588 �1989�� and even non-
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human animals exhibit such sensitivity �Kluender et al., J. Acoust. Soc. Am.
104, 3568–3580 �1998��. Speech categories’ structure also possesses infor-
mation to support the use of decision boundaries in categorization. To in-
vestigate the interaction of distribution versus decision-boundary informa-
tion in auditory category learning, the current research tracked listeners
learning novel non-speech categories defined by two acoustic dimensions,
the center frequency and modulation frequency, via explicit training with
feedback. Early in learning, listeners exhibited sensitivity to distributional
regularities of categories by robustly responding to more densely sampled
regions of acoustic space. However, evidence of listeners’ reliance on a de-
cision boundary emerged once learning plateaued. The point in learning at
which decision boundaries predicted categorization response was deter-
mined not only by the type of listeners’ prior experience with the sounds but
also by the perceptual salience of the acoustic dimensions. �Work supported
by NSF.�

4pSC18. Integration of phonological information in obstruent consonant
identification. Noah H. Silbert, Kenneth J. de Jong �Dept. of Linguist., In-
diana Univ., Bloomington, IN 47405 and Dept. of Cognit. Sci., Indiana
Univ., Bloomington, IN 47405�, Jennifer J. Lentz, and James T. Townsend
�Indiana Univ., Bloomington, IN 47405�

Speech perception requires the integration of information from multiple
phonetic and phonological dimensions. Numerous studies have investigated
the mapping between multiple acoustic-phonetic dimensions and single pho-
nological dimensions �e.g., spectral and temporal properties of stop conso-
nants in voicing contrasts�. Many fewer studies have addressed relationships
between phonological dimensions. Most such studies have focused on the
perception of sequences of phones �e.g., bid, bed, bit, and bet�, though some
have focused on multiple phonological dimensions within phones �e.g.,
voicing and place of articulation in �p�, �b�, �t�, and �d��. However, strong
assumptions about relevant acoustic-phonetic dimensions and/or the nature
of perceptual and decisional information integration limit previous findings
in important ways. New methodological developments in the general recog-
nition theory framework enable a number of these assumptions to be tested
and provide a more complete model of distinct perceptual and decisional
processes in speech sound identification. A non-parametric Bayesian analy-
sis of syllable-onset consonant identification data from two experiments in-
dicate that integration of phonological information is partially independent
of both perception and decision making for most subjects, and that patterns
of independence and interaction vary with the set of phonological dimen-
sions under consideration �e.g., voicing and place of articulation versus
voicing and manner of articulation�.

4pSC19. Investigation of the neural bases of context-dependent speech
categorization. Erika J. C. Laing, Lori L. Holt �Dept. of Psych., Carnegie
Mellon Univ., 5000 Forbes Ave., Pittsburgh, PA 15213�, and Anto Bagic
�Univ. of Pittsburgh Medical Ctr., Pittsburgh, PA 15213�

Previous research has demonstrated that simple sequences of preceding
sine-wave tones affect speech categorization in a spectrally-contrastive man-
ner �L. Holt, Psychol. Sci. 16, 305–312 �2005��. The current research ex-
plicitly links these effects to effects commonly thought to be instances of
talker normalization �P. Ladefoged and D. E. Broadbent, J. Acoust. Soc. Am.
29, 98–103 �1957��. Synthesized sentences manipulated to sound like dif-
ferent talkers influence categorization of a subsequent speech target only
when sentences’ long-term average spectra �LTAS� predict spectral contrast.
Likewise, sequences of tones modeling these LTAS differences produce par-
allel context-dependent speech categorization effects. The predictiveness of
LTAS, rather than perceived talker, suggests that general auditory rather than
speech-specific or articulatorily-driven mechanisms may play a role in ef-
fects considered to be instances of talker normalization. The behavioral
measures are paired with magnetoencephalography �MEG� to investigate the
neural bases of these parallel effects. Listeners categorized a /ga/-/da/ series
in the context of preceding sentences and nonspeech tone sequences varying
in their LTAS while MEG signals were acquired. Analyses focus on how the
speech target is encoded as a function of preceding LTAS and the status of
the context as speech or nonspeech. �Work supported by NIH and NOHR.�

4pSC20. Interaction of top-down and bottom-up processing on
categorical perception. Ji Young Lee and Mark Hedrick �Dept. of Audiol.
and Speech Pathol., Univ. of Tennessee, Knoxville, 578 South Stadium Hall,
Knoxville, TN 37996-0740, jlee71@utk.edu�

To investigate the processing of acoustic and semantic information on
phonemic categorical perception, two nine-step continua consisting of natu-
ral and synthetic consonant-vowel �CV� syllables were presented in four dif-
ferent contexts. For both natural and synthetic speech, /ti/-/pi/ continua vary-
ing in spectral tilt were constructed. The four contexts included the isolated
CV syllable, a neutral context sentence with the CV at the end, and two ad-
ditional sentences with varying semantic load. One semantically favored a
/p/ response and one a /t/ response. Eleven adults with normal hearing �2
males, 9 females, 21 45 years old, mean age�27� labeled the consonant in
the CV syllable. Results showed a pattern of statistically-significant differ-
ences between the isolated and neutral context versus the semantically-
loaded sentences for both natural and synthetic stimuli, suggesting an effect
of semantic context. The differences appeared in the vicinity of the bound-
aries of the psychometric functions, suggesting an interaction between top-
down and bottom-up processing. Strictly bottom-up processing would have
shown overlaid response functions, and strictly top-down processing would
have shown differences at the endpoints. The pattern of results suggests in-
teractive, parallel rather than hierarchical processing.

4pSC21. The influence of talker gender, formant-frequency scaling, and
presumed sources of variance on the perception of voiceless fricatives in
American English. Benjamin Munson and Alexander Coyne �Dept. of
Speech-Lang.-Hearing Sci., Univ. of Minnesota, 115 Shevlin Hall, 164 Pills-
bury Dr. SE, Minneapolis, MN 55455, munso005@umn.edu�

We examined listeners’ identification of sigh-shy and sigh-thigh stimuli
created by appending /s/-/ʃ/ and /s/-/�/ continua to tokens of /Ä(/ excised
from the natural productions of sigh spoken by one man and one woman.
The values of the formants for the vocalic bases were scaled to give the il-
lusion of differences in talkers’ overall stature. Five levels of scaling were
created for both the man and woman’s productions. For the /s/-/ʃ/ con-
tinuum, listeners perceived more /ʃ/ with women’s voices than with men’s
voices but, contrary to earlier research, showed gradient effects of formant
scaling on phoneme boundaries for both the male and female tokens. For the
/s/-/�/ continuum, more /s/ tokens were identified for women’s voices than
for men’s voices. Gradient effects of formant-frequency scaling were found
for both men’s and women’s voices, and these were much smaller than those
for /s/-/ʃ/. Listeners who were led to believe that the scaling reflected dif-
ferences in talkers’ age height showed a bigger influence of scaling on /s/-/�/
perception than did listeners who were told they reflected differences in
height. Together, these results show that perceived gender, vocal-tract nor-
malization, and social stereotypes influence fricative identification.

4pSC22. Potential information predicts sentence intelligibility better
than vowels, consonants, or duration. Christian E. Stilp and Keith R.
Kluender �Dept. of Psych., Univ. of Wisconsin, 1202 W. Johnson St., Madi-
son, WI 53706, cestilp@wisc.edu�

Speech sounds are typically divided into consonants and vowels. When
either vowels or consonants, as delineated in TIMIT sentences, are replaced
by noise, listeners are more accurate understanding sentences in which con-
sonants are replaced relative to sentences in which vowels are replaced.
From such data, vowels have been suggested to be more important for un-
derstanding sentences; however, interpretation of these data is unclear be-
cause consonant segments are roughly one-third shorter than vowels as
marked within TIMIT. We report two experiments that demonstrate listener
performance is better predicted by simple acoustic measures of spectral
change, not duration or consonant/vowel distinction. First, listeners identi-
fied sentences in which consonants, vowels, C-V transitions, or V-C transi-
tions were replaced by speech-shaped noise. Contrary to previous work, per-
formance suffered most when consonants were replaced by noise. In a
second experiment, portions of sentences were replaced based on cochlea-
scaled spectral entropy �change across time�. Speech segments having rela-
tively high, medium, or low change over 80-ms �consonant duration� or
112-ms �vowel duration� intervals were replaced with noise. Intelligibility
decreased linearly as amount of replaced spectral entropy increased inde-
pendent of duration. Spectral change �entropy� is more important than
consonant/vowel distinctions and duration. �Work supported by NIDCD.�

4pSC23. The perceptual time course of coarticulatory nasalization.
Patrice S. Beddor, Julie E. Boland, Andries Coetzee, and Kevin McGowan
�Dept. of Linguist., Univ. of Michigan, 611 Tappan St., Ann Arbor, MI
48109, beddor@umich.edu�
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Listeners’ moment-by-moment processing of anticipatory vowel nasal-
ization and a following nasal consonant was investigated. English-speaking
participants’ eye movements were monitored as they heard instructions to
look at one of two pictured objects on a computer screen. Trials included
pictured pairs for naturally produced words of the form CVNC-CVC �e.g.,
bend-bed�, CVNC-CVNC �bend-bent�, and CVC-CVC �bed-bet�. Vowels in
CVNC words were coarticulatorily nasalized. Results to date show that,
when participants heard a CVNC word �bend�, they visually fixated the cor-
rect picture earlier when the competing picture was CVC �bed�—that is,
when the vowel in the competitor would be expected to be non-nasal—than
when the competitor was another CVNC word �bent�. Results also suggest
that participants often fixated the target CVNC picture in CVNC-CVC trials
after onset of vowel nasalization but before N onset. However, although
vowel nasalization facilitated early selection of CVNC over CVC, a non-
nasalized vowel was not similarly helpful for selecting CVC over CVNC.
When participants heard CVC �bed�, they did not fixate the correct picture
earlier when the competing picture was CVNC �bend� than when the com-
petitor was CVC �bet�. Findings are interpreted in light of production data
for English and perceptual theories.

4pSC24. Effects of native language on perception of the relative
amplitudes of the first and second harmonics. Jody Kreiman, Bruce R.
Gerratt �Head and Neck Surgery, UCLA School of Medicine, 31-24 Rehab
Ctr., Los Angeles, CA 90095-1794, jkreiman@ucla.edu�, and Sameer ud
Dowla Khan �Cornell Univ., Ithaca, NY 14850�

As an incidental result of previous studies of the perception of spectral
slope, we found that Mandarin speakers were nearly twice as sensitive to
changes in the amplitude of the first harmonic relative to the second �H1-
H2� as are English speakers. Although two Mandarin tones are typically pro-
duced with characteristic changes in voice quality, Mandarin does not con-
trast phonation types directly. Thus, the observed difference between listener
groups could be due to increased attention to overall source characteristics
in speakers of tone languages �because F0�H1�, or specifically to experi-
ence with voice quality differences apart from F0. To clarify this matter, we
measured just-noticeable differences in H1-H2 for speakers of Gujarati, a
non-tonal language that contrasts breathy and modal vowels in H1-H2, and
for speakers of a language like Yoruba that contrasts tones but not phonation

types. If increased sensitivity to H1-H2 differences is due to attention to H1,
then just-noticeable differences for both groups should be smaller than those
for English speakers. However, if perceptual experience specifically with the
H1-H2 contrast is required, then Gujarati speakers, but not Yoruba speakers,
should show increased sensitivity relative to English speakers. �Research
supported by NIH and NSF.�

4pSC25. Examining the role of pitch, duration, and intensity in word
segmentation. Chad Vicenik �Dept. of Linguist., UCLA, Los Angeles, CA
90095 cvicenik@humnet.ucla.edu�

English listeners can make use of stress cues in word segmentation.
Stress is associated with a number of phonetic cues, including pitch move-
ments, longer durations, and greater intensity. Studies on stress perception
have shown that pitch is the most powerful cue to English stress, followed
by increased duration and greater intensity �Fry �1958�; Bolinger �1958��,
suggesting that pitch alone might be sufficient to cue word boundary. Here,
I test whether pitch alone is enough to cue word boundary for English lis-
teners, using an artificial language paradigm. The artificial language used
contains no distributional cues to word boundary, so words can only be seg-
mented using pitch. I also pit pitch cues against intensity and durational cues
in order to test whether English listeners weight cues for stress in a word
segmentation task, or if they require correlates of stress to be bundled
together.

4pSC26. Lexicalizing nonadjacent dependencies. Steven A. Berg �Dept.
of Psych., SUNY at Buffalo, 206 Park Hall, Amherst, NY 14226, sberg
@buffalo.edu�

Previous research �e.g., McLennan et al. �submitted�� has demonstrated
that listeners are sensitive to discontinuous dependencies among consonants,
vowels, and syllables in nonsense words. An extension of this work was
done by attempting to lexicalize nonwords containing discontinuous depen-
dencies through a referent matching paradigm. Our attempt at lexicalization
was to determine the consequences of discontinuous dependencies at the
lexical rather than sublexical levels. Our findings are discussed in terms of
sublexical and lexical effects of phonotactics in spoken word recognition.

THURSDAY AFTERNOON, 29 OCTOBER 2009 RIO GRANDE CENTER, 1:30 TO 5:15 P.M.

Session 4pUW

Underwater Acoustics and Acoustical Oceanography: Progress in Modeling Complex and Dynamic Acoustic
and Oceanographic Characteristics of Continental Shelves and Slopes II

Preston S. Wilson, Cochair
Univ. of Texas at Austin, Dept. of Mechanical Engineering, 1 University Station, Austin, TX 78712

David P. Knobles, Cochair
Univ. of Texas at Austin, Applied Research Labs., 10000 Burnet Rd., Austin, TX 78758

Contributed Papers

1:30
4pUW1. Maximum entropy inference method applied to shallow-water
ocean waveguides. Jason D. Sagers and David P. Knobles �Appl. Res.
Labs., Univ. of Texas at Austin, 10000 Burnet Rd., Austin, TX 78758�

The principle of maximum entropy �MaxEnt� is used to analyze the un-
certainty that is associated with determining geo-acoustic waveguide param-
eters for shallow-water ocean environments. Marginal probability distribu-
tions and statistics, such as the mean and standard deviation, for each geo-
acoustic parameter are obtained using MaxEnt methods. Both theoretical
and numerical components of the MaxEnt method are addressed. The
method is applied to experimental acoustic measurements taken on the New

Jersey continental shelf on a sand ridge where a priori information includes
sound velocity measurements in the water column and chirp seismic reflec-
tion grams that provide geophysical ground truth on the seabed layering
structure. The acoustic data used in the geo-acoustic inference result from a
towed multi-frequency source. The effect of discretization choices for the
geo-acoustic representation on the marginal probability distributions is
investigated. The effect of changing a priori information �such as the as-
sumed sound velocity profile in the water column� on the marginal probabil-
ity distributions of the geo-acoustic parameters is also explored.
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1:45
4pUW2. Modeling intensity fluctuations of acoustic transmissions from
the Research Vessel Sharp during Shallow Water 2006. Georges A.
Dossot, James H. Miller, Gopu R. Potty �Dept. of Ocean Eng., Univ. of
Rhode Island, Narragansett Bay Campus, Narragansett, RI 02882�, Mohsen
Badiey �Univ. of Delaware, Newark, DE 19716�, James F. Lynch, Ying-
Tsong Lin, Arthur E. Newhall �Woods Hole Oceanograph. Inst., Woods
Hole, MA 02543�, and Kevin B. Smith �Naval Postgradraduate School,
Monterey, CA 93943�

During the Shallow Water 2006 �SW06� experiment, a J-15 source de-
ployed from the University of Delaware’s R/V Sharp transmitted various
acoustic signals at several different bearings and ranges to the Woods Hole
Oceanographic Institution’s vertical hydrophone line array. The array was
intentionally positioned near the shelf-break front and in an area where in-
ternal waves are known to occur. During several of the R/V Sharp’s acoustic
transmissions, internal waves passed through the sound field such that the
internal wave front was near parallel to the acoustic transmission path. Mea-
sured data show substantial intensity fluctuations that vary over time and
space due to complex multimode and multipath �both two and three
dimensional� interference patterns. This presentation provides an overview
of the R/V Sharp’s transmissions and the corresponding intensity fluctua-
tions of received signals at the array. In order to model the intensity fluc-
tuations, a sound speed field is reconstructed using data from environmental
sensors such as acoustic Doppler current profilers, ship radar, conductivity-
temperature-depth profiles, environmental moorings, and satellite images.
Measured data are compared to a simulated sound field computed by a three
dimensional acoustic propagation model. �Work sponsored by the Office of
Naval Research.�

2:00
4pUW3. Observation and modeling of sound propagation through a
dynamic ocean on the continental shelf of the northeastern South China
Sea. Ching-Sang Chiu, Christopher W. Miller �Dept. of Oceanogr., Naval
Postgrad. School, Monterey, CA 93943�, Chi-Fang Chen, Linus Chiu �Natl.
Taiwan Univ., Taipei, Taiwan�, and Ruey-Chang Wei �Natl. Sun Yat-sen
Univ., Kaohsiung, Taiwan�

In April 2005, a 3-day acoustic transmission experiment was carried out
on the shelf of the northeastern South China Sea. A 400-Hz signal was trans-
mitted every 5 min from a moored source to a moored vertical hydrophone
array 17 km away. Additionally, a series of oceanographic moorings was de-
ployed along the transmission path to sample the water-column variability
that was dominated by the evolution of nonlinear internal tides and high-
frequency nonlinear internal waves. Applying time-series filtering, principal
component analysis, and a feature tracking technique to the oceanographic
data, a continuous space-time empirical model for the sound-speed field was
developed. Using a coupled-mode sound propagation model, interfacing
with the sound-speed model, the temporal variations of the vertical distribu-
tion of signal intensity at the hydrophone array were computed. Analyzing
the model results and comparing them to the measured signal intensities
have allowed for quantification and comparison of the effects of the nonlin-
ear internal tides, depression waves, and elevation waves on the sound
transmission. The modeled sound-speed and sound-intensity fields and their
comparisons to the measured data are discussed in this paper. �This research
is jointly sponsored by the U.S. Office of Naval Research and the Taiwan
National Research Council.�

2:15
4pUW4. Observed anisotropy in low frequency acoustic signal loss at
the sea floor. Warren Wood, Dennis Lindwall �Naval Res. Lab., 1005 Balch
Blvd., Stennis Space Ctr., MS 39529�, and Nathan Bangs �The Universtiy of
Texas at Austin, Austin, TX, nathan@utig.ig.utexas.edu�

Anisotropy of 20%–30% in the low-frequency �10–120 Hz� acoustic
bottom loss of marine sediments 1200-m deep off the coast of Oregon is
reported here. Two nearly perpendicular acoustic profiles were acquired with
air guns towed at the sea surface, crossing at a point directly over a four-
component ocean bottom seismometer �OBS� on the seafloor. The area is a
convergent margin, with a regional principal stress field perpendicular to
broad bathymetric ridges and the shoreline, and numerous faults running

parallel to the bathymetry. Amplitudes of sediment reflections are consis-
tently 20%–30% less on the profile parallel to the bathymetry than on the
profile perpendicular to the bathymetry. This is the opposite of what would
be expected if the dominant attenuation mechanism were scattering from the
fault planes. The anisotropy exists at angles for which acoustic energy pen-
etrates sediments only a few hundred meters from the crossing point, where
layering in both directions is laterally consistent. The direct arrival ampli-
tudes, from the source to the OBS, are identical on both transects, suggest-
ing that neither the acquisition technique nor the water column is respon-
sible for the anisotropy. Possible explanations include seafloor bed forms
and wavelength-scale roughness at the buried sediment interfaces.

2:30
4pUW5. Across-shelf versus along-shelf coherence length estimates of
low-frequency pulse transmissions on the New Jersey continental shelf.
Jon M. Collis �Colorado School of Mines, Golden, CO 80401�, Timothy F.
Duda, James F. Lynch �Woods Hole Oceanograph. Inst., Woods Hole, MA
02543�, and Harry A. DeFerrari �Univ. of Miami, Miami, FL 33149�

Sound at 100–400 Hz propagating in approximately 80-m depth water
from fixed sources to a joint horizontal/vertical line array �HVLA� is
analyzed. The data are from an area east of Delaware Bay in the Mid-
Atlantic Bight populated with tidally-generated long- and short-wavelength
internal waves that propagate generally shoreward. Two paths are used: a
29-km path in the cross-shore �across internal wave crest� direction and a
19-km path in the along-shore direction. Spatial fluctuations of HLA arrivals
have been computed as a function of HLA beam steering angle and time:
array gain, horizontally lagged field coherence function, and coherent beam
power. These quantities and fitted characteristic coherence scale lengths vary
in apparent response to internal-wave variability �Collis et al., J. Acoust.
Soc. Am. 124, EL97 �2008��. In this presentation, coherence length esti-
mates are provided for the month of August 2006. In additional to internal
volume effects, consideration is given to signal duration, angle of incidence,
and along-shelf versus across-shelf propagation. �Work supported by the Of-
fice of Naval Research.�

2:45
4pUW6. Impact of shelfbreak fronts on long-range underwater sound
propagation in the continental shelf area. Ying-Tsong Lin, Alexey
Shmelev, James F. Lynch, Arthur E. Newhall �Appl. Ocean Phys. & Eng.
Dept., Woods Hole Oceanograph. Inst., Woods Hole, MA 02543,
ytlin@whoi.edu�, and Pierre F. J. Lermusiaux �MIT, Cambridge, MA 02139�

The dynamic shelfbreak front commonly observed in the continental
shelf area has significant impact on underwater sound propagation. Analyti-
cal study with an idealized front model has shown that combining inshore
refraction from the front and offshore refraction on the sloping shelf, long-
range propagating sound on the continental shelf will be trapped by the front
and form “whispering gallery” modes on the inshore side of the front. In this
paper, numerical propagation simulations with three-dimensional normal
mode and parabolic approximation methods are implemented to investigate
the acoustic impact of a nearly realistic front model. This front model results
from the MIT Multidisciplinary Simulation, Estimation, and Assimilation
System which assimilated the field measurements collected during the New
Jersey Shelf Shallow Water 2006 experiment. Since the front model captures
very well the temporal and spatial variability of the shelfbreak frontal sys-
tem in the field, the numerical propagation simulations presented here are
fairly realistic. Horizontal sound refraction due to the shelfbreak front and
�sub�-mesoscale eddies are observed, and causes part of long-range propa-
gating sound energy to be trapped on the shelf area.

3:00—3:15 Break

3:15
4pUW7. In situ acoustic measurements of transmission loss for
improving the effectiveness of antisubmarine warfare sonar searches in
tactical scenarios. Charles H. Wiseman �Peninsula Publishing, 26666 Birch
Hill Way, Los Altos Hills, CA 94022�
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The execution of sonar search plans against submarines by antisubma-
rine warfare ships is not as effective as it could be, especially in littoral
waters. The reason is that the high spatial and temporal variability of the
water environment cannot be accurately characterized as inputs into models
leading to the sonar equation, used for the prediction of sonar detection
ranges, the primary input into search plans. The effectiveness of search can
be significantly improved, however, by adding the use of in situ acoustic
measurements of transmission loss to the mix of measurements currently
used by tactical forces. This paper foresees improvements in the accuracy in
use of the sonar equation, despite the likely incompleteness of in situ acous-
tic measurements of transmission loss relative to the entire field that would
be desired to be measured. Acoustic measurements of transmission loss will
bring into consideration a degree of ground truth into search that has not
been realized tactically heretofore. The more effective search will translate
to a closer to optimum use of navy ships, aircraft, and submarines, and a
saving of fuel and search time. Accordingly, this concept should be analyzed
and modeled to determine if it is worth investigating more thoroughly.

3:30
4pUW8. Full-field acoustic transmission variabilities including
horizontal refraction and back-scattering effects in the shelf and
shelfbreak environments. Jinshan Xu and Pierre F. J. Lermusiaux �Dept. of
Mech. Eng., MIT, 77 Massachusetts Ave., Cambridge, MA 02139, jinshan
@mit.edu�

This study is motivated by the striking difference in acoustic transmis-
sion data collected on the shelf and shelfbreak northeast of Taiwan within
the QPE 2008 Experiment. On the shelf, the acoustic transmission from a
moving source along a circular track showed little variation with respect to
bearing angles. However, on the shelfbreak, the data for the same type of
circular tracks showed no transmission when the source was in the deeper
waters. Our previous studies have investigated the uncertainties in transmis-
sion loss �TL� estimation due to the geo-acoustic model, bathymetry, and
ocean environment by comparisons of N�two-dimensional and forward
scattering acoustic modeling to in situ acoustic data. Here, we present a
novel coupled oceanographic�four-dimensional�-acoustic�three-dimensional
�3-D�� field estimation with ocean data assimilation modeling. A 3-D wave
propagation model based on a parabolic approximation is used to study hori-
zontal refraction effects on the TL. A coupled-normal-mode wave propaga-
tion model is also applied to investigate back-scattering effects on the TL.
Our model estimates including uncertainties are compared to observed data,
and results are utilized to study and quantify the variability of the TL due to
the regionally complex seabed topography and ocean water column �tides,
fronts, and eddies�. Our study illustrates when processes such as sound wave
horizontal refraction and back-scattering should be accounted for in modern
SONAR performance prediction systems.

3:45
4pUW9. Use of acoustic frequency shifts for monitoring oceanographic
processes in shallow water. Altan Turgut �Acoust. Div., Naval Res. Lab.,
Washington, DC 20375�

Waveguide invariant theory is used to calculate the frequency shifts of
the acoustic intensity spectral levels caused by environmental variability in
shallow water. In winter conditions, long-term acoustic monitoring of tide
and slope water intrusions has been demonstrated using measured frequency
shifts of the acoustic intensity spectral levels �Turgut et al., J. Acoust. Soc.
Am. 121, 2534–2541 �2007��. Acoustic frequency shifts caused by other
oceanographic processes such as background internal waves and solitary in-
ternal waves are also investigated. Additional broadband acoustic data from
several summer experiments indicate the feasibility of extracting back-
ground internal wave parameters as well as internal solitary wave param-
eters when they propagate almost perpendicular to the acoustic propagation
path. �This work was supported by the ONR.�

4:00
4pUW10. A model for four-dimensional coastal internal waves with
applications to acoustics. James F. Lynch, Timothy F. Duda, Ying-Tsong
Lin, Arthur E. Newhall �Woods Hole Oceanograph. Inst., 98 Water St.,
Woods Hole, MA 20543, jlynch@whoi.edu�, and Pierre F. J. Lermusiaux

�MIT, Cambridge, MA 02139-4307�

Acousticians need a fully four-dimensional �4-D� coastal oceanography
model that can provide the soundspeed field down to the internal wave scale.
While mesoscale ocean models exist, given the complexities of a full primi-
tive equation �i.e., nonlinear�, non-hydrostatic, fine-scale model including
internal waves, it may be a decade or more before such a model is available
from the mainstream oceanographic community. We pose the possibility of
creating a usable approximate 4-D ocean model based on a combination of
a powerful acoustics technique, the Weinberg–Burridge vertical modes and
horizontal ray solution to the wave equation, and existing primitive-equation
ocean models and two-dimensional nonlinear wave equations. In our tech-
nique, the local ocean internal wave modes are found, creating a horizontal
index of refraction grid for internal-tide ray tracing from identified source
points. Broadband internal waves are propagated along the trajectories using
the KdV or other appropriate nonlinear wave equation, with internal-tide ini-
tialization and interpolation between trajectories. An ocean numerical model
with good bathymetry provides the source distribution as well as buoyancy
frequency profiles and current profiles, necessary inputs for the internal
wave modes and propagation. The initial design for this model as well as
examples of its usages for ocean acoustics are presented.

4:15
4pUW11. Computational grid design to improve three-dimensional
parabolic equation modeling efficiency. Melanie E. Austin �JASCO Appl.
Sci., 2101-4464 Markham St., Victoria, BC V8Z 7X8, Canada,
melanie.austin@jasco.com� and N. Ross Chapman �Univ. of Victoria, Vic-
toria, BC, V8W 3P6, Canada�

One class of very accurate computer models that can be used to predict
underwater acoustic fields is based on three-dimensional �3-D� solutions of
the parabolic form of the reduced acoustic wave equation. 3-D parabolic
equation �PE� models contain differential operators in both depth and
azimuth. These 3-D solutions are very computationally intensive, but stra-
tegic definition of the model grid can save computation time. A 3-D PE
model �MONM3D� has been developed that incorporates techniques that re-
duce the required number of model grid points. The concept of tessellation
is used to optimize the radial grid density as a function of range, reducing
the required number of grid points in the horizontal planes of the grid. The
model marches the solution out in range along several radial propagation
paths emanating from a source position. Tessellation, as implemented in
MONM3D, allows the number of radial paths in the model grid to depend
on range from the source. In addition, the model incorporates a higher-order
azimuthal operator which allows a greater radial separation and reduces the
required number of radial propagation paths. The efficiency and accuracy of
the MONM3D model will be presented by demonstration of a test case.

4:30
4pUW12. Low-frequency sound field focusing in shallow water. Valeriy
G. Petnikov, Andrey A. Lunkov �A. M. Prokhorov General Phys. Inst.,
RAS, 38 Vavilov Str., Moscow 119991, Russia, petniko@kapella.gpi.ru�,
and Alexander A. Stromkov �RAS, Nizhny Novgorod 603950, Russia�

Within the framework of numerical simulation a feasibility of low-
frequency �100–300 Hz� sound field focusing was studied in the waveguide
common to shallow water. Two types of focusing are discussed: focusing of
a wide-band sound signal by time reversal mirror �TRM� and focusing of a
monochromatic sound field by a phase conjugation mirror �PCM�. It is dem-
onstrated that if we use TRM we can focus sound field by both point source-
receiver �SR� element and a corresponding SR vertical array. At the same
time, the focusing quality is somewhat improved with vertical array, and
TRM provides focusing with approximately the same quality as PCM oper-
ating at the frequency equal to the carrier frequency of a wide-band signal.
It is shown that in a waveguide with a constant sound velocity at the range
of 10 km wind waves deteriorate focusing quality at a wind speed greater
than 12 m/s. �This research was supported by the Russian Foundation for
Basic Research Project Nos. 08-02-00283 and 07-02-001205 and by the Ci-
vilian Research and Development Foundation Project No. REC 010.�

4p
T

H
U

.
P

M

2305 2305J. Acoust. Soc. Am., Vol. 126, No. 4, Pt. 2, October 2009 158th Meeting: Acoustical Society of America



4:45
4pUW13. Determining of directivity index and effective aperture at the
idealized model of directivity pattern of antenna with elliptical cross
section of main lobe. Zvonimir Milosic �MoD of the Republic of Croatia,
Inst. for Res. and Development of Defense Systems, Trg kralja Petra Kres-
imira IV 1, 10000 Zagreb, Croatia�

In this paper a new universal procedure of calculating directivity index
�directivity factor� and effective aperture dependent on the measured direc-
tivity pattern of antenna will be presented. The procedure derives from an
idealized model of directivity pattern measured characteristics of a sonar an-
tenna in accordance with the elliptical cross section perpendicular to acous-
tic axes of the main lattice of directivity pattern. My new, strong, and origi-
nal condition for very low level of suppression of side lobes at the
contemporary sonars �LoSoSMiZ condition ��50 dB�, its meaning in di-
rectivity index and effective aperture on ranges at previous congresses, and
its meaning in theory of reverberation are in accordance with this theory too.
In accordance with the equations in this paper, the de-embedding of direc-
tivity indices and effective aperture of the receive antennas of sonar systems
is simple, fast, reliable, accurate, and widely usable. Finally, the de-
embedding of directivity index and effective aperture according to the con-
ditions in this paper makes a better evaluation of given parameters possible:
for buyers, in R&D, in academies, and on the operative levels.

5:00
4pUW14. The effect of time resolution (bandwidth) on clutter statistics:
A vertical echo sounder as a simple test case. Chris Harrison �NATO Un-
dersea Res. Ctr., Viale San Bartolomeo 400, 19126 La Spezia, Italy�

The scintillation index �SI� of sonar returns from a rough seabed was
recently simulated using a Kirchhoff approach both numerically and semi-
analytically �C. Harrison, J. Acoust. Soc. Am. 125, 2661 �2009�; IEEE JOE.
In press�. Of particular interest was the potentially high SI associated with
seabed reflection focusing. In carrying out this kind of numerical investiga-
tion, one needs to be very careful of what precisely constitutes the ensemble.
Here we perform the same analysis but now with a finite pulse length. At
sufficient altitude, the tail of the pulse may contain contributions from many
different almost specular facets. Depending on the sonar’s time resolution
these may, or may not, be seen as many intersecting echoes. Even with a
pulse length long enough to incorporate the vertical extent of the roughness,
it is possible to find sharp spikes in the echo tails. Thus a plot of Si versus
travel time �the ensemble being ping-to-ping variation� has a peak more than
one pulse length after the main arrival. Amongst other things, this makes it
clear that SI is highly dependent on time resolution and furthermore may be
more a function of the observing system than the object being observed.

THURSDAY EVENING, 29 OCTOBER 2009 7:30 TO 9:30 P.M.

Open Meetings of Technical Committees

The Technical Committees of the Acoustical Society of America will hold open meetings on Tuesday, Wednesday, and Thursday
evenings. On Tuesday and Thursday the meetings will be held starting immediately after the Social Hours at 7:30 p.m. On Wednesday,
one technical committee will meet at 7:30 p.m.

These are working, collegial meetings. Much of the work of the Society is accomplished by actions that originate and are taken in these
meetings including proposals for special sessions, workshops and technical initiatives. All meeting participants are cordially invited to
attend these meetings and to participate actively in the discussions.

Committees meeting on Thursday are as follows:

Animal Bioacoustics Rio Grande West
Biomedical Ultrasound/Bioresponse to Vibration Rio Grande East
Noise Regency East 1
Speech Communication Regency East 3
Structural Acoustics and Vibration Live Oak
Underwater Acoustics Rio Grande Center
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FRIDAY MORNING, 30 OCTOBER 2009 REGENCY EAST 1, 8:30 A.M. TO 12:05 P.M.

Session 5aNS

Noise and ASA Committee on Standards: Advancements in Soundscape Applications and Standards

Alexander U. Case, Cochair
Fermata Audio & Acoustics, P.O. Box 1161, Portsmouth, NH 03802-1161

Gary W. Siebein, Cochair
Univ. of Florida, School of Architecture, P.O. Box 115702, Gainesville, FL 32611

Chair’s Introduction—8:30

Invited Papers

8:35

5aNS1. Soundscape design applications for transportation noise. Gary W. Siebein �School of Architecture, Univ. of Florida, P.O.
Box 115702, Gainesville, FL 32611�, Robert M. Lilkendey, Hyun Paek, and Chris Jones �Siebein Assoc., Inc., Gainesville, FL 32607�

Three case studies are presented that demonstrate soundscape methods for assessing noise impacts and proposed mitigation strate-
gies for train, traffic, and rail noise impacts. Comparisons among time average measures short term measurements of specific acoustic
events are presented. One is a large housing project located adjacent to a major rail line. The soundscape methods allowed the designers
to auralize the results of proposed noise mitigation strategies for clients to make informed decisions about the acoustical feasibility of
developing the site. Second is a case study of aircraft noise impacts on a glass curtain wall luxury condominium project located in the
flight path of a major urban airport. Soundscape methods were used to work with the developers to assess strategies for the reduction
in aircraft noise into living units associated with the decision to enhance glazing systems for the project. Third is a case study of
planning for noise mitigation of road traffic noise for future developments at the time of initial permitting for projects. A framework for
long term planning strategies for controlling incremental noise impacts as they occur was developed for a growing medium size city
adjoined by rural and agricultural land.

8:55

5aNS2. Soundscape realization through standard surround sound. Alex U. Case �Sound Recording Technol., Univ. of Massachu-
setts, 35 Wilder St., Lowell, MA 01854, alex_case@uml.edu�

The need for both qualitative and quantitative analyses may be the key challenge separating soundscape efforts from traditional
environmental noise practice. On-site soundscape tours and interviews are a proven but resource-intense method for soundscape study.
A means to obtain a soundscape and reproduce it elsewhere for subsequent analysis could be an efficient way to collect data and increase
survey sample size. Reproduction off-site also makes soundscape modifications and comparisons possible, facilitating the measurement,
evaluation, design, and composition processes. Standards specifying the full record and reproduce systems and procedures may never be
able to anticipate the vast range of soundscape qualities that are salient across any and all soundscapes, loud to soft, low to high, large
to small, transient to steady-state, urban to wilderness. The more pressing need is a review of the merits and shortcomings of the many
soundscape recording and reproduction techniques most likely to be employed, and one small contribution is offered here. Cinemas and
home theaters, with a somewhat-standardized 5.1-channel surround sound reproduction capability, might serve as a useful playback
venue. They are well-understood by recordists and acousticians and have been used to fabricate a range of soundscapes in film and
music, sometimes with great success. This paper evaluates the feasibility of using the 5.1 surround sound format for soundscape design.

9:15

5aNS3. A soundscape pons asinorum: Interim adaptation of A-weighted measurement practices to foster more accurate
assessments of noise impacts in protected natural areas. Kurt M. Fristrup �Natl. Park Service, Natural Sounds Program, 1201
Oakridge Dr., Ste. 100, Fort Collins, CO 80525�

A-weighted measurements of environmental sound levels in functional ecosystems are often elevated by natural sources of sound
energy above 1 kHz. It is aesthetically and biologically questionable to assert that a rich chorus of bird, frog, and insect sounds renders
an environment less vulnerable to the effects of noise confined to lower frequencies. Accordingly, it seems worthwhile to explore al-
ternative approaches to computing A-weighted sound levels that would reduce or eliminate this source of inflated measurements in park
and wilderness settings. A systematic evaluation of acoustical measurements in units of the U.S. National Park Service reveals the extent
to which A-weighted values are influenced by environmental sounds in each 1/3 octave band. This analysis can help motivate and
inform the development of revised standards for A-weighted noise measurement and evaluation in protected natural areas. This seems
a plausible first step toward a more biologically rigorous framework for assessing the impacts of noise to wildlife and visitors in Na-
tional Parks.
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9:35

5aNS4. Visitor dose-response data acquisition protocol development at four U.S. National Parks. Richard D. Horonjeff �81 Liberty
Square Rd. #20-B, Boxborough, MA 01719, rhoronjeff@comcast.net� and Grant S. Anderson �76 Brook Trail, Concord, MA 01742�

In response to a mandate set forth by The National Parks Overflight Act of 1987 �PL 100-91�, visitor response to tour aircraft
overflights was sought by the National Park Service and the Federal Aviation Administration during the early 1990s. At issue was the
extent to which varying doses of aircraft overflight noise resulted in both visitor-reported consequential degrees of annoyance and
interference with an appreciation of natural quiet. This paper first presents a brief overview of the results of these studies �previously
published in the literature�, then focuses on the data collection protocol used. Several alternative dose and response data collection
methodologies were considered and evaluated. This paper presents the perceived strengths and weakness of the various alternatives as
well as the rationale behind the final adopted protocol. Deciding factors included cost, accepted social survey practices, ability to match
noise doses with individual visitors, avoiding any pre-sensitization of visitors, and the ability to separate potentially confounding vari-
ables during data analysis. �Work supported by the National Park Service and the Federal Aviation Administration.�

9:55

5aNS5. Soundscape documentation of parks and natural areas. Gary W. Siebein �School of Architecture, Univ. of Florida, P.O. Box
115702, Gainesville, FL 32611� and Reece Skelton �Siebein Assoc., Inc., Gainesville, FL 32611�

A multi-media method to document the distinctions among qualities of sounds with relatively similar levels in a natural, outdoor
environment was developed. Simultaneous recordings of sound levels, calibrated aural recordings of .wav files of specific acoustic
events, and video photography of the events were overlaid on a map of the site to document the itinerary of the observer. The multi-
media method attempted to more completely document the nature of the soundscape with its subtle changes in sources of sound, level,
frequency, and time duration than typical environmental noise metrics such as Leq’s, LDN’s and other long term average sound metrics.
The sound levels measured near the road are similar to those taken at locations within the park; however, the quality of sounds is very
different from each other. The acoustical transition from a street edge into a dense, natural park was examined. The experiment shows
how the nature of sound shifts dramatically through the site while the perceived average sound level remains relatively constant. The
acoustical evaluation of the site includes both quantitative and qualitative elements so the true essence of a place can be considered and
the subtle but important sonic qualities of sites can be designed.

10:15—10:30 Break

10:30

5aNS6. Soundscapes and city noise ordinances. Nancy S. Timmerman �Consultant in Acoust. and Noise Control, 25 Upton St., Bos-
ton, MA 02118-1609, nancy.timmerman@alum.mit.edu�

The word “soundscape” has been used to get away from the negative connotations of the word “noise.” In reality, whether or not a
sound or soundscape is annoying depends on the viewpoint of the listener. Two cities in Massachusetts, Boston and Somerville, will be
examined to compare and contrast what soundscapes have been deemed “acceptable.” In addition, the Massachusetts state code, cov-
ering areas which do not have such ordinances, will also be examined.

Contributed Papers

10:50
5aNS7. Comparison of sound pressure levels of mid-to large size on-road
motorcycles through volume modeling. William T. C. Neale and Toby
Terpstra �Kineticorp LLC, 6070 Greenwood Plaza Blvd. Ste. 200, Denver,
CO 80111, wneale@kienticorp.com�

Noise from motorcycles varies between make and model, style, and en-
gine size. The motorcycle’s pipe design, materials, and gearing are just a
few of the factors that determine the noise being emitted. In regular traffic
situations, though, an observers relative position to the motorcycle varies,
and this change in position greatly affects the experience of motorcycle
noise. This paper examines how noise level differs depending on ones loca-
tion to a motorcycle by mapping the sound pressure level of various styles
and designs of motorcycles three dimensionally. Specifically, decibel levels
and frequency spectra are measured volumetrically around the motorcycle to
create a three dimensional map for each motorcycle. These three dimension
sound maps are then compared and evaluated for patterns of direction bias,
maximum sound level, and frequency.

11:05
5aNS8. Squealing noise in light rail transport systems: Implications in
noise mapping. Lucie Habaskova �Faculty of Civil Enginering, Czech Tech.
Univ. in Prague, Thkurova 7, Czech Republic, lucie.habaskova@fsv.cvut.cz�
and Antonio P. Carvalho �Univ. of Porto, Porto 4200-465 Portugal �

Squealing noise is generated by railway vehicles riding through curves
having closed radius. It is a result of wheels sliding on the rail when they

negotiate a curve. This kind of noise is very annoying for people living in
the surrounding areas where this phenomenon occurs because it has a char-
acteristic spectrum that is dominated by discrete frequency components.
Usually, squeal noise is not correctly accounted in urban areas noise maps.
This paper presents the results of field measurements of squealing noise in
Porto �Portugal� where a new light-rail system is operating. The goal was to
characterize the acoustic effect of this type of noise in making noise maps.
With the results obtained from in situ measurements, the squealing noise
was simulated using CADNAA software. This paper compares three variants
of squeal noise use and simulation with the software CADNAA. Comparing
the noise map generated using the field measurements, with maps taking no
account for squealing noise, a large difference in noise levels can be found
�up to 17 dBA�. A correction method was found to be incorporated in this
model to improve the noise map estimation procedure.

11:20
5aNS9. Seattle’s Sound Transit Residential Sound Insulation Program
reduces sound sustainably. Julie A. Wiebusch �The Greenbusch Group,
Inc., 1900 West Nickerson, Ste. 201, Seattle, WA 98119�

Light Rail has arrived in Seattle, making access to downtown easier and
more efficient through the new 14-mile light rail system. However, the new
system brings with it an increase in noise levels for some residents. In order
to minimize the annoyance for those residents along the alignment, Sound
Transit has created a Residential Sound Insulation Program �RSIP�. The ini-
tial program provided 137 residences with a package to reduce the intrusion

2308 2308J. Acoust. Soc. Am., Vol. 126, No. 4, Pt. 2, October 2009 158th Meeting: Acoustical Society of America



of exterior sound and to increase the ventilation and air quality within the
home. Sound Transit has taken the process one step further with its com-
mitment that RSIP will have zero impact on local landfills.

11:35
5aNS10. A method for direct impedance measurements in long range
propagation of low-frequency sound. Jin H. So, Carrick L. Talmadge,
Roger Waxler, and Kenneth E. Gilbert �Natl. Ctr. for Physical Acoust., Univ.
of MS, Univ. MS 38677, jso@olemiss.edu�

A method for direct impedance measurements in long range propagation
of sound, significantly below 200 Hz, is presented. The linear least-squares
fit to the measured pressure data, as a function of the sensor height, the so
called “pressure derivative method,” was utilized to obtain the pressure
derivatives. Several sensors were installed vertically on the array above the
ground. The ground was a flat agricultural farm. The propagation distance of
sound over the ground was 0.41 km. Sound sources included pulses and
pure tones. The impedances for the pulses and tones showed good
agreement. Overall, the imaginary components of the impedance were much
larger than the corresponding real components in the frequency range
studied.

11:50
5aNS11. Analysis of the environmental effects on the ringtone volume.
Cheol Hong Kim �Chonnam Natl. Univ., Dept. of Electron. and Com. Eng.,
300 Yongbong-Dong, Buk-Gu Gwangju 500-757 KR,
chkim22@chonnam.ac.kr�, Hong Jun Choi �Chonnam Natl. Univ., Korea�,
and Jong-Myon Kim �Univ. of Ulsan, Korea�

Due to the wide spread of mobile phones, the use of them in public
space keeps increasing. Thanks to their advantageous features, mobile
phones enable people to feel convenience in making a call. However, the use
of mobile phones in public space is blamed for causing others’ inconve-
nience due to reckless noisy ringtones, especially in the quiet places such as
classroom and conference room. In this work, we analyze the environmental
�temperature, humidity, ambient noise, and vibration� effects on the ringtone
volume to reduce the noise in public space. In fact, many users put their
mobile phones in silent or vibrate mode in public space. However, we can
still hear ringtones occasionally in public space. Therefore, if ringtones can
be automatically adjusted to the appropriate volume level by considering the
environmental effects, it can be very helpful to mobile phone users. To find
the appropriate volume level, we analyze the various environmental effects
by conducting actual experiments. According to our experimental results, vi-
bration and ambient noise have strong relation with the ringtone volume,
whereas temperature and humidity show little correspondence on the ring-
tone volume. �Work supported by the MKE, Korea, under the ITRC super-
vised by the IITA �IITA-2009-�C1090-0903-0008��.�

FRIDAY MORNING, 30 OCTOBER 2009 PECAN, 8:30 TO 10:15 A.M.

Session 5aSA

Structural Acoustics and Vibration and Biomedical Ultrasound/Bioresponse to Vibration: Structural
Acoustics in Biological Media

Karl Grosh, Chair
Univ. of Michigan, Mechanical Engineering Dept., 2350 Hayward St., Ann Arbor, MI 48109-2125

Chair’s Introduction—8:30

Invited Paper

8:35

5aSA1. Estimation of the contact pressure on the medial surface of the vocal folds during phonation. Li-Jen Chen and Luc
Mongeau �Dept. of Mech. Eng., McGill Univ., McDonald Eng. Bldg., 817 Sherbrooke St. West, Montreal, Qvebec H3A 2K6, Canada,
ljchen@purdue.edu�

Voice production involves flow-induced self-oscillations of the vocal folds. Collision between the vocal folds is commonly observed
during normal phonation. The contact pressure experienced by human vocal folds during collision is usually considered as the most
likely source of phonotrauma. The goal of the present study was to quantify contact pressures in human subjects during phonation. A
pressure sensor was developed for direct measurements. Verification data and preliminary data on human subjects were obtained. Sub-
ject response and other clinical challenges lead to the development of a less intrusive approach for the contact pressure estimation from
high speed images based on a Hertzian impact model. A verification of the accuracy of this approach was made. Results from the
nonintrusive approach were compared with results from direct measurements using a hemilaryngeal physical model of the human vocal
folds. The experimental setup was designed to reduce sensor’s interference with the vocal fold oscillations. The accuracy of the esti-
mated contact pressure from the nonintrusive method was found to be within around 10%. Advantages and possible sources of error are
discussed. �Work supported by NIH.�
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Contributed Papers

9:00
5aSA2. Influence of viscoelasticity on the ultrasonic wave propagation in
cortical bone: Application to the axial transmission technique. Guillaume
Haiat �Laboratoire de Recherches Orthopediques, CNRS, Univ. Paris 7,
UMR CNRS 7052 B2OA, 10 avenue de Verdun, 75010 Paris, France�, Salah
Naili, Mai-Ba Vu �Univ. Paris 12-Val de Marne, 94010 Creteil cedex,
France�, Quentin Grimal, Maryline Talmant �Univ. Paris 6, 75006 Paris,
France�, Christophe Desceliers, and Christian Soize �Univ. Paris-Est, 77454
Marne la Valle, France�

Cortical bone quality is assessed in clinical practice using axial trans-
mission �AT� devices. Cortical bone and the surrounding soft tissues are at-
tenuating media, which might affect the results obtained with AT devices.
Following the work of in Haiat et al. �J. Acoust. Soc. Am. �2009�� which
considers the elastic case, the aim of this work is to evaluate the effect of
anisotropic heterogeneous dissipative phenomena occurring in bone and in
soft tissues on the ultrasonic response of the bone structure. A two-
dimensional finite element time-domain method is derived to model tran-
sient wave propagation in a three-layer medium composed of an inhomoge-
neous transverse isotropic viscoelastic �Kelvin–Voigt description� solid layer
sandwiched between two dissipative acoustic fluid layers. Bone viscoelas-
ticity is assumed to be heterogeneous and a constant spatial gradient of vis-
coelastic properties is considered for two values of bone thicknesses corre-
sponding to relatively thick and thin bones. The results allow the derivation
of a contributing depth �CD� for a thick bone width. For a gradient of vis-
coelasticity, CD�1.6 mm, for a gradient of C11, CD�0.6 mm, and for a
gradient of mass density, CD�1 mm. �The Agence Nationale de la Recher-
che �Contract No. no BLAN06-2 144779� is acknowledged.�

9:15
5aSA3. Prediction of the basilar membrane response to low-intensity
acoustic stimulation using a mathematical model of the cochlea. Julien
Meaud and Karl Grosh �Dept. of Mech. Eng., Univ. of Michigan, Ann Arbor,
MI 48108-2125 jmeaud@umich.edu�

In the mammalian cochlea, the basilar membrane separates two fluid-
filled ducts and vibrates in response to acoustic stimulation. In vivo mea-
surements of a viable basilar membrane show that the membrane is very
sensitive to low-level acoustic stimulation. A finite element model of the co-
chlea has been developed that explicitly couples the fluid, mechanical, and
electrical domains of the cochlea. The proper function of the cochlea relies
critically on structural acoustic coupling as well as electromechanical active
control. The high sensitivity of the basilar membrane to low-intensity
sounds is explained by the presence of somatic motility in outer hair cells.
The outer hair cells convert electrical energy to mechanical energy, ampli-
fying basilar membrane motion. Recent experiments show that the tips of
the outer hair cells, the hair bundle, can also produce an active force at
acoustic frequencies. Active force production by the hair bundle is included
in the model to predict the effects of hair bundle motility on the basilar
membrane vibrations. Our model allows us to answer important questions
about the interplay of the various active forces in the cochlea; questions that
are difficult to address by experiments alone.

9:30
5aSA4. How does sound leave the cochlea? Yizeng Li and Karl Grosh
�Dept. of Mech. Eng., Univ. of Michigan, Ann Arbor, MI 48109�

In normal operation, sounds enter the cochlea via the stapes and generate
forward traveling waves on the fluid-loaded basilar membrane �e.g., Bekesy
�McGraw-Hill, 1960��. Kemp �J. Acoust. Soc. Am. 64 discovered that sound
is emitted by the cochlea in a way that is physiologically vulnerable. These
sounds are called otoacoustic emissions �OAEs�. Because of their relation to

the health of the cochlea, OAEs have evolved as a tool for both noninvasive
diagnosis and understanding cochlear mechanics �Probst, J. Acoust. Soc.
Am. 89�. However, OAEs are not yet completely understood. OAEs are hy-
pothesized to arise from active processes in the cochlea. The path that in-
tracochlearly generated sound takes when emitted from the cochlea—as a
slow coupled fluid-structure wave or a fast mainly fluid borne wave �Wilson,
Phys. Today �2008��—has yet to be established. This work uses animations
of mechanical-electrical-acoustic finite element model transient response
predictions due to internal excitation of the basilar membrane to study the
path of propagation. Models of sensitive and insensitive cochlea are used to
determine the effect of sound level and cochlear health.

9:45
5aSA5. Rayleigh–Lamb wave propagation on a fractional order
viscoelastic plate. Faik C. Meral, Thomas J. Royston, and Richard L. Magin
�Univ. of Illinois at Chicago, Chicago, IL 60607, troyston@uic.edu�

Previous studies of the authors published in JASA focused on shear and
surface wave motion in and on a viscoelastic material representative of bio-
logical tissue. Specific cases considered were that of surface wave motion
on a half-space caused by a finite rigid circular disk located on the surface
and oscillating normal to it and compression, and shear and surface wave
motion in a half-space generated by a subsurface finite dipole. In both situ-
ations, recently it has been shown that viscoelasticity models based on frac-
tional order derivatives result in closer agreement with experiment as com-
pared to conventional models, such as those of Voigt and Zener. In the
present study, this comparative analysis is extended to another configuration
and wave-type, that of out-of-plane response of a circular viscoelastic plate
to harmonic anti-symmetric excitation. The Rayleigh–Lamb equation is
solved using complex wave numbers based on conventional and fractional
order viscoelastic models for the medium. The new theoretical solutions are
compared with experimental measurements. The underlying physical moti-
vation for the use of a fractional viscoelastic assumption and the potential
practical benefits, such as improved medical diagnostics, are discussed.
�Work supported by NIH Grants EB004885, EB008373, and EB007537.�

10:00
5aSA6. Characterizing Rayleigh damping parameters of post-cured,
hybrid, methacrylic materials used in stereolithography systems.
Thomas H. Burns and Andrew R. Beeson �Starkey Labs, Inc., 6600 Wash-
ington Ave. S., Eden Prairie, MN 55344, tburns@starkey.com�

Stereolithographic systems of methacrylic are commonly used in the
large-scale production of custom earmolds for hearing aids. In hearing aids,
feedback occurs when energy from the receiver �earphone� is sensed by the
microphone; the feedback manifests itself as an annoying whistle. One
source of feedback is the mechanical vibration transmitted by the receiver to
the microphone through the structural housing or earmold. Mechanical feed-
back can be reduced by appropriately designing the earmold housing to have
proper isolation features and damping so as to minimize mechanical
transmissibility. Toward this end, a procedure is described that utilizes both
experimental measurements and finite element analyses to characterize an
earmold material’s stiffness and damping in the frequency range of 500
Hz–6 kHz. The experimental set-up consists of an electromagnetic shaker,
laser vibrometer, dual-channel analyzer, and multiple cantilever �fixed-free�
sample beams fabricated from post-cured, hybrid, methacrylic polymers.
The dimensions of the samples are chosen so that the resonance frequencies
are sufficiently distributed over the aforementioned frequency range. Bend-
ing resonances are measured and compared to a finite element model via a
half-power bandwidth technique; parameters for Young’s modulus, the loss
factor, and Rayleigh damping are amended in the numerical model to match
the empirical results.
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FRIDAY MORNING, 30 OCTOBER 2009 BOWIE �LOSOYA CENTER�, 8:30 TO 12:00 NOON

Session 5aSC

Speech Communication: Cross-Language Speech Perception and Production (Poster Session)

Alexei Kochetov, Chair
Univ. of Toronto, Dept. of Linguistics, 130 St. George St., Toronto, ON M5S 3H1 Canada

Contributed Papers

All posters will be on display from 8:30 a.m. to 12:00 noon. To allow contributors an opportunity to see other posters, contributors of
odd-numbered papers will be at their posters from 8:30 a.m. to 10:15 a.m. and contributors of event-numbered papers will be at their
posters from 10:15 a.m. to 12:00 noon.

5aSC1. The effect of short-term training on production and perception
of s/b by Korean speakers. Robert Allen Fox, Ewa Jacewicz �Speech
Percept. and Acoust. Labs., Speech and Hearing Sci., Ohio State Univ., 1070
Carmack Rd., Columbus, OH 43210, fox.2@osu.edu�, Fred R. Eckman
�Univ. of Wisconsin-Milwaukee, Milwaukee, WI�, Gregory K. Iverson
�Univ. of Maryland, College Park, MD�, and Soyoung Lee �Univ. of
Wisconsin-Milwaukee, Milwaukee, WI�

This study examines the efficacy of short-term training on learning the
English s/ʃdistinction by native speakers of Korean. The production and per-
ception of Korean L2 learners was tested before and after a short computer-
controlled training session. Of interest in this study is to determine which
acoustic characteristics of these fricatives �if any� improve after a focused
training session, whether English listeners perceive them more “English-
like,” and whether the L2 learners can more accurately identify these frica-
tives after training. Korean speakers were initially recorded producing com-
mon English words containing these two fricatives in initial, medial, and
final positions. Each speaker then underwent focused training on the
s/ʃdistinction in a small set of nonsense words. Training ended when speak-
ers met an established performance criterion. In a post-test, speakers were
again recorded producing the same words. Acoustic measurements
�including duration, relative amplitude, spectral mean, variance, skewness,
and kurtosis� were obtained for each fricative from both sets of recordings
and from productions by native English speakers. Perception data �including
both identification and discrimination� were also obtained from the English-
speaking controls and from L2 speakers both before and after the training.
Results will be discussed in light of universal principles of language
acquisition.

5aSC2. Consequences of short-term language exposure in infancy on
babbling. Nancy Ward �Dept. of Linguist., UCLA, 3125 Campbell Hall,
Box 951543, Los Angeles, CA 90095-1543, nancyward@ucla.edu�, Megha
Sundara �UCLA, Los Angeles, CA 90095 and Univ. of Washington, Seattle,
WA 98195�, Barbara Conboy �Univ. of Washington, Seattle, WA 98195 and
Univ. of Redlands, Redlands, CA 92374�, and Patricia Kuhl �Univ. of Wash-
ington, Seattle, WA 98195�

Kuhl et al. �Proc. Natl. Acad. Sci. U.S.A. 100, 9096–9101 �2003��
showed that the decline in the discrimination of non-native perceptual con-
trasts observed during development can be reversed with short-term expo-
sure to a non-native language. In this poster, the question of whether short-
term exposure also impacts the speech produced by infants is addressed. For
this purpose, 9–10-month-old infants from monolingual English-speaking
households were exposed to Spanish for a total of 5 h over 6 weeks �12
25-min sessions�. At the end of this exposure, babbling data were collected
from the infants in two sessions with �a� an English-speaking parent and �b�
a Spanish-speaking research assistant. In this experiment, adult listeners
were tested in their ability to identify the babbling produced by these infants
as English or Spanish. Canonical syllables and multi-syllabic utterances
from these sessions were played to adult native speakers of English and
Spanish, who identified the tokens as English or Spanish using a forced-

choice paradigm. Results will be discussed in the context of the literature on
short-term exposure as well as the effects of social interactions on language
acquisition.

5aSC3. The correlation between perceiving and producing English
obstruents across Korean learners. Kenneth de Jong and Yen-chen Hao
�Dept. of Linguist., Indiana Univ., 322 Memorial Hall, 1021 E. 3rd St.,
Bloomington, IN 47405�

Our previous work determined that the skill structure evident in cross-
subject correlations differed in second language production and perception.
This study examines how these production and perception skills correlate
across subjects, finding pervasive differences between contrasts similar to
ones in the L1 and novel contrasts. Twenty Korean learners of English lis-
tened to and identified eight anterior obstruents produced by four American
English speakers before, after, and between the vowel /a/. The same learners
were also presented with orthographic probes and produced the same eight
obstruents, and English listeners identified the consonants in these
recordings. Analyses show no significant correlations between production
and perception accuracy in consonant voicing �similar to L1�, indicating per-
vasive disjunction between perceiving and producing voicing contrasts in
the learners. Voicing accuracy was systematically better in identification
than production, suggesting a precedence for perceptual learning. Analyses
of manner accuracy in labial consonants, however, reveal a robust correla-
tion, indicating a strong relationship between perceiving manner contrasts
�novel to L1� and producing them. In addition, several subjects exhibited
better accuracy in production than perception, suggesting an interaction of
perceptual and motor learning. Coronal stops and fricatives show similar
patterns, however, without the robust correlation between perceptual and
production accuracy.

5aSC4. Production and perception of English /l/ and /r/ by
native-speaking children. Kaori Idemaru �Dept. of East Asian Lang. and
Lit., Univ. of Oregon, Eugene, OR 97403-1248, idemaru@uoregon.edu� and
Lori L. Holt �Carnegie Mellon Univ., Pittsburgh, PA 15213�

The English /l-r/ distinction is a difficult contrast to learn for L2 learners
as well as for native speaking children. In this study, we examine the use of
the second �F2� and third �F3� formants and the relative weighting of these
cues in production and perception of /l/ and /r/ sounds in native-English-
speaking children. 3-, 4-, 5-, and 8-yr-old children produced words including
/l-r/ and they were also tested for identification of words including the
contrast. The results indicated that whereas young children’s productions of
/l/s and /r/s were well distinguished acoustically, the children were still de-
veloping in how they integrate F3 and F2 in both production and perception.
Specifically, children’s production indicated an intriguing developmental
change such that F2 frequency increased in older children’s /r/ productions,
thus diminishing the F2-F3 frequency difference across development. In per-
ception, although a sharper pattern of perception of the contrast was found
in older children, they were not using F2 �a secondary cue signaling the
categories� in the same manner as adults even at age 8. These data are con-
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sistent with a rather long trajectory of phonetic development whereby native
categories are refined and tuned well into childhood �Work supported by
NSF Grant No. BCS-0746067�.

5aSC5. A longitudinal study of English and Japanese vowel production
by Japanese adults and children in an English immersion setting. Grace
Oh, Susan G. Guion �Dept. of Linguist., Univ. of Oregon, Eugene, OR
97478-1290, gracey1980@yahoo.com�, James E. Flege �Via della Torretta
12, 01017 Tuscania �VT�, Italy�, Katsura Aoyama �Texas Tech Univ. Health
Sci. Ctr., Lubbock, TX 79430-6073�, Reiko Akahane-Yamada �ATR Human
Information Processing Res. Labs., Japan�, and Tsuneo Yamada �Natl. Inst.
of Multimedia Education, Japan�

The effect of age of acquisition on first- and second-language vowel pro-
duction was investigated. Eight English vowels were produced three times
in two different words each by 16 native Japanese �NJ� adults and children
as well as 16 age-matched native English �NE� speaking adults. Productions
were recorded shortly after the NJ participants’ arrival in the United States
and then 1 year later. In agreement with previous investigations �Aoyama et
al., J. Phonetics 32, 233–250 �2004��, children were able to learn faster,
leading to higher accuracy than adults in a year’s time. Based on acoustic
measurements, NJ adults had more accurate production at Time 1 but made
no changes across time. The NJ children, on the other hand, showed signifi-
cant differences from NE children’s productions for /(/, /�/, /Ä/, /#/, and /U/ at
Time 1, but produced all eight vowels in a native-like manner at Time 2. A
follow up examination of NJ children’s productions of Japanese /i/, /a/, /u/
revealed significant changes for Japanese /i/ and /a/ related to L2 learning.
The results suggest that L2 vowel production is heavily affected by age of
acquisition and that there is a dynamic interaction between first- and second-
language vowels. �Work supported by NIH.�

5aSC6. Acoustic analysis of the English pronunciation of Japanese high
school teachers and university students. Ian L. Wilson, Junichi Fujinuma,
Naoya Horiguchi, and Kazuaki Yamauchi �Ctr. for Lang. Res., Univ. of
Aizu, Aizuwakamatsu 965-8580, Japan, wilson@u-aizu.ac.jp�

As Japan attempts to meet the demands of the Ministry of Education by
introducing English-as-a-foreign-language �EFL� classes in all elementary
schools, there has been a shortage of qualified native Japanese EFL teachers.
The English communicative ability �and pronunciation, in particular� of
Japanese EFL teachers varies across educational levels throughout Japan and
even within individual prefectures. This study presents an acoustic analysis
of 77 Fukushima Prefecture junior and senior high school Japanese EFL
teachers’ read speech, comparing the two levels. It also presents an analysis
of 133 Japanese university students’ read speech, recorded both before and
after 14 weeks of weekly 90-min explicit pronunciation instruction. The
reading passage was the “Please call Stella” paragraph from the speech ac-
cent archive �http://accent.gmu.edu/�. Detailed analyses of vowel formants,
voice onset time, fricative spectral peaks, and intonation were carried out
using PRAAT and will be presented. The data have implications for curricu-
lum planning for both EFL pronunciation classes and teacher training
courses in Japan.

5aSC7. Native language phonetic drift in beginning second language
acquisition. Charles B. Chang �Dept. of Linguist., Univ. of California, Ber-
keley, 1203 Dwinelle Hall, Berkeley, CA 94720, cbchang@berkeley.edu�

Mounting evidence has shown that native language �L1� phonetic repre-
sentations can be affected by extensive second language �L2� learning. In
this study the nature and time course of this phonetic drift in L1 are exam-
ined in a longitudinal investigation of 20 L1 English speakers’ first 5 weeks
of learning Korean as L2. Acoustic analyses of these learners’ L1 and L2
speech production over time show that learning L2 stops affects the produc-
tion of L1 stops �in terms of VOT and/or f0 onset� in as little as 1 week, with
the L1 sounds approximating the L2 sounds to which they are most pho-
netically similar. English voiced stops do not change significantly in VOT
over time, since they are already similar to Korean fortis stops in this
respect; however, they rise in f0 onset in approximation to the elevated f0

onset typical of Korean fortis stops. Meanwhile, English voiceless stops be-
come longer in VOT and higher in f0 onset in approximation to the Korean
aspirated stops. These results indicate that L1 phonological categories are

affected by L2 learning on a very short timescale, suggesting that the L1-L2
equivalence classification that gives rise to this phonetic drift may be rather
low-level in nature.

5aSC8. Do they read aloud in a different way? A glimpse on the prosodic
features of corpus-based second language spoken English. Sally Chen,
Janice Fon, and Hintat Cheung �Grad. Inst. of Linguist., Natl. Taiwan Univ.,
No. 1, Sec. 4, Roosevelt Rd., Taipei 10617, Taiwan�

This study investigated the prosodic features of L2 spoken English. A set
of ten recordings was extracted from an in-progress learner corpus on an
English proficiency test. Each recording consists of two passages as read
aloud by a learner who had received a grade of 3, the median grade of the
test, on a five-point scale. A group of ten native English speakers was re-
cruited to serve as controls. They were given the same test materials and
their readings recorded under a test scenario similar to that of the L2
learners. The labeling followed the English ToBI convention. Preliminary
results showed that in general, the L2 learners addressed more tones in their
production. In terms of break indices, the L2 utterances were consistently
segmented into a larger number of intonational units, as compared to those
of the native speakers. In addition, silence was frequently employed in the
L2 word-level boundaries to facilitate enunciation, explained in that English
has a more complex phonotactic structure than their native tongue,
Mandarin. Finally, the L2 data exhibited more varied pitch accent types than
the native-speaker data, which corresponds to the findings of our previous
study regarding an L2 read-aloud task on simple English sentences.

5aSC9. Perception of English vowels by Chinese learners in Taiwan.
Li-chin Yang and Yu-da Lai �Dept. of English, Natl. Taiwan Normal Univ.
and Dept. of Appl. English Studies, MingDao Univ., 369 Wen-Hua Rd., Pee-
tow, ChangHua, Taiwan 52345, Republic of China�

The aim of this study attempts to explore how the structure of the native
language and the markedness affect the perception of English vowels by
Chinese learners in Taiwan. This paper concerns how people of different
English proficiency levels perceive English vowels in terms of the similarity
degrees of the vowels in both native and target languages �3 groups � 3
vowel similarity degrees�. Thirty Mandarin and Southern Min speaking sub-
jects, equally distributed in three English proficiency levels, namely, low,
mid, and high, participated in the study. The quantitative analysis regarded
the similarity degrees of the vowels in both native and target languages as
three: identical, similar with counterpart, and new. This study also investi-
gated how similar or new vowels are perceived by learners of different Eng-
lish proficiency levels �3 groups � 3 vowel markedness degrees�. The simi-
lar or new vowels, according to P. Smolensky �1993� and Lombardi �1997�,
were divided into three categories of markedness: the most marked �rounded
and back vowels�, marked �front vowels�, and unmarked �low vowels�. Re-
sults showed the influence of both the markedness of English vowels and the
different structures between English and native languages. Finally, they
were explained via optimality theory.

5aSC10. Cross language effects on vowel perception in noise: Detection
of English vowels spoken by English, Chinese, and Korean talkers.
Su-Hyun Jin, Chang Liu, and Sangeeta Kamdar �Dept. of Commun. Sci. and
Disord., Univ. of Texas Austin, 1 Univ. Station, A 1100, Austin, TX 78712,
shjin@mail.utexas.edu�

The purpose of this study was to measure detection thresholds for 12
isolated American English vowels spoken by English �E�, Chinese �C�, and
Korean �K� talkers for young normal-hearing listeners in the presence of a
long-term speech-shaped noise presented at 70-dB SPL. Two groups of talk-
ers were selected from each Chinese and Korean talkers based on the vowel
intelligibility found from the previous study �Jin et al., �2009��: high and
low intelligibility groups. Each group consisted of male and female talkers.
Two English talkers �a male and female� were also included as a control.
Preliminary analysis indicated that there was no statistically significant dif-
ference in the detection thresholds for vowels produced by native and non-
native talkers. However, thresholds for vowels differed by 20 dB across the
120 vowels �12 vowels � 10 talkers�, which is consistent with Liu and Ed-
dins �2008�. It suggested that regardless of the language background of talk-
ers, vowel detectability might be more influenced by vowel category and
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individual talker. The effect of acoustic features �both temporal and spectral
cues� in each vowel on native English listeners’ detection thresholds will be
discussed.

5aSC11. Comparison of perceptual vowel space for native vowels for
monolingual and bilingual speakers of Malayalam. Sreedivya
Radhakrishnan and John W. Hawks �School of Speech Pathol. & Audiol.,
Kent State Univ., Kent, OH 44242, sradhakr@kent.edu�

This study examines the perceptual vowel space for Malayalam for
monolingual and bilingual Malayalam speakers. Malayalam is the native
language of the state of Kerala, India, which uses five long and short
vowels. Hence, in addition to spectral differences, speakers of Malayalam
may use duration for the identification of vowels. This is different from Eng-
lish, which uses predominantly spectral differences alone as the major cue
for vowel identification, even though there are intrinsic differences in dura-
tion for the English tense/lax vowels. There were two groups of subjects,
native speakers of Malayalam and speakers of Malayalam who have also
been speaking English for at least 10 years, with ten subjects in each group.
The stimuli consisted of synthetic tokens of isolated vowels, which varied in
first, second, and third formant frequencies. An identification task, followed
by rating task, was carried out. This study maps the perceptual vowel space
of native Malayalam speakers and also addresses a less widely studied area
of cross-language speech perception, i.e., the influence of second language
on the perception of the native language. Thus, the results provide a basis
for the examination of the influence of long-term use of English on the per-
ception of native Malayalam vowels.

5aSC12. Cross-language perception of Russian plain/palatalized laterals
and rhotics. Alexei Kochetov and James Smith �Dept. of Linguist., Univ. of
Toronto, 130 St. George St., Toronto M5S 3H1, Canada, al.kochetov
@utoronto.ca�

A number of studies investigating factors in non-native speech percep-
tion have focused on discrimination and identification of English /l/ and /r/
by listeners whose native languages do not have the relevant phonemic
contrast. Relatively little work, however, has been done on non-native per-
ception of lateral/rhotic contrasts in other languages and particularly on the
perception of palatalized laterals or rhotics. This paper presents results of an
AX discrimination experiment where 84 listeners, native speakers of Can-
tonese, English, Japanese, Korean, Mandarin, and Russian, were presented
with stimuli containing intervocalic consonants /l/, /lj/, /r/, and /rj/ produced
by a Russian native speaker. The results revealed significant differences in
the perception of the lateral/rhotic contrasts across the listener groups, with
relatively good discrimination of the contrasts by Korean and English lis-
teners �yet less accurate compared to Russian listeners�, and much poorer
discrimination by the other groups of non-native listeners. All the groups,
including native speakers, performed better with the more acoustically dis-
tinct plain /l/ and /r/ contrast than with the palatalized /lj/ and /rj/ contrast.
The results suggest that presence or absence of similar native phonemic cat-
egories does not fully predict listeners’ performance, underscoring the im-
portance of sub-phonemic gestural/acoustic detail in non-native perception.

5aSC13. The effects of linguistic experience on the perception of [h].
Marc Garellek �Dept. of Linguist., UCLA, 3125 Campbell Hall, Los Ange-
les, CA 90095-1543, marcgarellek@ucla.edu�

Languages with onset-�h� are thought to be more likely to develop
coda-�h� than languages with no �h� at all �D. Silverman, Phasing and Re-
coverability �Garland, New York, 1997��. It is therefore expected that speak-
ers of languages with onset-�h� should be more likely to perceive coda-�h�
than speakers of a language with no �h�. The goal of this study is to test this
hypothesis. Speakers of French �a language with no �h�� and English �which
allows onset-�h�� were instructed to monitor for �h� in strings of nonce
words with �h� in onset or coda positions. If English speakers perform sig-
nificantly better than French speakers on coda-�h� perception, then the hy-
pothesis is supported. Subjects also participated in a mispronunciation de-
tection task, where they monitored for errors in words of their language. The
stimuli were common English and French monosyllabic words ending in �s,
f, ʃ�, with the fricatives spliced and replaced with �h�, keeping the formant
transitions intact. The stimuli were randomly placed in a string of native
words with no contextual cues. If the hypothesis is supported, findings

should show faster and more accurate mispronunciation detection for Eng-
lish speakers than French speakers, suggesting that English speakers are
more likely to perceive coda-�h�.

5aSC14. Perception of non-native voicing contrasts by Buenos Aires
Spanish listeners. Marcos Rohena-Madrazo �Dept. of Linguist., New York
Univ., 726 Broadway, 7th Fl., New York, NY 10003, mrm359@nyu.edu�

Studies on cross-language speech perception have found that adults have
difficulty discriminating segments that are non-contrastive in their native
language; however, not all non-native contrasts are equally difficult to
perceive. This study investigates whether Buenos Aires Spanish �BAS� lis-
teners can perceive non-native voicing contrasts. Spanish has a phonemic
distinction between voiceless stops /ptk/ and voiced stops /bdg/; however, it
lacks a voicing contrast in fricatives, exhibiting only voiceless ones: /fsx/.
BAS also has a palato-alveolar fricative, which is variably realized �ʃ-c� de-
pending on social factors, but this difference is not phonemic. To determine
whether BAS listeners, possessing a native stop voicing contrast, can per-
ceive the non-native fricative voicing contrast, they performed a categorial
AX discrimination task, with Portuguese voicing pairs �p/b, t/d, k/g, f/v, s/z,;
ʃ/c�. The results show that, unsurprisingly, listeners perceive the voicing dis-
tinction of stops at ceiling level. However, they are at chance distinguishing
the fricative voicing contrast, with one exception: f/v. Listeners are equally
accurate distinguishing the f/v contrast as they are with the stop contrasts
and equally inaccurate distinguishing s/z,ʃ/c. This suggests that the non-
native f/v contrast has a different perceptual assimilation pattern than do the
other non-native fricative voicing contrasts, s/z and ʃ/c.

5aSC15. Consonant intelligibility of English-, Chinese-, and
Korean-native talkers. Chang Liu, Su-Hyun Jin, and Sangeeta Kamdar
�Dept. of Commun. Sci. and Disord., Univ. of Texas at Austin, Austin, TX
78712�

Sixteen American-English consonants were recorded in a phonetic con-
text of /aCa/ from young English-, Chinese-, and Korean-native talkers with
normal speech and hearing functions. The Chinese and Korean talkers were
bilingual with their US residency up to 6 years. The intelligibility of these
consonants was examined for seven American-English listeners. Results
showed that average consonant intelligibility for all three groups of listeners
was well above 90% with English-native speakers having slightly higher in-
telligibility than the other two groups. Combined with our previous study on
vowel intelligibility, there results indicate that the lower-than-native speech
intelligibility for Chinese- and Korean-native speakers may be mainly due to
the reduced vowel intelligibility, implying that speech training for these non-
native speakers may need to focus on vowel production.

5aSC16. Perception of prominence by Japanese and American listeners.
Irina A. Shport and Susan G. Guion �Dept. of Linguist., Univ. of Oregon,
1290, Eugene, OR 97403, ishport@uoregon.edu�

Acoustic cues to prosodic prominence are different in Japanese �mainly
F0� and English �duration, F0, and intensity�, but F0 change is involved in
coding prominence in both languages. Japanese native speakers perceive a
syllable as prominent �accented� if there is a sharp F0 fall originating in the
syllable �Vance, �1987�; Pierrehumbert & Beckman, �1988�; Kubozono,
�1993��. It is not clear, however, whether native speakers of English interpret
the F0 fall as a cue to prominence. In this study, participants are asked to
identify a prominent syllable in each of the three-syllable words varying in
�a� the location of the F0 maximum �the midpoint of the first or second
syllable�, �b� the height of the F0 maximum �10-Hz step increments from
200 to 250 Hz�, and �c� the degree of the F0 fall between the accented and
the following syllables �two levels�. All stimuli are nonce words phonologi-
cally plausible in both Japanese and English. In our analysis we explore the
role of each of the three manipulated parameters for perception of promi-
nence by listeners who speak Tokyo Japanese and American English
natively.

5aSC17. Manipulating within-speaker variation in non-native speech
perception. Marie de Marneffe and Meghan Sumner �Dept. of Linguist.,
Stanford Univ., Stanford, CA 94305-2150, mcdm@stanford.edu�

Research in speech perception and L2 learning has shown that exposure
to multiple speakers is generally beneficial �B. Sommers �2005�; B. Bent
�2008�; Winters et al. �2005��. Exactly what is driving these effects remains
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unclear. We examine whether varying a particular within-speaker cue im-
proves perception. Specifically, we study perception by native English
speakers of French-accented speech and concentrate on final obstruent
devoicing: Are listeners better at perceiving final stops when a constant non-
English V/C ratio is used by the speaker or does hearing variable ratios
help? We used a click-on paradigm, with 20 pairs of pictures representing
words featuring voiced and voiceless final stops �e.g., rope-robe� in two
conditions: �1� constant V/C ratios �average� and �2� variable V/C ratios
�short, average, long�. We used modified natural tokens using the average
variance from 11 native French speakers. Our results show that across items,
accuracy rates for both conditions are the same, but variation yields slower
RTs. Considering accuracy alone these are not different from each other, but
listeners are either more cautious or processing is slowed with increased
variation. Additionally, differences in accuracy surface by place of articula-
tion, but only for the alveolar place of articulation.

5aSC18. Language and dialect discrimination by five-month-olds.
Megha Sundara and Chad Vicenik �Dept. of Linguist., UCLA, Los Angeles,
CA 90095�

To acquire a language, infants must be able to accurately discriminate
speech utterances belonging to that language. This is particularly important
for infants raised in bilingual environments, who must be able to tag utter-
ances they hear as belonging to one language or another. From birth, infants
are able to discriminate languages from different rhythm classes, but not lan-
guages within the same rhythm class �Nazzi et al. �1998��. By 5 months,
infants can discriminate two languages from the same rhythm class, as long
as one language is native. Johnson ��2000�� showed that English-learning
infants could discriminate English from Dutch, and even American English
from British English, but not Dutch from German. We attempt to extend
these results to American English and German, and American and Australian
English. Preliminary results show that English-learning 5-month-olds cannot
discriminate American English from German but are able to discriminate
American from Australian English. These results fit with previous work with
adults that show discriminating between American and Australian English is
easier than discriminating between American English and German, when
segmental information is removed.

5aSC19. A comparison of phonological errors made by native and
non-native listeners. Lindsay E. Meyer �Dept. of Commun. Sci. and
Disord., Louisiana State Univ., 38 Hatcher Hall, Baton Rouge, LA 70808,
lindsaymeyer571@gmail.com� and Janet L. McDonald �Louisiana State
Univ., Baton Rouge, LA 70808�

Previous studies have shown that listeners have difficulty recognizing
non-native words in noise �Mayo et al. �1997�� and affective prosody in
quiet �Dromey et al. �2005��. Difficulty increases with less L2 ability. Find-
ings from the current study support these results while indicating that non-
native listeners have additional difficulty identifying prosodic patterns �i.e.,
those indicating sentence type� and using semantic information under high
levels of background noise. Participants heard sentences presented in �2,
�4, �6, and �8-dB S/N. Target words were semantically predictable or
unpredictable. Participant identification of sentence type and target words
was recorded and analyzed. Both groups were affected by increasing levels
of noise, but non-natives more strongly. Semantics aided native speakers un-
der high levels of noise, but non-native speakers under low levels of noise.
Analysis of phonological errors shows that the most frequent phonological
error was on the onset and vowel, but this was not related to age of
exposure. Later age of exposure for non-native listeners was correlated to
fewer total phonologically correct words and they were more likely to give
phonologically related forms that matched on the onset and coda. Therefore,
age of exposure may affect the vowel whether in perception or production.

5aSC20. Effects of speechreading and signal-to-noise ratio on
understanding mainstream American English by American and Indian
adults. Yori Kanekama and David Downs �Dept. of Commun. Sci. and
Disord., Wichita State Univ., 1845 Fairmount St., Wichita, KS 67260,
yxkanekama@wichita.edu�

The purpose of this study was to measure effects of speechreading and
signal-to-noise ratio �SNR� on understanding mainstream American English
�MAE� heard by 30 Indian adults compared to 30 American adults. Partici-
pants listened to a recording of a female speaker of MAE saying ten lists of
ten different everyday speech sentences per list. Participants heard sentences
from a TV loudspeaker at a 65 dB sound pressure level, while a four-talker
babble played through two surrounding loudspeakers at various SNRs under
auditory-visual and auditory modalities. Each participant’s speechreading
performance at each SNR was computed as the difference in words correctly
heard through auditory-visual versus auditory modalities. Consistent with
most previous research, American participants benefited significantly more
from speechreading at poorer SNRs than at favorable SNRs. The novel find-
ing of this study, however, was that Indian participants benefited less from
speechreading than American participants at poorer SNRs, but benefited
more from speechreading than American participants at favorable SNRs.
Linguistic �and, possibly, nonlinguistic� variables may have accounted for
these findings, including an increased need for Indian participants to inte-
grate more auditory cues with visual cues to benefit from speechreading,
presumably because they only spoke English as a second language.
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Session 5aUW

Underwater Acoustics and Acoustical Oceanography: Progress in Modeling Complex and Dynamic Acoustic
and Oceanographic Characteristics of Continental Shelves and Slopes III

David P. Knobles, Chair
Univ. of Texas at Austin, Applied Research Labs., 10000 Burnet Rd., Austin, TX 78758

Contributed Papers

9:00
5aUW1. Marginal probability distributions for seabed parameter values
from simultaneous processing of vertical and horizontal apertures. D. P.
Knobles, R. A. Koch, and J. D. Sagers �Appl. Res. Labs., The Univ. of Texas
at Austin, P.O. Box 8029, Austin, TX 78713-8029�

Information about the physical parameter values for the seabed in a lit-
toral region can be extracted from acoustic measurements in the water
column. While acoustic data from both horizontal line arrays �HLAs� and
vertical line arrays �VLAs� have been processed successfully to infer seabed
properties, the simultaneous signal processing of acoustic data recorded on
both a vertical and a horizontal aperture for seabed properties is a new re-
search area. Relative to only a bottom-mounted horizontal aperture, an
L-array �bottom mounted HLA and a VLA� provides access to the sensitiv-
ity of the depth-dependence of the acoustic field to seabed parameters. How-
ever, the utility of the additional information can be negated by uncertainty
in the assumed water sound speed profile. Acoustic data collected on two
L-arrays deployed on the New Jersey continental shelf are examined for the
additional information about the seabed that can be obtained relative to the
case for a single aperture. The information from simultaneous and individual
processing of the subapertures is quantified in terms of the marginal distri-
butions and an entropy functional approach. �Work supported by Office of
Naval Research Code 321 OA.�

9:15
5aUW2. Seabed reflection measurements from an autonomous undersea
vehicle: Probing seabed spatial variability. Charles W. Holland �Appl.
Res. Lab., The Penn State Univ., State College, PA, cwh10@psu.edu� and
Peter L. Nielsen �NATO Undersea Res. Ctr., La Spezia, Italy�

Spatial variability of the seabed in littoral regions is driven by processes
that span a large range of space and time scales, ranging from eustatic fluc-
tuations which are more or less global in extent but can have a profound
effect on sedimentary layering from hundreds of meters to sub-meter scales,
to biologic reworking which might be very local and affect only the upper
few tens of centimeters. These processes �as well as many others� conspire
to create a rich variety of sediment property distributions both in vertical
and horizontal dimensions. One way to probe the spatial variability is with
wide-angle reflection measurements. Here we discuss results from the Clut-
ter09 experiment in which seabed reflection measurements were conducted
using a broadband source �800–3500 Hz� and a 32 element towed horizontal
receiver. The results are compared with previous observations using a single
hydrophone and a Uniboomer. �Work supported by the Office of Naval Re-
search OA321 and the NATO Undersea Research Centre.�

9:30
5aUW3. Low-frequency propagation in extremely shallow water. R.
Daniel Costley �Miltec Res. and Technol., a Ducommun Co., 9 Industrial
Park, Oxford, MS 38655� and Thomas G. Muir �Natl. Ctr. for Physical
Acoust., Univ. of Mississippi, Oxford, MS 38655�

In water depths on the order of a wavelength, sound propagates with
considerable involvement of the bottom, whose bulk and shear moduli as
well as velocities and attenuation vary with depth into the sediment. This
problem has been studied with a two dimensional finite-element code to il-
lustrate the consequences of computational assumptions pertinent to these
parameters and their gradients with depth into the sediment. Both time har-
monic �steady state� and transient �animated pulse� sequences are treated in
two dimensional depictions. �Work supported by the U.S. Army Space and
Missile Defense Command.�

9:45
5aUW4. On the use of an autonomous underwater vehicle for seabed
characterization. P. L. Nielsen �NURC, V. S. Bartolomeo 400, 19126, La
Spezia, Italy�, C. W. Holland �Penn-State Univ., State College, PA 16804�,
and R. Hollett �NURC, 19126, La Spezia, Italy�

In 2009 NURC conducted the CLUTTER’09 experiment on the Malta
Plateau, south of Sicily, in collaboration with the CLUTTER JRP partners
from USA and Canada. One of the main objectives of this experiment was to
characterize the seabed for geoacoustic and scattering properties related to
clutter, i.e., around regions on the bottom which generate target-like returns
on active sonar displays. The equipment used was a newly developed sound
source and 32-m horizontal line array at NURC towed behind the Ocean
Explorer Autonomous Underwater Vehicle �OEX-AUV�. The source trans-
mitted signals in the frequency band 800–3500 Hz and were received on the
line array. The array has a four-level aperture which allows both for utilizing
individual hydrophone data and beamformed data for the seabed
characterization. The advantage of using the OEX-AUV is that measure-
ments can be performed close to the seabed which are difficult to obtain
from conventional sonar systems towed from a surface vessel. Results of
environmental characterization using the OEX-AUV from a selected region
are presented and compared to independent findings from previous
experiments. �Work supported by the NATO Undersea Research Centre and
the Office of Naval Research OA321�

10:00—10:15 Break

10:15
5aUW5. A mode solution for sediment-refracted wave propagation.
Cathy Ann Clark �Naval Undersea Warfare Ctr., 1176 Howell St., Newport,
RI 02841, cathy.clark@navy.mil�

An normal mode solution for low-frequency bottom-sediment refracted
wave propagation is formulated for use with a normal mode method of solv-
ing the Helmholtz wave equation to describe the underwater sound field for
a fixed point source in a plane multilayered medium. The approach utilizes
a factorization of the Wronskian of the Green’s function which enables sedi-
ment reflecting and refracting modes to be summed independently. The sen-
sitivity of propagation loss to the nature of mode interaction with the bottom
is investigated for a sample environment and results are compared to mea-
sured data.
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10:30
5aUW6. Spatial variability of density gradients in the transition layer
from Bayesian inference of seabed reflection data. Jan Dettmer, Stan E.
Dosso �School of Earth and Ocean Sci., Univ. of Victoria, Victoria, BC
V8W 3P6, Canada�, and Charles W. Holland �Penn State Univ., State Col-
lege, PA 16804�

This paper considers Bayesian inference of seabed reflection-coefficient
data for geoacoustic models of the transition layer �i.e., uppermost low-
velocity, water-saturated sediments� at several sites along a track, with the
goal of studying spatial variability. Geoacoustic models are parametrized in
terms of nonlinear density and linear sound-velocity gradients. Rigorous un-
certainty estimation is of key importance to resolve spatial variability be-
tween measurement sites from the inherent inversion uncertainties. Geoa-
coustic uncertainty estimation is carried out including comprehensive
estimation of data error statistics. Model parametrization is addressed by
choosing gradient parameters that allow for a large variety of profile shapes.
Metropolis–Hastings sampling is used to compute posterior probability
densities. Several experimental sites are considered along a track located on
the Malta Plateau, Mediteranean Sea, where the transition layer is expected
to change with increasing distance from shore due to changes in the sedi-
mentation processes. Differences between sites that exceed the estimated
geoacoustic uncertainties are interpreted as spatial variability of the seabed.
Density and sound-velocity gradients are clearly resolved by the reflectivity
data and agree well with core measurements within the credibility bounds.

10:45
5aUW7. Estimating geoacoustic properties of marine sediment on the
New Jersey Continental Shelf from broadband signals. Yong-Min Jiang
and N. Ross Chapman �School of Earth and Ocean Sci., Univ. of Victoria,
BC V8W 3P6, Canada, minj@uvic.ca�

This paper presents geoacoustic inversions of broadband signals col-
lected in the Shallow Water 2006 Experiments off the coast of New Jersey.
An L-shaped array was deployed on the top of a sand ridge, in 70 m of
water. The acoustic source was maintained at a distance of 190 m from the
vertical leg of the L-shape array, and lowered from 10 to 60 m in 10-m in-
tervals in the experiment. Two sets of chirps, low frequency �100–900 Hz�
and midfrequency �1100–2900 Hz�, were transmitted with approximately
the same experimental geometry. The water column sound speed profiles
were measured at the source position. This study examines the sediment in-
formation content from different frequency bands recorded on the vertical
leg of the L-shape array. Because the chirps have different temporal resolu-
tions and energy penetrabilities in the sediment, the received signals exhibit
different bottom structures at different frequency bands. Travel time geoa-
coustic inversions are carried out at both frequency bands using signals from
the resolvable reflections from the sediment layers. The variation in the oce-
anic sound speed profile is parametrized in terms of its characteristics and
included in the inversion. �Work supported by ONR Ocean Acoustics.�
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